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Abstract

Objective: Sarcopenia, a condition characterized by the progressive loss of skeletal muscle mass and strength, poses signifi-
cant challenges in research due to missing data. Incomplete datasets undermine the accuracy and reliability of studies,
necessitating effective imputation techniques. This study conducts a comparative analysis of three advanced methods—
multiple imputation by chained equations (MICE), support vector regression, and K-nearest neighbors (KNN)-to address
data completeness issues in sarcopenia research.

Methods: Following imputation, we utilized machine learning models, including logistic regression, gradient boosting, sup-
port vector machine, and random forest, to classify sarcopenia. The methodology encompassed rigorous data preprocessing,
normalization, and the synthetic minority oversampling technique to address class imbalance and ensure unbiased model
performance.

Results: The results revealed substantial variations in model accuracy based on the imputation method employed. The gra-
dient boosting model consistently exhibited superior performance across all imputation strategies, demonstrating its robust-
ness with imputed datasets. Additionally, KNN and MICE emerged as effective imputation techniques, preserving the original
data distribution and enabling more accurate classification outcomes.

Conclusion: This study underscores the pivotal role of imputation methods in maintaining data integrity and enhancing pre-
dictive accuracy in sarcopenia research. The gradient boosting model’s reliability across all strategies highlights its potential
as a robust classifier, while the suitability of KNN and MICE for preserving data distribution supports their application in
similar research contexts. These findings contribute to more reliable and valid insights in sarcopenia studies, ultimately sup-
porting improved clinical outcomes.
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Introduction

Sarcopenia is a progressive and generalized skeletal muscle
disorder characterized by the accelerated loss of muscle
mass and function, which is associated with increased
adverse outcomes, including falls, functional decline,
frailty, and mortality. Its clinical significance is profound
due to its impact on a significant portion of the elderly
population, with prevalence rates varying widely depending
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on the diagnostic criteria used. Notably, the prevalence is
higher in patients with chronic diseases, such as chronic
obstructive pulmonary disease, diabetes, and various
forms of cancer. Estimates of sarcopenia prevalence in the
elderly population vary from 5% to 50%, influenced by
factors such as gender, age, pathological conditions, and
diagnostic criteria." This variability highlights the chal-
lenges in diagnosing sarcopenia, which is compounded by
the lack of a unified approach to treatment or assessment,
underscoring the need for improved diagnostics, prevention
strategies, and individualized healthcare approaches.'?

Sarcopenia significantly impacts both the patient’s
quality of life and healthcare systems, as it is associated
with major adverse health outcomes, including nursing
home placement, disability, and mortality. The complex-
ities of diagnosing and managing sarcopenia are notable,
driven by its multifactorial pathogenesis, which includes
age-related changes in neuromuscular function, muscle
protein turnover, hormone levels and sensitivity, chronic
inflammation, oxidative stress, and behavioral factors
such as nutritional status and physical activity levels.
Imaging tools such as dual-energy X-ray absorptiometry,
computed tomography, and magnetic resonance imaging
have advanced the evaluation and diagnosis of sarcopenia.
However, controversies persist due to the lack of consensus
and standardization in disease definition, imaging modal-
ities, measurement methods, and diagnostic cutoff points.
A significant factor influencing the diagnostic cutoffs in sar-
copenia is ethnicity, with observed differences between
Asian and Caucasian populations potentially due to varia-
tions in body composition, size, and lifestyle, which
affect the prevalence rates across different ethnic groups.>*

Given the significant impact of sarcopenia on patient
quality of life and the healthcare system, early detection
and improved diagnostic criteria are critical. The integration
of diverse data types, including clinical, biological,
imaging, and physical performance data, is essential for a
comprehensive understanding of sarcopenia. Machine
learning (ML) techniques have recently shown promise in
identifying key biomarkers, developing diagnostic
models, and personalizing treatment strategies for sarcope-
nia, highlighting the potential of advanced data analytics to
enhance sarcopenia management.>’

The issue of missing or incomplete data in sarcopenia
studies presents a significant obstacle to advancing knowl-
edge and optimizing patient outcomes. Addressing this
challenge requires a concerted effort to enhance data collec-
tion methodologies, leverage technological innovations,
and foster interdisciplinary collaboration. Through these
strategies, sarcopenia research can achieve greater accuracy
in its findings and translate these insights more effectively
into meaningful improvements in patient care.

This paper presents a comprehensive approach to
addressing the challenges associated with incomplete data-
sets in sarcopenia research. Recognizing the pivotal role of

accurate and complete datasets in the effective analysis and
classification of sarcopenia, this paper introduces imput-
ation methods to address missing data, followed by the
application of advanced ML models for the classification
of sarcopenia in the imputed dataset. Our primary contribu-
tions are twofold and are critical to advancing current
research methodologies.

Initially, our focus is directed toward the imputation of
missing data in sarcopenia datasets, a common yet signifi-
cant problem in medical research. We evaluate the effi-
cacy of various ML models, including support vector
regression (SVR), multiple imputation by chained equa-
tions (MICE), and k-nearest neighbors (KNN) models,
in handling missing data. This comparative analysis high-
lights the strengths and weaknesses of each technique and
provides a robust foundation for selecting the most appro-
priate imputation method tailored to the specific charac-
teristics of sarcopenia data. The diversity in our
approach ensures the integrity and complexity of the
dataset are preserved, thereby enhancing the reliability
of subsequent analyses.

Following the successful imputation of missing data, we
transition to the crucial task of classifying sarcopenia in the
now-complete dataset. We investigate the application of
several advanced classification models, including logistic
regression (LR), support vector machine (SVM), gradient
boosting (GB), and random forest (RF) models. This
stage of our research is instrumental in determining the
most effective model for achieving accurate sarcopenia
classification, which is a critical step in the early detection
and management of the condition. Our comparative ana-
lysis of these models contributes to the existing body of
knowledge and highlights the potential of ML techniques
to revolutionize the diagnosis and treatment of sarcopenia.

This study significantly advances sarcopenia research by
addressing the critical issue of incomplete data through
advanced imputation techniques, followed by the applica-
tion of ML models for sarcopenia classification. This dual
focus enhances the quality and completeness of sarcopenia
datasets while advancing our understanding of the most
effective classification methods for this condition.

Literature review

The complexities associated with missing data in research,
particularly in healthcare, have been extensively explored.
The traditional categorizations of missing data—missing
completely at random (MCAR), missing at random
(MAR), and missing not at random (MNAR)—are founda-
tional in understanding the nature of data gaps. While
MCAR occurs when the probability of missing data is inde-
pendent of any observed or unobserved data, MAR is linked
to observed data but not to the missing values themselves.
MNAR, the most challenging type, occurs when missing-
ness is related to the unobserved data.®
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Recent advancements in handling missing data have
emphasized the importance of innovative methods such as
MICE, which effectively simulate plausible values for
missing data under the MCAR and MAR assumptions,
thereby retaining analytical power and correcting biases.’
In parallel, diagnostic tools such as score tests under logistic
models for missing probability have been developed to dif-
ferentiate between MAR and MNAR, offering new
approaches to managing missing data.'® The exploration
of missing data in electronic health records further illus-
trates the complexity of missing data mechanisms in real-
world contexts, underscoring the need for sophisticated
approaches to data handling."!

The imputation of missing values is crucial in healthcare
data analysis, where missingness can significantly impact
outcomes. Various imputation methods have been intro-
duced and evaluated in recent studies, highlighting their
strengths and limitations. For instance, clustering-based
imputation techniques leverage unsupervised neural net-
works to replace missing values, demonstrating reduced
classifier error rates in healthcare datasets.'? Safe-region
imputation, which uses the safe-region concept to handle
missing medical data, has shown superiority over trad-
itional methods in terms of accuracy and area under the
curve in various datasets.'? Additionally, variational auto-
encoders have been explored for imputing MNAR data,
showcasing the potential of deep learning-based approaches
in addressing complex missing data scenarios.'

In the context of sarcopenia, ML algorithms have demon-
strated the potential to enhance diagnostic accuracy by utiliz-
ing clinical and anthropometric measures. Studies have
shown that models such as LightGBM, RF, and XGBoost
can accurately identify patients at risk of sarcopenia based
on readily available data, thus facilitating early interven-
tions.'*!® The integration of bioelectrical impedance analysis
(BIA) data and the development of sarcopenia screening
tools further illustrate the role of ML in advancing non-
invasive and cost-effective diagnostic methods.'”'®

Despite these advancements, challenges remain, particu-
larly regarding the generalizability of ML models across
diverse populations and the integration of these models into
clinical workflows. The need for large, annotated datasets
for training and validation, as well as the complexity of com-
bining ML with clinical expertise, continues to be a significant
hurdle. However, the development of ML models tailored to
sarcopenia holds promise for improving early detection, per-
sonalized treatment strategies, and a deeper understanding of
the condition’s underlying mechanisms.>'*

The continuous refinement and validation of ML models,
alongside advancements in data collection methodologies,
are essential for fully realizing the potential of these tech-
nologies in sarcopenia management and research. As the
global population ages, leveraging ML to combat sarcopenia
will be critical for improving quality of life and reducing the
healthcare burden associated with this condition.**

Materials and methods

In this study, we performed a comprehensive data collec-
tion process, gathering a wide array of health, physical,
and lifestyle information from participants. To address
missing values in the dataset, we employed three imput-
ation methods, that is, the MICE, KNN, and SVR
methods, each chosen for its ability to predict missing
values accurately using the relationships between vari-
ables. The effectiveness of these imputation methods
was evaluated using density plots to ensure the integrity
of the dataset post-imputation. Following imputation, we
undertook data preprocessing and feature selection to
prepare the dataset for analysis. This step included normal-
ization and scaling of variables, as well as selecting rele-
vant features to simplify the models and enhance
performance. To address the class imbalance, the synthetic
minority oversampling technique (SMOTE) was
employed to generate synthetic samples from the minority
class to achieve a balanced dataset, which is essential for
unbiased model performance. Then, we trained several
models on the processed dataset, including LR, SVR,
GB, and RF models, each selected for its unique ability
to predict outcomes from complex datasets. The final
step of the analysis involved a performance evaluation
of the models. Here, we assessed the accuracy, precision,
recall, F1-score, and other relevant metrics to determine
their effectiveness in making predictions based on the
data (Figure 1).

Dataset description

Data collection. The dataset was collected by researchers
from the Institute of Human Convergence Health Science
at Gachon University. The research was conducted in com-
munity settings in the city of Incheon, including social
welfare centers, daycare centers, and senior welfare
centers. The data were collected and analyzed over a nine-
month period from 1 September 2022 to 31 May 2023.
This period allowed wide sampling across many sites,
thereby ensuring that the collected data covered all aspects
of the study population. The study was conducted according
to the guidelines of the Declaration of Helsinki and approved
by the Gachon University Institutional Bioethics Committee
(approval no. 1044396-202301-HR-020-01). All partici-
pants provided informed consent.

The dataset comprises health, physical, and lifestyle data
from 664 participants, spanning a wide array of variables.
The data collection process was performed following stan-
dardized protocols to ensure the accuracy and reliability of
the measurements.

The dataset includes 97 variables categorized into demo-
graphic information, physical measurements, functional
tests, medical assessments, and health conditions. The key
variables include (refer to Table 1).
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Figure 1. The schematic outlines the sequential steps from data collection through imputation, preprocessing, synthetic minority
oversampling technique (SMOTE) application, and model training, to the final performance evaluation.

Measurement criteria. Based on a systematic review of the
existing literature on sarcopenia and following the AWGS
guidelines, a comprehensive set of measurement items
was selected to assess sarcopenia risk. The measurement
criteria encompassed the following categories.

1. Physical fitness and muscle function tests:

1. Balance tests: Single-leg stance test to evaluate
static balance.

2. Coordination tests: Timed up-and-go test to assess
mobility and fall risk.

3. General physical function tests: These tests included
balance tests, walking tests, and the sit-to-stand test
to assess lower body strength and endurance.

2. Health fitness measurements:

1. Muscle strength: Handgrip strength was measured
using a dynamometer and lower limb strength was
assessed through the FET2 test.

2. Endurance: Endurance was evaluated through the
sit-to-stand test.

3. Flexibility: Flexibility was assessed using the
sit-and-reach test.

4. Cardiorespiratory endurance: This was measured by

the two-minute step-in-place test.

3. Respiratory muscle measurements:

1.

Maximal inspiratory pressure (MIP): To assess the
strength of respiratory muscles.

2. Predicted forced vital capacity (FVC) and peak

expiratory flow rate (PEF): To evaluate lung func-
tion and respiratory health.

4. Additional measurements:

1.

Health and exercise capacity: These assessments
included skin advanced glycation end-products,
HbAI1C levels to monitor blood sugar control, and
overall exercise capacity.

Respiratory muscle strength: Assessed using
devices such as spirometers to measure maximal
inspiratory and expiratory pressures.

Each participant underwent a comprehensive evaluation,
adhering to standardized protocols for each measurement
item to ensure consistency and accuracy. In addition, the
data collection process was performed by trained personnel
to minimize errors and ensure participant safety.
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Table 1. Overview of dataset variables.

Demographics Age, sex, place of data collection

Physical
measurements

Height, weight, SMM,

BFM, BMI,
Percent body fat

Functional tests Handgrip strength, plantar and dorsal

flexion strength,

Single-leg stance ability

Medical FVC, PreFVC,
assessments
FEV1, PEF,
MIP

Health conditions Sleep disorder, DM,

Hypertension, hyperlipidemia,
hemoglobin Alc levels

SMM: skeletal muscle mass; BFM: body fat mass; BMI: body mass index; FVC:
forced vital capacity; FEV1: forced expiratory volume 1; PEF: peak expiratory
flow; MIP, maximal inspiratory pressure; DM: diabetes mellitus.

Imputation methods

Multiple imputation by chained equations (MICE). The MICE
algorithm is an iterative method to impute missing data in a
dataset with multiple variables. The process is described as
follows:

1. Initialization: The algorithm begins by initializing the
missing values, frequently using mean/mode imputation
or random sampling from observed values.

2. Imputation step: For each variable X; with missing
values, a regression model is fitted to the dataset,
where X; is the dependent variable, and all other variables
are treated as independent variables. The missing values
of X; are then imputed using the fitted model. This step is
repeated for each variable with missing data.

3. TIteration: The imputation and model-fitting steps are
iterated multiple times. In each iteration, the models
for each variable are updated using the latest imputed
values from the previous iteration.

Mathematically, for a variable X;, the imputation model at
iteration ¢ can be represented as follows:

X0 =py+ Y pXIV e 1

where X}’_l) represents the imputed or observed values of
other variables used as predictors in the model for X;, ﬁj
are the coefficients estimated from the regression, and € is
the error term.

SVR imputation. The SVR imputation method is a proficient
technique to address the challenge of missing data within
the sarcopenia dataset. By harnessing the capabilities of
SVMs tailored to regression tasks, SVR imputation is
adept at managing datasets characterized by nonlinear rela-
tionships and considerable dimensionality (these traits are
frequently observed in healthcare datasets). The intrinsic
strength of SVR imputation lies in its sophisticated model-
ing of intricate variable interactions, thereby enabling
refined and precise replacement of missing values. Such
precision maintains the integrity of the original data archi-
tecture and ensures the viability of subsequent statistical
evaluations and the development of effective ML models.
Thus, this methodological choice is instrumental in over-
coming the obstacles posed by missing data, particularly
in the complex and nuanced context of sarcopenia research.
SVR imputation is based on the principle of fitting a
regression model that minimizes the error within a prede-
fined epsilon margin. Formally, given a dataset with fea-
tures X and a target variable y exhibiting missing values,
SVR seeks to solve the following optimization problem:

0.b, & Eming 0w+ C le &+ &) @)
Subject to:

yi— o' ¢X) —b<e+é, 3)

o pX)+b—yi <e+&, )

&, &6 >0, Vi 6))

where ¢(X;) represents the high-dimensional feature space
mapped from the original inputs, C is the penalty parameter
on the error term, and &;, & are slack variables that cater for
data points outside the epsilon margin.

Implementing the SVR imputation method in healthcare
datasets involves several key steps. First, the selection of an
appropriate kernel function (e.g. linear, polynomial, and
radial basis functions) and parameter tuning are crucial to
capture the intricacies of the data. Then, the SVR model
is trained on the available (non-missing) data using cross-
validation to mitigate overfitting and ensure sufficient gen-
eralizability. Subsequently, the trained SVR model is
applied to predict missing values, thereby generating a
complete dataset for subsequent analysis. Finally, the
impact of the imputation on downstream analysis is evalu-
ated, and the model is refined iteratively as required to
enhance accuracy.
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Compared with traditional imputation methods, for
example, mean/mode imputation, or regression-based techni-
ques, SVR imputation offers several advantages. For
example, it can effectively handle nonlinear relationships
and high-dimensional data, both of which are prevalent in
healthcare settings. In addition, by capturing the complex
interactions between variables, SVR imputation ensures a
more nuanced and accurate imputation of missing values,
thereby preserving the underlying data structure and facilitat-
ing robust statistical analysis and ML model development.

KNN imputation. In the context of missing data in sarcope-
nia datasets, the KNN imputation method is an adept solu-
tion, especially when adhering to the MAR assumption.
This premise suggests that the likelihood of data being
missing in a variable is conditional on the observed data.
A significant merit of KNN imputation for sarcopenia data-
sets is its straightforward approach and the minimal
assumptions required concerning the distribution of the
data. Thus, KNN imputation is a versatile and reliable
method for the complex data structures typically encoun-
tered in healthcare research.

KNN imputation involves pinpointing the KNN to an
observation of missing data and then using the values of
these neighbors to impute the missing information. The
determination of closeness between observations frequently
employs different metrics, for example, the Euclidean or
Manhattan distance. Specifically, the Euclidean distance
between two points, x and y in an n-dimensional space is
computed as follows:

dx,y) = [y (i —y)? ©6)
i=1

With KNN imputation, the Euclidean distance helps iden-
tify the most analogous complete cases to the instance
with missing data.

Implementing KNN imputation involves several pivotal
steps. Initially, selecting the appropriate number of k neigh-
bors is essential, which is frequently determined using
cross-validation to optimize the bias-variance trade-off.
Then, the distance between each pair of complete and
incomplete cases is calculated using the chosen metric.
For each instance of missing data, either the average (for
continuous variables) or the mode (for categorical vari-
ables) of the values of the KNN is computed and used for
imputation.

Despite potential limitations, KNN imputation is a viable
strategy to manage missing data in sarcopenia datasets
under MAR conditions. Ismail et al.?® highlighted the
method’s robustness and simplicity, noting its superior per-
formance over various ML imputation techniques. In add-
ition, its ease of implementation contributes to its
accessibility for both researchers and practitioners. The
apparent simplicity of KNN imputation masks its efficacy

in addressing the intricacies of medical data, thereby
making it an effective option for diverse healthcare data
challenges.

KNN imputation is a valuable method within the spec-
trum of techniques utilized to address missing data in
healthcare datasets. Its straightforward nature and effective-
ness position it competitively among more intricate algo-
rithms, particularly in scenarios characterized by the
MAR mechanism. Nonetheless, it is imperative to
perform a thorough assessment of the dataset’s specific
attributes and the interrelations among variables to identify
the most appropriate imputation strategy because certain
contexts may require more sophisticated methods.

Comparison of density plots

In the absence of the original dataset, post-imputation
density plot comparisons allow us to evaluate the implica-
tions of various imputation methodologies on the distribu-
tion of the data. Imputation demands rigorous assessment
to ensure the preservation of data integrity. Density plots,
representing the distribution of data, facilitate effective
visual comparisons of the effects of different imputation
techniques on the distributional characteristics of the data,
including shape, spread, and central tendency. Notable
deviations in these post-imputation density plots could
signify the introduction of bias or alterations to the under-
lying data structure, whereas negligible variations may indi-
cate the effective preservation of the original data
characteristics. Thus, this comparative technique is a
pivotal academic exercise that provides valuable insights
into the efficacy of imputation methods and their impact
on subsequent statistical analysis and model accuracy,
thereby guiding researchers toward the most appropriate
imputation strategies to uphold the analytical integrity of
their studies.

The evaluation of imputation techniques using density
plot comparisons provides a visual and statistical approach
to assess the similarity between the distributions of
observed and imputed data. This approach is crucial when
handling missing data in datasets with MAR mechanisms.
Adopting an imputation model that generates a density of
imputed values most similar to the observed values.”*
Using stable balancing weights to compare the density of
imputed and observed values, illustrating this approach
using various imputation methods, including predictive
mean matching and multivariate normal imputation.

In addition, density plot comparisons help evaluate
imputation methods based on their ability to maintain the
original data structure and yield lower imputation errors.
A method that combines nearest neighbor estimation and
density estimation with Gaussian kernels for imputation
has demonstrated promising results in maintaining the com-
plexity of the original data structure compared to current
methods.>
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To implement density plot comparisons, one would typ-
ically follow the following steps.

1. Impute missing data by applying various imputation
techniques to the dataset with missing values.

2. Generate density plots for both the original dataset
(without missing values) and the imputed datasets.

3. Perform a visual comparison of the plots to assess how
well the imputed data distribution aligns with the distri-
bution of the original data.

Visual comparison:

e Opverlay the density plots of the original (observed) data
and the imputed data.

e Evaluate the similarity in the shape, central tendency,
and spread of the distributions.

o Identify significant deviations or discrepancies between
the compared distributions.

This approach ensures that the selected imputation method
provides the most accurate reflection of the original data
distribution, thereby preserving the integrity of the data
for further analysis. In addition, a significant advantage of
using density plots lies in their ability to represent the
data distribution graphically, which facilitates an intuitive
comparison of the effectiveness of different imputation
methods. Thus, density plot comparisons serve as a prac-
tical and informative tool to evaluate imputation techni-
ques, particularly when handling datasets that contain
missing data under the MAR assumption.

Data preprocessing

Normalization, particularly min-max normalization, is
crucial for processing a sarcopenia dataset to ensure uni-
formity in scale across various measurements, thereby
enhancing the comparability and performance of analytical
models. This method transforms features to a common scale
between O and 1 as follows:

Xnorm = w (7)

Xmax — Xmin

Here, x is the original value, and Xxpj, and xy.x are the
minimum and maximum values of the feature, respectively.
Such normalization is essential for sarcopenia research
because it mitigates the effects of varying measurement
units and magnitudes, thereby facilitating accurate compar-
isons and integrations of data points from diverse sources.
This process streamlines data analysis and improves the
efficiency and accuracy of predictive modeling efforts.

Feature selection

To identify the key factors contributing to sarcopenia, this
study employed correlation analysis and visual examina-
tions to select relevant features from the dataset. Initially,
a correlation matrix was calculated to discern the linear rela-
tionship of all available features with the target variable
“sarcopenia_2,” where a value of zero indicates the
absence of sarcopenia, and a value of one indicates the pres-
ence of the disease. This analytical step is critically import-
ant because it enables the identification of variables that
exhibit significant linear associations with the target condi-
tion of interest, thereby shedding light on potential predic-
tors or risk factors of sarcopenia.

Following the computation of the correlation matrix, we
focused on sorting the correlation coefficients associated
with the “sarcopenia_2” variable by arranging them in des-
cending order. This process highlighted the features with
the strongest positive linear relationships and those with
notable negative correlations, which provided a comprehen-
sive overview of how each feature may influence the likeli-
hood or severity of sarcopenia.

Further refining the feature selection process, we estab-
lished a correlation threshold of 0.3 to filter out features
with weaker linear relationships with the “sarcopenia_2”
variable (Table 2). This threshold was selected to ensure
that only features with at least a moderate (positive or nega-
tive) correlation were considered in the subsequent ana-
lyses. By applying this criterion, we excluded the target
feature itself and compiled a list of features that met or
exceeded the threshold. The final selection encompassed a
precise number of features that surpassed the correlation
threshold and excluded redundant or irrelevant variables,
thereby optimizing the dataset for more focused and effi-
cient analysis (Figure 2).

Synthetic minority oversampling technique (SMOTE)

The SMOTE technique is frequently used to address class
imbalance in datasets, particularly in supervised learning
tasks. The objective of SMOTE is to generate synthetic
instances of the minority class by interpolating between
existing minority instances and their nearest neighbors.
This oversampling approach attempts to balance the class
distribution, thereby improving the performance of classifi-
cation algorithms on imbalanced datasets.

Mathematically, for each minority instance x, SMOTE
selects its KNN from the minority class. Then, synthetic
instances are generated along the line segments joining x
and its KNN as follows:

Xnew = X + A% (Xpp — X) (®)

where x,, is a randomly selected nearest neighbor, and 4 is a
random number between 0 and 1.
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Table 2. The selected features.

1

10

11

12

13

14

15

16

17

18

19

20

21

22

23

24

25

SARC_CalF

G_HGR
G_HG_L
Age
SS_SPPB
G_TUG

Plantar R_1

D_Plantar
PEF
ND_Plantar

Plantar_ L 1

ND_Dorsal

Dorsal_L 1

height cm

Dorsal R 1

FEV1

D Dorsal
SPPB
BFM_kg
G_BMI
BMI_kgm2
HG_L 1
ND_HG

HG R_1

HG_L_M

Sarcopenia self-diagnosis questionnaire +
calf circumference

Grade of right hand grip
Grade of left hand grip
Age of the participant
Stand and sit (SPPB)
Grade of timed up and go

Plantar flexion, calf muscle strength right,
one time

Dominant plantar flexion
Peak expiratory flow
Nondominant plantar flexion

Plantar flexion, calf muscle strength left, one
time

Nondominant dorsal flexion

Calf muscle strength left, one time for dorsal
flexion

Measurement of a person’s height in
centimeters

Calf muscle strength right, one time for dorsal
flexion

Forced expiratory volume in one second
Dominant dorsal flexion

Short physical performance battery test
Body fat mass in kilograms

Grade of body mass index

Body mass index in kg/m?

Hand grip left 1 time

Nondominant hand grip

Hand grip right 1 time

Hand grip left maximum

(continued)

Table 2. Continued.

26 HG_L2 Hand grip left 2 times

27 HGRM Hand grip right maximum

28 HGR2 Hand grip right 2 times

29 SMM kg Skeletal muscle mass in kilograms

30 D_HG Dominant hand grip

31 BMR kcal Basal metabolic rate in kcal

32 CCcm Calf circumference

33 weight kg  Person’s body weight measured in kilograms

34 ASM Appendicular skeletal muscle

The SMOTE method effectively increases the decision
region for the minority class, which enables the classifier
to better capture the underlying distribution and decision
boundaries. However, SMOTE should be employed judi-
ciously because excessive oversampling may lead to over-
fitting and potential degradation of generalizability.

When employing SMOTE in ML, especially for imbal-
anced datasets, it is essential to recognize its potential lim-
itations and biases introduced by the synthetic data
generation process. These issues can impact model per-
formance and generalizability.

e Over-generalization: SMOTE creates synthetic samples
by interpolating between minority class points and
their nearest neighbors. This can lead to over-
generalization, where synthetic samples are generated
near the boundaries of the majority class. This blending
of classes can introduce noise, reducing classification
performance on test data.?®

e Noisy data amplification: SMOTE can inadvertently
amplify noisy or outlier data by synthesizing new
instances around these points. This increases the risk
of misclassification, as the model may learn spurious
patterns rather than real trends.*’

e Dimensionality challenges: In high-dimensional data-
sets, the synthetic data generated by SMOTE may not
be effective in reducing the bias toward the majority
class. SMOTE struggles to preserve the complex rela-
tionships in high-dimensional feature spaces, leading
to lower predictive accuracy without feature selection.?®

e Synthetic data instability: SMOTE’s random interpol-
ation mechanism can lead to inconsistent outcomes
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depending on the choice of neighbors. Different runs of
SMOTE can yield varying synthetic data and thus fluc-
tuating model performance, which poses challenges in
reproducibility and model validation.*’

Model training

The selection of the LR, GB, SVM, and RF models for
training in the sarcopenia prediction context, which requires
a binary outcome, is grounded in a blend of theoretical
robustness, empirical performance, and model interpretabil-
ity, all of which are vital to address complex datasets, for
example, the experimental dataset utilized in this study.

Logistic regression provides a probabilistic framework
that is suitable for binary classification tasks, for example,
predicting sarcopenia, thereby offering interpretability and
serving as a baseline model. GB models complex nonlinear
relationships, which provides insights into feature import-
ance, and is robust against overfitting. SVM methods
model nonlinear boundaries using kernel functions, maxi-
mize margins for generalization and are effective in high-
dimensional spaces. The RF method leverages an ensemble
of decision trees, handles imbalanced data, and offers
feature selection and importance evaluation, which are
crucial for understanding the factors that contribute to
sarcopenia.

Logistic regression. Logistic regression is a statistical model
used for binary classification tasks, where the outcome vari-
able is categorical and represents the probability of the
occurrence of a specific event. Logistic regression
methods model the log-odds of the dependent variable as
a linear combination of the independent variables, where
the logistic function is employed to ensure the output lies
between 0 and 1. Mathematically, the probability of the
event occurring is calculated as follows:

1
1+ e~ Bo+biXi+..+5Xi) (9)

PY=1=

where P(Y = 1) is the probability of the event occurring, e
is the base of the natural logarithm, X, ..., X are the inde-
pendent variables, and S, f;, ..., f; are the coefficients
representing the relationship between each independent
variable and the log-odds of the dependent variable.
Logistic regression is favored for its simplicity, interpret-
ability, and direct estimation of the odds ratios, which
makes it an effective choice for binary classification pro-
blems in various fields.

3.7.2.  Gradient boosting. GB is a powerful ensemble ML
technique that builds predictive models in a stage-wise
fashion by focusing on correcting the errors of previous
models by adding new models that address these errors
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directly. In the healthcare context, particularly for predict-
ing sarcopenia, GB leverages a series of decision trees to
improve predictions iteratively. The core concept is encap-
sulated in the following expression:

Fm(x) = mel(x) +thm(x)

where F,(x) is the model at iteration m, h,,(x) is the decision
tree added at the mth step, and p,, is the learning rate. For a
sarcopenia dataset, GB begins with a base model (fre-
quently a simple decision tree) and iteratively adds trees
that predict the residuals of the previous model, thereby
improving the accuracy of the sarcopenia predictions. In
addition, training involves selecting loss functions pertinent
to classification or regression tasks, for example, logistic
loss for the binary classification of sarcopenia presence.
By tuning the relevant parameters, for example, the
number of trees, tree depth, and learning rate, the GB
method adaptively learns complex patterns that are indica-
tive of sarcopenia from clinical and physiological data,
thereby making it a robust tool for healthcare analytics.

(10)

Support vector machine (SVM). The SVM is a supervised
learning model known for its effectiveness in classification
tasks, including sarcopenia detection. An SVM operates on
the principle of finding the optimal hyperplane that maxi-
mizes the margin between two classes, encapsulated by:

yiw-x;+b) =21 -4 an

where w is the weight vector, x; are the feature vectors, b is
the bias, y; are the class labels, and &; are the slack variables
allowing for margin violations. The SVM utilizes kernel
functions to enable nonlinear classification, which is
crucial for complex health datasets (such as those involving
sarcopenia), where linear separation in the original feature
space may be infeasible. Training an SVM model on a sar-
copenia dataset involves selecting a kernel (e.g. a linear,
polynomial, or radial basis function kernel) and parameter
tuning (e.g. C and other kernel-specific parameters)
through cross-validation to optimize the model’s ability to
distinguish between sarcopenia-affected and healthy sub-
jects, based on clinical indicators and patient characteristics.
Their robustness, ability to handle high-dimensional data,
and effectiveness in binary classification tasks make SVM
models suitable for advancing sarcopenia research and
diagnostics in healthcare.

3.7.4. Random forest (RF). The RF technique is an ensem-
ble learning method that excels in classification tasks. This
method constructs multiple decision trees during the train-
ing phase and outputs the mode of the classes (classifica-
tion) of the individual trees. The fundamental principle of
the RF method is the improvement of prediction accuracy
by reducing overfitting, which is achieved through
bagging (bootstrap aggregating) and feature randomness

when splitting nodes, which is expressed as follows:

1 &
fo = ; Ti(x; ©) (12)
where T;(x; ©;) denotes the ith tree’s prediction for input x
with randomness ©;, and N is the number of trees. For sar-
copenia datasets, training involves generating a diverse set
of trees on bootstrapped samples of the data and employing
measures, for example, Gini impurity or entropy, to select
the split points. This allows the RF method to handle
complex, multidimensional data effectively, thereby
making it highly suitable for identifying patterns indicative
of sarcopenias, for example, muscle mass decline and
strength reduction, from a broad set of predictors, including
patient demographics, physical activity levels, and medical
history. Its robust performance, ease of use, and interpret-
ability make the RF method a potent tool for sarcopenia
research and other healthcare-related classification tasks.

K-fold cross-validation. K-fold cross-validation is a robust
technique to evaluate the generalizability of a model and
present overfitting. During model training, 10-fold cross-
validation is performed using the K-fold class from
sklearn.model_selection. Here, the dataset is partitioned
into 10 equal folds, and the model is trained and evaluated
10 times, with each fold serving as the validation set once.
The cross_val_score function computes the accuracy score
for each fold, and the mean accuracy across all folds is
reported to provide an estimate of the model’s performance
on unseen data. The K-fold cross-validation estimate of a
metric M is calculated as follows:

13)

where M, is the metric computed on the ith validation fold.
Note that cross-validation is crucial for reliable model eva-
luations, particularly with limited data, because it maxi-
mizes data utilization for training and validation, thereby
mitigating overfitting and providing a more robust perform-
ance estimate.

Model performance measurement

A combination of evaluation metrics that provide insights
into a model’s effectiveness, for example, precision,
recall, Fl-score, and accuracy, is frequently used to evalu-
ate the performance of a classification model. Each of these
metrics serves a specific purpose and offers valuable infor-
mation about the model’s predictive capabilities.

Precision is the ratio of correctly predicted positive
observations to the total number of predicted positive
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observations. Precision is expressed as follows:

TP

Precision = ———
TP + FP

(14)
Note that a high precision value indicates a low false-
positive rate, which is desirable in many applications.

Recall (also referred to as sensitivity) measures the ratio
of correctly predicted positive observations to all observa-
tions in an actual positive class. Recall is calculated as
follows:

TP
TP + FN

A high recall value implies a low false-negative rate, which
ensures that the model captures the most positive instances.

The Fl-score is the harmonic mean of precision and
recall. It attempts to achieve a balance between precision
and recall by considering both metrics. The F1-score is cal-
culated as follows:

Recall = (15)

Precision - Recall

F1 — score =2 - (16)

Precision + Recall

Note that an Fl-score of one indicates a perfect balance
between precision and recall, and a score of zero represents
a complete failure to achieve an effective balance.

Accuracy, which represents the ratio of correctly pre-
dicted observations to the total number of observations, is
the most intuitive performance measure. Accuracy is calcu-
lated as follows:

TP +TN
TP + TN + FP + FN

Accuracy = a7
Note that accuracy provides an overall measure of correct-
ness; however, it may not be sufficient for imbalanced data-
sets or when the costs of false positives and false negatives
differ.

Collectively, these metrics provide a comprehensive
evaluation of the model’s performance. Precision and
recall highlight the model’s ability to minimize false posi-
tives and false negatives, respectively, and the F1-score bal-
ances these two metrics. Accuracy provides an effective
overall measure of correctness. The choice of metrics to pri-
oritize depends on the specific application and the relative
importance of different types of errors.

Computational environment

To ensure experimental reproducibility, all experiments
were conducted using Kaggle notebooks. This cloud-based
platform provides a standardized computational environ-
ment with pre-installed libraries commonly used in data
science and ML tasks. For transparency and to facilitate
replication, the source code for our implementation is avail-
able on  GitHub  (https:/github.com/dilmurod86/
Sarcopenia_Imputation.git).

Results

Dataset missingness

When we analyzed the degree of missingness in the sarco-
penia dataset, we obtained the following results (Table 3).

Complete observations (0% missingness): Eighteen fea-
tures exhibited no missing data, which indicate a robust set
of variables with complete observations. This category
represents the most reliable subset of the dataset, unaffected
by the challenges of missing data imputation.

Minimal missingness (0% to 5%): Here, 11 features fell
within this minimal range of missingness, displaying a neg-
ligible level of incomplete data. Note that the slight miss-
ingness in these features is unlikely to significantly
impact analytical outcomes, thereby allowing for straight-
forward handling using common imputation techniques or
complete case analysis.

Low missingness (5% to 10%): A singular feature was
identified with missingness slightly above 5% but not exceed-
ing 10%, marking a high level of data completeness. This
feature, requiring minimal imputation, can be integrated
effectively into analytical models with little concern for bias
introduced by the missing data.

Moderate missingness (20% to 30%): Here, 60 features
were characterized by missingness levels between 20%
and 30%. This considerable segment of the dataset presents
a moderate challenge for data analysis, requiring thoughtful
application of imputation methods or utilization of analyt-
ical techniques that are robust against missing data.

Severe missingness (30% to 40%): Seven features were
identified with >30% of their data missing, which represents
severe missingness. These features require special attention
because standard imputation methods may be insufficient to
address the extensive gaps in the data. Advanced statistical
techniques, including model-based imputation or the use
of algorithms designed to handle large proportions of
missing data, may be required to utilize these variables
effectively in analysis.

Table 3. Categorization of dataset features by level of missingness.

0% 18
>0% to 5% 11
>5% to 10% 1
>10% to 20% 0
>20% to 30% 60
>30% to 40% 7
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Comparison of density plots

Figure 3 compares the performance of three different imput-
ation techniques on two variables, that is, “CC_cm”(20%
missingness) and “HG_R_27(30% missingness) under
varying missingness conditions. Here, each plot pairs the
original data distribution (before imputation) with the
imputed data distribution, which allows us to perform a
post-imputation evaluation of the preservation of statistical
properties.

The MICE algorithm, which is a multivariate technique,
is frequently preferred when handling complex datasets
with patterns that simpler models may not capture. For
the “CC_cm” feature, MICE imputation closely mirrors
the original distribution, maintaining both the central ten-
dency and variability. In addition, the “HG_R_2” feature
also exhibits a high degree of overlap between the original
and imputed distributions, which suggests that the MICE
algorithm handles higher levels of missingness effectively
without significant distortion.

The SVR method is particularly adept at capturing non-
linear relationships in data, which is crucial for features
with underlying patterns that are not well represented by
linear models. The SVR imputation for the “CC_cm”
feature shows a minor deviation in peak density, which indi-
cates a slight alteration in the central tendency or variance
after imputation. However, the “HG_R_2” feature maintains
high fidelity to the original distribution, thereby indicating
SVR’s robust performance even with 30% missing data.

The KNN method relies on feature similarity, and it
assigns missing values based on the resemblance to their
nearest neighbors. For the “CC_cm” feature, the KNN
method exhibits a close approximation to the original
dataset, which suggests effective imputation was realized
within a local structure of the data. Conversely, the plots
for the “HG_R_2” feature reveal a marginal difference, par-
ticularly in the tails, potentially reflecting the influence of
the chosen “k” or distance metric on the imputation quality.

Across all compared methods, the plots indicate satisfac-
tory retention of the key characteristics of the original distri-
butions. The MICE algorithm stands out for its robustness,
especially for the “HG_R_2” feature, which had a higher
degree of missingness. The SVR method exhibits strong per-
formance, with slight variations possibly reflecting its sensi-
tivity to parameter tuning. The KNN method, while generally
consistent, highlights the need for careful neighbor selection
to avoid deviations in tail areas, particularly in datasets with a
significant proportion of missing data.

SMOTE technique

In the context of classifying sarcopenia presence within a
dataset, the SMOTE was utilized to address class imbal-
ance. Prior to applying SMOTE, the dataset exhibited a sig-
nificant disparity between the majority class “0,” indicating

the absence of sarcopenia (n = 419), and the minority class
“1,” representing the presence of sarcopenia (n = 112).
This imbalance can lead to a bias toward the majority
class in predictive modeling.

After applying the SMOTE method, the minority class
was augmented to match the majority class, with both
classes reflecting an equal count of 419 instances. This
oversampling of the minority class was performed by gen-
erating synthetic samples rather than a simple duplication of
existing samples. By promoting balance in the class distri-
bution, SMOTE enhances the generalizability and perform-
ance of classifiers in predicting the less represented class,
which, in this case, is the presence of sarcopenia.

Here, the use of SMOTE is crucial in terms of develop-
ing a more robust and accurate classification model, thereby
improving the identification and subsequent intervention
strategies for sarcopenia within the target population
(Figure 4).

Comparison of model performance

The comparative analysis of model performance involved the
application of three distinct imputation techniques, that is,
the MICE, SVR, and KNN methods, to rectify missing
data in the datasets. Then, several predictive models, includ-
ing LR, GB, SVM, and RF models were trained. Here, two
sets of results were generated, where one set was based on
the initial test dataset, and the other set was obtained follow-
ing a rigorous 10-fold cross-validation process.

The accuracy results (Table 4) obtained on the test dataset
provided initial insights into the post-imputation perform-
ance of the models. For the KNN-imputed dataset, both the
LR and SVM models achieved an accuracy of 0.934,
which indicates strong predictive capabilities. In addition,
the GB and RF models performed equally with an accuracy
of 0.970. On the MICE-imputed dataset, the LR and RF
models exhibited identical accuracy of 0.970, surpassing
that of the SVM model (0.922). The GB model also obtained
a high accuracy of 0.970. In contrast, on the SVR-imputed
dataset, the GB model demonstrated the highest accuracy
of 0.982, and the RF, SVM, and LR models obtained accur-
acy values of 0.964, 0.910, and 0.898, respectively.

Note that a nuanced shift in model performance was
observed after applying 10-fold cross-validation to mitigate
overfitting and assess model stability. The results are shown
in Table 5. Here, the KNN-imputed dataset yielded slightly
reduced accuracy with the LR model (0.926) and a modest
increase with the RF model (0.974), while the SVM and GB
models remained consistent at 0.932 and 0.982, respect-
ively. The MICE imputation technique’s cross-validated
results indicated superior consistency across the compared
models, with the LR, SVM, GB, and RF models achieving
accuracy values of 0.928, 0.937, 0.979, and 0.974, respect-
ively. Here, after cross-validation, the SVR imputation
technique sustained high performance for all models,
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Figure 3. Comparative density plots of CC_cm and HG_R 2 variables before and after imputation using MICE, SVR, and KNN techniques,

with missingness levels of 20% and 30%, respectively.

MICE: multiple imputation by chained equations; SVR: support vector regression; KNN: k-nearest neighbors.

particularly the GB model, which obtained an accuracy
value of 0.979, and the RF model (0.968). In addition, the
LR and SVM models obtained an equal accuracy of 0.928.

Discussion

Based on the statistical analysis of the imputation methods
(Table 6), we found that the KNN method realized better
reliability and consistency in terms of model performance,
obtaining a high mean accuracy of 0.952 and a low standard
deviation of 0.0208, with a 95% confidence interval ranging

from 0.934 to 0.970; thus, the KNN imputation method is
both stable and dependable. In contrast, the MICE
method obtained a mean accuracy of 0.946 and slightly
greater variability, as indicated by the somewhat larger
standard deviation than the KNN method. Performance esti-
mates for the MICE method demonstrate moderate preci-
sion compared with the KNN method. The SVR method
obtained a mean value for the lowest accuracy: of 0.9385,
a standard deviation of 0.0408, and a wide confidence inter-
val of 0.904, 0.9775, indicating considerable variability and
uncertainty in its performance. The results also show that
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Figure k. Bar graphs depicting the class distribution for sarcopenia detection before and after applying synthetic minority oversampling

technique (SMOTE).

Table &. Results for the test dataset.

LR 0.934 0.922 0.898
SVM 0.934 0.922 0.910
GB 0.970 0.970 0.982
RF 0.970 0.970 0.964

KNN: k-nearest neighbors; MICE: multiple imputation by chained equations;
SVR: support vector regression; LR: logistic regression; SVM: support vector
machine; GB: gradient boosting; RF: random forest.

the KNN method was the most reliable imputation tech-
nique for the target sarcopenia data, followed by the
MICE algorithm as a reasonable alternative. The SVR
was found to be the least stable method, which is not favor-
able for the target task.

Collectively, the results obtained on the test and cross-
validated datasets underscore the impact of the imputation
techniques on model performance. There is evidence of a
discrepancy in accuracy between the models when sub-
jected to different imputation strategies, which emphasizes
the importance of selecting an appropriate imputation
method to optimize predictive accuracy. The -cross-
validation results further solidify the robustness of the
models, providing a comprehensive understanding of their
performance when handling imputed datasets.

The evaluation of the models’ predictive performance,
differentiated by the absence (class 0) and presence (class
1) of sarcopenia, was conducted utilizing the precision,
recall, and F1-score metrics. These metrics were computed
after applying the MICE, KNN, and SVR imputation
methods to the datasets.

Table 5. Results after 10-fold cross-validation.

LR 0.926 0.928 0.928
SVM 0.932 0.937 0.938
GB 0.982 0.979 0.979
RF 0.974 0.974 0.968

KNN: k-nearest neighbors; MICE: multiple imputation by chained equations;
SVR: support vector regression; LR: logistic regression; SVM: support vector
machine; GB: gradient boosting; RF: random forest.

Table 6. Performance of models with different imputation methods.

KNN 0.952 (0.021) (0.934, 0.970)
MICE 0.946 (0.028) (0.922, 0.970)
SVR 0.939 (0.041) (0.904, 0.978)

SD: standard deviation; KNN: k-nearest neighbors; MICE: multiple
imputation by chained equations; SVR: support vector regression.

Here, the precision, recall, and F1-score metrics were
calculated for the LR, SVM, GB, and RF classifiers. The
results are shown in Tables 7 and 8. As can be seen, the
LR and SVM models obtained high precision values for
the negative class (0) at 0.95 and equally strong recall
values for the positive class (1) at 0.96. However, the GB
model exhibited perfect precision and recall for both
classes, mirrored in an Fl-score of 0.97, which indicates
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Table 7. Model evaluation metrics by class based on the MICE
imputation dataset.

LR

0 0.95 0.89 0.92
1 0.90 0.96 0.93
SVM

0 0.95 0.89 0.92
1 0.90 0.96 0.93
GB

0 1.00 0.94 0.97
1 0.95 1.00 0.97
RF

0 1.00 0.94 0.97
1 0.95 1.00 0.97

MICE: multiple imputation by chained equations; LR: logistic regression;
SVM: support vector machine; GB: gradient boosting; RF: random forest.

exceptional model performance. The RF model also
obtained high precision and recall values, with an
F1-score of 0.97 for both classes.

After applying the KNN imputation technique, the LR
model exhibited a precision value of 0.97 for the negative
class and 0.91 for the positive class, with recall scores
closely matching at 0.89 and 0.98, respectively. The
results of the SVM model were comparable to those of
the LR model, showing balanced precision and recall
values across the two classes. The GB model maintained
high precision and recall, with an Fl-score of 0.97 for
both classes, and the RF model mirrored the GB model in
terms of precision but exhibited slightly increased recall,
maintaining an F1-score of 0.97 across both classes.

On the dataset imputed by the SVR method (Table 9),
the LR model obtained precision scores of 0.93 for class
0 and 0.88 for class 1, with corresponding recall scores of
0.85 and 0.94. The SVM model obtained slightly reduced
precision values for both classes compared to the LR
model; however, the SVM model demonstrated improved
recall, especially for the positive class at 0.97. The GB
model obtained perfect precision for the negative class
and high precision for the positive class, with recall being
consistent at 0.96, with an Fl-score of 0.98 for both
classes. The RF model obtained high metrics across the

Table 8. Model evaluation metrics by class based on the KNN
imputation dataset.

LR

0 0.97 0.89 0.93
1 0.91 0.98 0.94
SVM

0 0.97 0.89 0.93
1 0.91 0.98 0.94
GB

0 1.00 0.94 0.97
1 0.95 1.00 0.97
RF

0 0.99 0.95 0.97
1 0.96 0.99 0.97

KNN: k-nearest neighbors; LR: logistic regression; SVM: support vector
machine; GB: gradient boosting; RF: random forest.

Table 9. Model evaluation metrics by class based on the SVR
imputation dataset.

LR

0 0.93 0.85 0.89
1 0.88 0.94 0.91
SVM

0 0.93 0.87 0.90
1 0.89 0.94 0.92
GB

0 1.00 0.96 0.98
1 0.97 1.00 0.98
RF

0 0.97 0.95 0.96
1 0.96 0.98 0.97

SVR: support vector regression; LR: logistic regression; SVM: support vector
machine; GB: gradient boosting; RF: random forest.
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Figure 5. Confusion matrices for logistic regression, support vector machine, gradient boosting, and random forest models after applying
multiple imputation by chained equations (MICE) imputation technique.

board, with precision and recall values resulting in an
F1-score of 0.97 for both classes.

These metrics elucidate the impact of different imput-
ation techniques on model performance. Notably, the GB
model obtained consistently high precision and recall
values with all imputation methods, which suggests its
robustness when handling imputed datasets. In contrast,
the LR and SVM models demonstrated variability in their
performance, which may be influenced by the underlying
imputation technique. The consistently high Fl-score
values across the compared models obtained on the
dataset imputed by the SVR method underscore the signifi-
cance of the imputation process in terms of model reliability
and predictive accuracy.

Confusion matrices were generated for the LR, SVM,
GB, and RF models with the SVR, MICE, and KNN

imputation methods. These matrices are critical for evaluat-
ing the classifiers’ predictive accuracy by displaying the
true positive, false positive, true negative, and false nega-
tive predictions.

With MICE imputation, the performance of the LR clas-
sifier was improved slightly with 70 true positives and 85
true negatives. The SVM classifier echoed this result with
identical true positive and true negative counts. The GB
model exhibited a slight reduction in performance with 74
true positives; however, it maintained a strong true negative
prediction rate of 89. The RF classifier reflected a true posi-
tive count of 79 and a true negative count of 93, thereby
demonstrating balanced accuracy across both the positive
and negative predictions (Figure 5).

The KNN imputation results were consistent with the
MICE results for the LR and SVM classifiers, both
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Figure 6. Confusion matrices for logistic regression, support vector machine, gradient boosting, and random forest models after applying

k-nearest neighbors (KNN) imputation technique.

reporting 70 true positives and 87 true negatives, thereby
indicating a modest increase in the true negative predic-
tions. The GB classifier exhibited a slight decline in true
positive predictions to 74 but maintained a consistent
count of 89 true negatives. In addition, the RF classifier
maintained its performance with a true positive rate of 75
and increased its true negative predictions to 93 (Figure 6).

For the SVR imputation, the confusion matrix for the LR
classifier exhibited 67 true positives and 94 true negatives,
which indicates robust prediction for negatives. In contrast,
the confusion matrix for the SVM classifier exhibited
similar true positive predictions (69) but a marginally
higher count of true negatives (94). The GB classifier
demonstrated a higher propensity for correct positive pre-
dictions with 76 true positives and nearly flawless perform-
ance with 89 true negatives. The RF classifier, while

achieving a lower true positive rate with 75 correct predic-
tions, displayed impressive true negative accuracy with 93
correct classifications (Figure 7).

The confusion matrices highlight the nuanced differ-
ences in model performance contingent on the applied
imputation method. Generally, the GB and RF models
demonstrated higher accuracy in predicting true nega-
tives across all imputation techniques, and the LR and
SVM models exhibited more varied performance. The
results indicate that the imputation methods can have a
substantial influence on each model’s ability to predict
both the positive and negative classes accurately. The
consistency of the true negative rates across the
models and imputation methods underscores the reliabil-
ity of the models in terms of identifying negative
instances.
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Figure 7. Confusion matrices for logistic regression, support vector
support vector regression (SVR) imputation technique.

Conclusion

Impact of imputation techniques: The findings of this
study reveal that the selection of the imputation
method affects the statistical integrity of the dataset sig-
nificantly and, consequently, the performance of the ML
models. Among the evaluated imputation techniques,
the MICE, SVR, and KNN methods exhibited particular
robustness, effectively preserving the original data dis-
tribution and facilitating accurate model predictions.

Performance of ML models: The GB model emerged as
the most effective model across all imputation strat-
egies, showcasing superior accuracy for the sarcopenia
classification task. This finding underscores the

machine, gradient boosting, and random forest models after applying

potential of GB in medical diagnostics, particularly
for conditions characterized by complex data patterns,
for example, sarcopenia.

Importance of addressing class imbalance: The applica-
tion of SMOTE to address class imbalance proved crit-
ical in terms of enhancing the models” predictive
performance. By equalizing the representation of
classes, SMOTE mitigated bias toward the majority
class, thereby underscoring the need to incorporate
such techniques in predictive modeling to improve the
reliability of the results.

Evaluation metrics and model comparison: This study
employed the precision, recall, and Fl-score metrics
to evaluate the performance of the compared perform-
ance, highlighting the nuanced differences in accuracy
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contingent on the selected imputation method. The
results of these metrics provided valuable insights into
each model’s predictive capabilities, emphasizing the
importance of a comprehensive evaluation framework
in predictive modeling studies.

5. Challenges with density plots in the absence of a true
dataset: This study faced challenges in terms of evaluat-
ing the effectiveness of the imputation methods due to
the absence of a complete, true dataset for comparison.
To overcome this issue, post-imputation density plot
comparisons were utilized to assess the preservation
of data integrity and distribution.

Recommendations for future research

e Development of advanced imputation techniques:
Future research should focus on developing and evaluat-
ing more advanced imputation techniques that can
handle high-dimensional and complex medical datasets,
for example, the datasets utilized in sarcopenia research.

e Integration of novel ML models: Exploring the applica-
tion of emerging ML models and techniques may offer
improved predictive performance and insights into the
mechanisms underlying sarcopenia.

e Comprehensive evaluation frameworks: Establishing
comprehensive evaluation frameworks that include mul-
tiple performance metrics and validation techniques is
crucial to realizing comprehensive assessments of
model reliability and accuracy.

The findings of this study highlight the significance of
selecting appropriate imputation techniques for handling
missing data and the consequential impact on the perform-
ance of ML models when classifying sarcopenia. Through a
detailed analysis, our findings underscore the complexity of
sarcopenia data analysis and the potential of utilizing ML
techniques to obtain valuable insights for clinical diagnos-
tics and treatment strategies. The findings advocate for a
strategic approach to data imputation, model selection,
and evaluation to enhance the accuracy and reliability of
predictive modeling in the healthcare context.
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