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Abstract

Stock price prediction is a popular yet challenging task and deep learning provides the

means to conduct the mining for the different patterns that trigger its dynamic movement. In

this paper, the task is to predict the close price for 25 companies enlisted at the Bucharest

Stock Exchange, from a novel data set introduced herein. Towards this scope, two tradi-

tional deep learning architectures are designed in comparison: a long short-memory net-

work and a temporal convolutional neural model. Based on their predictions, a trading

strategy, whose decision to buy or sell depends on two different thresholds, is proposed. A

hill climbing approach selects the optimal values for these parameters. The prediction of the

two deep learning representatives used in the subsequent trading strategy leads to distinct

facets of gain.

1 Introduction

Stock price prediction has been an evergoing challenge for economists but also for machine

learning scientists. Different approaches have been applied over the decades to model either

long-term or short-term behavior, taking into account daily prices and other technical indica-

tors from stock markets around the world. During the last years, deep learning has also entered

the stock market realm, particularly through its specific technique to model long-term data

dependencies, the long short-term memory network (LSTM).

The present paper puts forward a new data set holding long-term data from 25 companies

enlisted at the Bucharest (Romania) stock market and appoints a LSTM architecture to predict

the subsequent close price. A convolutional neural network (CNN) with 1D (temporal) convo-

lutions is also employed to produce an estimation of the next day close price value. The predic-

tions of the two models are then used in a trading scenario. The difference between the current

close price and its estimated value for the following day is measured against two thresholds—

depending on which of them is higher—in order to pursue a BUY or SELL action. The values

for the two thresholds are found via the heuristic approach of hill climbing (HC). The results
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—showing different measures of gain from the simulated transactions of shares for the 25

companies—indicate that the two deep learning approaches achieve a different way of learn-

ing. Their predictive prices make one excel at the total amount of money gained in the transac-

tions over all companies and the other at the largest number of companies with profit after

transactions.

The recent research in the area of stock price prediction with deep learning methodologies

makes use mainly of LSTM architectures and takes into account several predictors. In this

light, besides putting forward a new data set, the aim of the proposed framework is to show

that also 1D CNN can equally and faster help predict the next move of the stock price, as

already demonstrated in literature [1] for different sequential tasks. Also, this study shows that

there is no need to further complicate the current learning problem with more predictive vari-

ables or further feature extraction from these, as demonstrated in comparison to the method-

ology of a different study in section 3.2.

There is also a practical aim to this study, regarding the subsequent trading simulation on

the base of the deep learning predictions. The state of the art either employs a deterministic

scheme (the literature entries using deep learning) or very complex evolutionary algorithms

for trading rule generation (the papers using other machine learning techniques for predic-

tion). In opposition, the approach presented in this paper parametrizes the BUY and SELL

rules and determines the optimal variables through a simple HC heuristic.

The paper is structured in the following manner. Section 2 begins with the description of

the novel data collection and draws the conceptual premises for the subsequent modelling.

The chosen deep architectures and the proposed heuristic-driven search strategy are outlined

against the state of the art. The experimental part, found in section 3, is composed of the explo-

ration of the best parameter settings, the results of the two deep models and the effect of their

predictions within the HC-powered trading strategy on the hypothetically generated profit.

The discussion is concluded in section 4, by also advancing directions for further

improvement.

2 Materials and methods

The new data employed in this study is described in detail both as concerns its content and the

means to access it. The methodology is outlined with respect to the state of the art in deep

learning for stock price prediction. The trading approach driven by the estimations of the deep

learners and the parametrization of HC is presented in comparison to the classical strategies of

buy & hold and Bollinger bands.

2.1 Stock price data from the Bucharest Stock Exchange

The data used refers 25 companies listed under the Romanian stock market. The trading indi-

cators are the number and value of transactions, the number of shares, the minimum, average

and maximum prices, the open and close price. The data has been collected since October 16

1997 until March 13 2019. The period for which each business is listed is different, as triggered

by the date of the enlisting of the company, as well as the cease of activity at the other end. Fig

1 shows the available history for each of them. The overall trend for the close price as well as

an indication of the periods in which this was recorded are illustrated in Fig 2. The collection

is publicly available at the following link: https://doi.org/10.6084/m9.figshare.7976144.v1.

The prediction in this study targets only the close price. Taking into account its values from

day t − N, where N is a given number of days back, the task is to forecast its value at day t + 1.

The training data set is therefore comprised of N independent variables ct−N, . . .., ct and a

dependent variable ct+1 for every day t 2 [N, M], where M is the number of days for training.
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The validation data set considers the samples for the days t 2 [M − N, M + P], where P is the

number of days for validation; the last N days from training are also referred, as a means to

predict the first day of validation. The test collection contains those records with t 2 [M + P −
N, M + P + Q], where Q is the number of days taken for testing and the last N days from valida-

tion are taken for the same reason mention before.

According to the terminology in [2], the window length is thus equal to N, the rolling win-

dow is equal to 1 day and the predict length also to 1 day. While the last two parameters have

implicitly set values, the optimal period for the window length N has yet to be established dur-

ing experimentation.

2.2 Deep learning for stock prediction. State of the art

In what follows, we present the state of the art in literature as concerns only prediction from

stock data and not from additional information (such as textual references). Also, we solely

review those entries where a DL model was used.

The study [3] builds a DNN on the TAQ data set of the NYSE for the Apple 1 min high-fre-

quency stock pseudo-log-returns. The prediction of the average price is constructed on the

basis of additional features: current time, price standard deviations and trend indicators pro-

vided for the selected window size. Based on the test predictions, a trading strategy is proposed

in order to practically assess the performance of the constructed model.

The paper [4] models high-frequency (at 5 min) intraday stock returns from the Korean

market through a DL neural network, both on raw data and with the support of additional fea-

ture extraction techniques (principal component analysis (PCA), autoencoders (AE), restricted

Boltzmann machines). The study also tests the complementarity between the DL and the clas-

sical autoregressive model.

The article [5] uses a LSTM layer regenerating each trading day to predict the stock price

movement from information recorded at 15 min from the Brazilian exchange. The attributes

consist of the open, close, high, low and volume data and other technical indicators: future

price, trading volume, intensity of the current movement tendency. The problem is trans-

formed into a classification formulation, where there is a class indicating the increase of price

and another its decrease. A trading operation is also simulated on the base of the predictions

for the close price and compared to baseline strategies.

In [6], a cascade of three methods is used to predict daily stock moving trends from several

indexes, each taken from the markets in one of the following countries: China, India, Hong

Fig 1. The number of days available for each company in turn.

https://doi.org/10.1371/journal.pone.0223593.g001
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Kong, Japan and USA. A wavelet transform first eliminates the noise from the input time

series. Stacked AE then produce more general features and these are given to a LSTM. The ini-

tial features consist again of those of the trading data (open, high, low and close prices), of the

technical variables (moving averages, commodity channel index, momentum indexes) and of

the macroeconomic attributes (US Dollar index, inter-bank offered rate). Following the pre-

dictions of the model, a trading strategy is implemented on the index future contracts and

compared to a traditional buy & hold procedure.

Fig 2. The close prices on the vertical axes along the recorded period on the horizontal ones for each company in turn. The date format used is

month/day/year.

https://doi.org/10.1371/journal.pone.0223593.g002
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The paper [7] decomposes daily prices from Yahoo! Finance trading data into frequency

components through a state frequency memory recurrent NN and combines the discovered

patterns into the eventual stock price prediction.

In [8], 36 variables referring the daily open, high, low, close prices and technical attributes

(momentum, moving average, psychological line among others) from the Google stock multi-

media are modelled by a combination of a (2D)2PCA and a DNN.

From the S&P 500 ETF data, the study [2] takes into account the log returns for close price

and trading volume as the stock time series variables, and stock chart images as additional

information, all taken at 1 minute. A LSTM models the numerical attributes and a CNN mines

the image data, while the features extracted from the two models are finally fused at the fully

connected layer. A trading simulation is performed with the predictions on the adjusted close

price of the proposed model against other strategies, including the classical buy & hold one.

2.3 Proposed LSTM and CNN architectures for stock data modelling

On the base of its conceptual formation and, as also seen before in literature, the first obvious

choice for learning stock price series data is a LSTM. On the other hand CNN with 1D convo-

lutions can also model temporal data. Moreover, it has been recently shown [1] for other

sequential tasks, that CNN has many advantages over recurrent models: it creates a hierarchi-

cal representation over the inputs through its multiple layers, which identifies relationships

within the data, and, computationally speaking, it allows a faster training.

The LSTM is a recurrent neural network that is able to implicitly learn long-term depen-

dencies in the data [9]. This is possible through the structure of the repeating module that has

several special components interacting with each other: a cell state and the three types of layers

that control it—the forget gate that is in charge of knowledge that will be discarded from the

cell state, the input gate that manages the information that will be kept, and the output gate

that regulates what will be the output of the module.

The design of the LSTM selected for the current problem consists of the subsequent layer

flow: several consequent LSTM layers, each followed by a Dropout layer, and a final Dense

layer. The input data has the shape (M, N, 1), where M is the number of instances in the train-

ing collection, N is the window length and 1 is the number of indicators that are taken into

account, i.e. in this case only the close price.

CNN can model data given sequentially over time through a special type of convolutional

layer. The 1D layer of the CNN convolves the neural weights of each kernel with the input over

a single temporal dimension. The input is thus taken with the shape (N, 1) for every of the M

training samples given in this problem. The architecture of the CNN is disposed in the follow-

ing manner: a sequence of 1D convolution layers of chosen kernel size and depth, each fol-

lowed by a ReLU transfer layer for nonlinearity and a Max Pooling one, with Dropout in

between convolutions. A Dense layer takes the flattened output of the last convolution, Drop-

out is inserted again and a final Dense one gives the output of the network.

Dropout layers were used in between the specific ones for regularizing both deep learning

approaches [10], in order to prevent the overfitting generated by the available sample size.

A first step in evaluating the models is by fine tuning their parameters with the goal of mini-

mizing the mean squared error (MSE) in a validation step. Subsequently, the architectures can

be applied on a test set.

2.4 Post-learning trading strategy with hill climbing

A trading simulation is necessary in order to practically assess the performance of the learning

models in identifying the trend patterns and leading to profit. Optimal rules for the trading
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strategy must thus be established. In the current work, we construct such rules by appointing

two threshold parameters and determining their optimal value through a HC procedure.

There are other entries in the literature that make use of heuristic methods within trading

strategies, but directed towards the popular evolutionary algorithms (EA). These are subse-

quently outlined. At the parameter level, the optimal values for variables of a filter rule are gen-

erated through EA in [11], namely the percent of price movement over which buy or sell

decisions are taken, the number of hold days, number of delay days and the number of previ-

ous days taken into account. At the architectural level, the paper [12] comparatively studies

two rule-based trading schemes involving several stock indicators: a neural network whose

weights are found by EA and a genetic programming approach for generating the trading rule

tree. The two trading strategy encodings are evaluated through different means incorporated

into a single fitness function: profit in comparison to the buy & hold approach, penalty for

those strategies that follow the buy & hold one, relation between profit and loss.

EA are indeed known for their optimization potential, flexibility and local optima circum-

vention. For the task at hand, however, there is no need for the complexity (in architecture

and running time) of the EA. HC is a simpler, faster, yet efficient candidate for the rule param-

etrization desired herein.

Given P is the predicted close price for time t + 1 and C is the actual close price at time t,
the pair of rules for the buying and selling operations are defined as in Eq (1).

( if P � C > �1 then BUY

if C � P > �2 then SELL
ð1Þ

where �1 and �2 are the threshold parameters that will be heuristically determined. In other

words, the operation is BUY when the subsequent close price is predicted to be higher than the

current close price above a certain threshold �1, and it is SELL when the former is below the

latter under a possibly different threshold �2.

In our scenario, there is only one share per company involved, so SELL may occur only if

the share is owned and BUY takes place only if it is not already bought.

The HC procedure starts with a random pair of values for �1 and �2 and, by means of muta-

tion, it reaches a better configuration of parameter values. Mutation does not allow the values

for the two variables to go lower than 0. The evaluation measures the gain on the validation

set.

The gain is measured for a period [t0, tf]. At time t0 we implicitly have the initial investment

in a share (BUY). A sequence of SELL-BUY-SELL-BUY-. . . follows, where the decision is

taken according to the rules in Eq (1). The final operation is either a BUY or a SELL one. At

day tf, the sum of gains and losses derived from the sequence of operations is computed as in

Eq (2), where n is the number of operations, {s1, s2, . . ., sn} are the selling transactions, {b1, b2,

. . ., bn−1} are the buying operations, b0 is the BUY at time t0, bn is the last potential BUY and

Ck the close price at operation k.

S ¼
Xn

i¼1

Csi
� Cbi� 1

ð2Þ

The gain is defined as in Eq (3), where S is the sum of gains and losses obtained from trad-

ing as in Eq (2). If the user still has the share (last operation was bn), then the price of the share
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at final time tf is added to the sum of gains and losses during trading.

g ¼ Sþ

(
0; if last operation was SELL

Ctf
; if last operation was BUY

ð3Þ

Finally, a gain in percents is measured as shown in Eq (4).

pg ¼
g
Ct0

� 100 ð4Þ

The same procedure goes for the computation of profit for the test period. Two step-by-

step scenarios are illustrated in Fig 8 in subsection 3.3.

The considered heuristic-based rule trading system is compared to two baseline methods,

i.e. buy & hold and the Bollinger bands approach. These are considered as benchmark due to

their traditional tactical use in practical stock trading and to their frequent employment in

comparisons to newer methods, as found in literature (see section 2.2 on state of the art).

The buy & hold approach simply performs a BUY operation at time t0 and a SELL one at

time tf; the gain is directly the difference Ctf
� Ct0

.

As concerns Bollinger bands, it is the bounce strategy that is employed for comparison. If

the close price reaches the upper band then it will bounce back to the middle area (lower

price), so the action should be SELL. In reverse, if the close price touches the lower band, the

operation should be BUY, since it will bounce to the middle area (higher price), as well.

3 Results and discussion

Experiments target three directions:

1. Parametrization. On the one hand, the window length is a parameter of the time series

task that controls both accuracy and processing time, and its value must thus strike a bal-

ance between the two. On the other hand, deep methodologies are known for their sensitiv-

ity to parameter tuning for every problem.

2. Prediction power. The accuracy of estimation of the LSTM and CNN is measured in

comparison.

3. Trading simulation. The effect of the deep learning prediction is illustrated in a trading

scheme, based on thresholds that are additionally heuristically determined.

The validity and utility of the framework will be consequently measured from multiple facets:

1. Choice of the optimal window length. The performance of the model concerning this

parameter will be measured by comparing the MSE results on the validation data when a

minimal number of reference days back (30) is used with the best ones achieved when the

length is taken from a manual search. A Wilcoxon-Mann-Whitney statistical test will be

employed to compare if the difference in performance between the results of 30 runs is sig-

nificant as to justify an increased running time.

2. Architecture of the deep learners. The architecture of the LSTM and CNN will be manu-

ally selected to handle all performance issues, i.e. overfitting, running time and accuracy.

When the difference in mean accuracy from 10 repeated runs between two architectures is

not significant, it will be opted for the least complex one.

3. Comparison of deep prediction results. The mean accuracy for MSE obtained by the

LSTM and the one of the CNN will be compared. Standard deviations with the minimum
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and maximum will also be calculated. Should the mean results be close, then the Mann–

Whitney U test will determine if the difference in the MSE results from 10 validation runs

is significant. Besides these, the MSE of the method in [6] is considered for comparison.

4. Gain measurement from a trading scenario. The gains in percents obtained from a simu-

lated trading on the test data, on the base of the deep learning prediction results and the

heuristic trading scheme, will be illustrated as bar and box plots. They will be compared in

mean, minimum, maximum and standard deviation with the ones of the traditional trading

tactics of buy & hold and Bollinger bands. The gain amounts derived from the two deep

learners will also be put against those of the classical schemes. Again, if the mean results are

very close, the same statistical test will confirm if there is a significant difference or not.

In order to conduct an objective statistical analysis of the performance measures, the data

was split into training, validation (for parameter tuning and HC application) and test sets and

the Monte Carlo cross-validation with 10 repeats was performed when reporting the accuracy

results. Training contains 60% of the records for each company, validation takes the following

20% and test holds the final 20% instances.

It is well-known that deep learning presents a big problem as concerns the large running

time necessary for training. The running times for the CNN and LSTM favor the former by a

large extent. In average over all 25 companies, the building of the CNN model, when an archi-

tecture with two convolutional layers is used, takes 35.22 seconds. Comparatively, the corre-

sponding value for the LSTM, having also 2 specific layers, takes 114.29 seconds and 160.91

seconds respectively for one with 3 such layers. The reduced running time for CNN allows for

a more detailed parameter tuning. As the evaluation of one parameter setting for a company

takes around 35 seconds, considering all 25 would lead to a running time of almost 15 minutes

and this would not allow for the evaluation of too many combinations. Consequently, one

company is next selected as representative for parameter tuning, and the discovered settings

will be further used for every company, although it is natural that the found values are not nec-

essarily optimal overall.

3.1 Parameter tuning

One important parameter that directly affects the running time regardless of the employed

model is the window length. The company randomly chosen is the one with the symbol ‘BRD’

and different window lengths are tried between 30 and 120. For each case, a CNN is used to

train the model, then it is applied for the validation set and the MSE is computed. The first

plot in Fig 3 illustrates the average validation MSE as obtained after 10 repeated runs of the

CNN model. Naturally, smaller values are preferred. The second plot shows the training run-

ning time in seconds when the same window length is varied.

The best result in the first plot corresponds to the window length 57. Since there is a high

running time gap between 30 and 57 in the second plot, the two settings are further more thor-

oughly investigated through statistical means. The question that arises is whether the MSE

results derived from the two window lengths are significantly different. The CNN is repeated

for 30 times for each of the two window lengths, the average validation MSE results are of 0.41

and 0.36 and the two MSE vectors are next compared via a Wilcoxon–Mann–Whitney statisti-

cal test. The calculated p-value of 0.26 indicates that the two settings do not lead to statistically

different results and the smaller window length of 30 is further preferred in all experiments

because of the lower running time.

The next step of parametrization concerns the deep approaches. There are two general

architectures tried for the CNN: with two and with three convolutional layers. For each of
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them, the convolutional kernel parameters and the dropout are tuned. Firstly, the approach

with two layers is considered and various values for parameter combinations are tried. In all

the cases there are 10 repeated runs considered, where the averages are computed, and the

data used for this purpose consists only of the stocks for symbol ‘BRD’. Subsequently, the pre-

sented results are calculated by fixing the parameter combinations two by two and the out-

come is obtained by averaging the results for all the other varying involved parameters. The

numerical values that appear in the labels for Figs 4, 5 and 6 refer to the number of the layer

where that specific parameter appears. Lighter colors correspond to better results.

Fig 4 shows the combinations between the pairs of values for filters, kernel sizes and drop-

out rates for the CNN with two layers. A result that consistently remains better is achieved for

the larger number of filters and the lower value of the dropout rate for the first layer. The num-

bers of filters for the second layer leads to better results also for the value 128, although the gap

between the two options is not as high as it was for the first layer. The kernel sizes are taken 5.

As mentioned above, the dropout rate for the first layer is taken 0.3, while the one for the sec-

ond layer appears to conduct to better outputs for 0.6.

Fig 5 investigates 3 distinct options for the number of units from the dense layer that is

employed after the flattening layer. The best choice is 10, while the interaction with the other

parameters only further confirms the previous choices.

Alternatively, a CNN with three layers is also tried. The parameters found to be appropriate

for the version with two layers are adopted in this case, except for the dropout rates. The num-

ber of filters for the third layer is taken 256 and the kernel size is set to 3. Fig 6 shows the inter-

action between the 3 dropout rates considered, each with 3 possible values. As observed, the

nuances indicate better results for small amounts in first two dropout rates and generally good

for the last one in all cases, with only a preference for 0.4 in the middle plot, where the rates for

the first and third layers are confronted.

By comparing the best results illustrated by means of lighter nuances (and observing the

minimum values from the color bar on the right) in Figs 4 and 5 to the ones in Fig 6, it can be

concluded that the CNN model having two layers performs similar or even better in terms of

MSE values. Another argument for keeping the 2 layer model for the next experiments is given

Fig 3. The average validation MSE and training running time of the CNN when the number of days back is varied between 30 and 120 for the

BRD symbol.

https://doi.org/10.1371/journal.pone.0223593.g003
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by the running times, as this takes 44.26 seconds to build it, while training the one with 3 layers

lasts 106.05 seconds.

The parameters of the LSTM were chosen manually with 50 units in each specific layer and

a dropout of 0.2. The high running time did not allow a similar thorough parameter tuning for

this model. However, alternatives with 2 and 3 layers respectively were tried. Naturally, the

higher the number of layers, the greater the running time is. When it comes to MSE obtained

over all the 25 companies, the variant with 3 layers had an average of 0.92, while the simpler

alternative led to a considerably higher average of 2.39. Accordingly, the 3 layers option is pre-

ferred next.

3.2 Prediction results

Table 1 illustrates the MSE average results over all 25 companies on the validation set as

obtained by the CNN and LSTM from 10 repeated runs. The running times (in seconds) that

Fig 4. Average approximated validation MSE values from 10 repeated runs for the combination of various parameter values for a CNN with two

layers. Lighter color stands for lower MSE.

https://doi.org/10.1371/journal.pone.0223593.g004
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were necessary for training the two deep learning models are in the second row of the table

and those for building the HC used in the next experiment are given in the last row. The HC

uses for the evaluation of the potential solutions the previously saved models of CNN and

LSTM. It can be seen that the CNN needs approximately 4.5 less time than the LSTM, however

at a somewhat high MSE difference.

Fig 5. Average approximated validation MSE values from 10 repeated runs for the combination of the number of dense units as combined with

various parameter values for a CNN with two layers. Lighter nuances signify lower MSE.

https://doi.org/10.1371/journal.pone.0223593.g005

Fig 6. Average approximated validation MSE values from 10 repeated runs for the combination of dropout rates values, as applied after each of

the three layers. Lighter coloring denotes a lower MSE.

https://doi.org/10.1371/journal.pone.0223593.g006
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Although the difference between the mean MSE for the 2 models appears to be rather sub-

stantial, the gap between them is not that large for all companies. Each bar in Fig 7 illustrates

the ratio between the MSE for CNN and LSTM for each company in turn. Although for ‘ALT’

and ‘TLV’ the discrepancies appear to be massive, they are obtained in both cases from the dig-

its after the decimal point. The differences in the mean values in Table 1 come from ‘TGN’,

which gives the maximal values for both and also has the highest close price values in Fig 2,

and from the next largest values in both cases, for ‘EBS’, where CNN reaches a MSE of 29.39

and LSTM one of 7.07, respectively.

In order to compare the proposed deep learning architectures to the state-of-the-art method-

ology in [6], the latter was implemented and applied in the current study. In short, there are 11

more technical indicators used, i.e. moving average convergence divergence, commodity chan-

nel index, average true range etc; then a stacked autoencoder is employed to generate deep

high-level features which are fed to a LSTM to forecast the close price. The obtained results

were better than the ones from CNN from Table 1, but weaker than the ones of the pure LSTM.

The mean MSE was of 7.69, while the corresponding average running time 1 was of 263.63 sec-

onds, considerably larger than the one of the LSTM, which was already relatively high.

Since the predictors in [6] led to promising results in the indicated research paper, the same

features are additionally used for the LSTM with the aim of forecasting the close price. The

mean MSE reached a value of 1.55, higher than the 0.92 reported in Table 1 and a running

time for training of 298.62 seconds. Since both results are weaker than the current LSTM that

uses the previous 30 values only for the close price, the multiple predictors are omitted next.

3.3 Example trading scenario

The predictions of the deep learning approaches are subsequently used in a trading simulation

in order to effectively test the performance of the models.

Table 1. Comparison between CNN and LSTM architectures in terms of MSE on the validation set, running time for training them (time 1) and running time for

the HC when using the previously saved CNN and LSTM models (time 2). All results are reported in average over 10 repeated runs of the method.

Measure CNN LSTM

Mean Min Max SD Mean Min Max SD

MSE 40.63 3.9E-06 981.97 192.23 0.92 1.5E-06 14.51 3.1

Time 1 35.22 12.58 71.41 13.45 160.91 59.88 223.94 53.9

Time 2 126.5 43.43 186.8 44 179 60 259.5 62

https://doi.org/10.1371/journal.pone.0223593.t001

Fig 7. The number of times MSE for CNN is larger than the one obtained by LSTM for each company in turn.

https://doi.org/10.1371/journal.pone.0223593.g007
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All trading scenarios start from the assumption that one share is bought at the beginning of

the trading period and then, depending on the strategy, it can be sold at some point in time,

bought again later and so on. If at the end of the test period the share is still owned, it is evalu-

ated at this final time as if it was sold just then. For each company, the gain is computed by

subtracting the initial value of the share. The sum, the average, as well as minimum and maxi-

mum over gains are reported for all companies in order to assess the overall efficiency. The

sum over all the initial values for every one share of all companies is of 555 RON (Romanian

currency), i.e. 117 euro at the time of writing, so that can be viewed as the initial investment.

The HC algorithm in charge of setting the optimal thresholds for buying and selling runs

for 60 iterations. 5 restarts are used in order to have higher chances of escaping local optima.

The candidate solution encodes the �1 and �2 in (1). The two values are bounded to the interval

given by 0 and one quarter of the difference between the maximum and the minimum value

for the close price over the validation period. Surely, the high value of this interval is different

from one company to another. A mutation with normal distribution is used and the mutation

strength is set as the quarter of the maximum value �i can have, i 2 {1, 2}. The two values

found by the HC are the ones deemed as very suitable for the validation set, meaning that the

gain on this period is maximized. There are 2 HC versions, one that uses as fitness evaluation

the CNN approximation of the close price and one that employs the LSTM for the same pur-

pose. They are further denoted as HC-CNN and HC-LSTM. Subsequently, the solutions

reached for each company in turn are used for the test period and the gains are computed. For

overcoming the stochastic nature of the HC results, the reported outcomes are averaged over

10 repeated runs.

Fig 8 illustrates the close price and the predicted one for the test period for two companies

that should be illustrative of the process. The top plot shows the behavior of the CNN model

for ‘TEL’ with the thresholds found as optimal by the HC in validation, which are �1 = 0.38 and

�2 = 2.31. The red x and the green + signs indicate when the stock share is sold or bought,

respectively. Although, when comparing the input share price with the output, the price

decreases from the beginning of the test period till the end, the proposed model reaches a gain

in percentage of 14.46%. In fact, for this company the CNN-based model is the only one that

has a gain, while the others register losses. The LSTM has a positive outcome for this company

only in 1 out of 10 HC runs (when it was a gain of 7.67%), while the CNN registers gains reach-

ing from 2.09% up to 15.85% over the 10 repeated runs.

The second plot uses the thresholds discovered by HC-LSTM for the company with the

symbol ‘RRC’, which are very close to zero—�1 = 3.3E-05 and �2 = 4.4E-04. The predicted

prices and the found thresholds determine a high number of transactions and lead to a gain of

131.17%. Nevertheless, the share price is very low and such a great gain in percents leads in

fact to a smaller gain in actual money value as opposed to the real money amount obtained,

corresponding though to a smaller gain in percents, of the CNN in the top plot.

Fig 9 shows the gains in percents for all 25 companies, involving the HC-deep schemes and

the traditional scenarios of buy & hold and Bollinger bands. As mentioned above, the outputs

for HC-CNN and HC-LSTM are the results of a mean over 10 runs of the HC. For all the oth-

ers, the results are deterministic, so multiple repeated runs are not necessary. A similar plot for

gains in money is not plotted because the differences in the price for the shares of the different

companies would flatten the bars for most of them and only those with higher values would

dominate the figure.

Table 2 shows the mean, median, sum, minimum, maximum and standard deviation for

different types of results over the tried scenarios and for all the 25 companies. Two more finan-

cial quality measures are added to the results, i.e. annualized return (AR) and sharpe ratio

(SR). The first one shows the gain earned by an investment over a given time period, but
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Fig 8. Scenarios for the test period using CNN with �1 = 0.38 and �2 = 2.31 for TEL and LSTM with �1 = 3.3E-05 and �2 = 4.4E-04 for RRC. While for the top case

the share is sold 4 times within the period, for the other case it is sold 58 times.

https://doi.org/10.1371/journal.pone.0223593.g008
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reported to one year. Eq (5) illustrates how AR is calculated; SP and BT stand for selling and

buying price respectively, while days represent the number of days between BP and SP. Eq (6)

shows how the SR is computed. DR denotes daily return, while avg and std represent average

and standard deviation, respectively.

AR ¼ 100 � 1þ
SP � BP

BP

� �
365

days
� 1

2

6
4

3

7
5 ð5Þ

SR ¼
ffiffiffiffiffiffiffiffi
252
p

�
avgðDRÞ
stdðDRÞ

ð6Þ

AR shows what an investor would earn over a period of time with respect to the annual

return, without any indication of the volatility for the investment. Its output can reach very

high values when the stock is bought at a low price and sold at a significantly higher price in a

very short period of time. This observation becomes obvious, if we see in Eq (5) that the expo-

nent is obtained by dividing 365 to the number of days between the buying and the selling

dates: the smaller the number of days between the two dates, the higher the power exponent

becomes and, consequently, the higher the entire AR. This is the reason why the AR values for

the buy & hold in Table 2 are always small (the two dates represent the first and the last days).

For the other three options, various inspired speculations led to very high values for some of

the companies. For this measure, the median is more relevant than the mean. For this measure,

HC-LSTM appears to point to the most inspired times for buying and selling.

In contrast to the AR, SR takes into account the volatility of the investment returns. Since

the volatility is generally high for the companies in the current data set, and it represents the

denominator, the values for SR are generally low. The highest value is registered for HC-CNN

both for mean and median, in line with the results holding the number of times where gains

were positive.

Fig 10 shows box plots with the gains in percents over all companies for both the deep-

based and classical scenarios. The HC-CNN has the smaller inter-quartile range, while the

Fig 9. Gains in percents reached by each of the 4, HC-deep or traditional, tried scenarios for every company in turn.

https://doi.org/10.1371/journal.pone.0223593.g009
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Table 2. Comparison between the 4 distinct scenarios with respect to the gains in percents and values, the number of times one share is sold, annualized return and

sharpe ratio. Results for HC-CNN and HC-LSTM are averaged over 10 repeated runs.

Measures Buy & Hold Bollinger Bands HC-CNN HC-LSTM

Gains on the test data in percents

Mean 9.76 6.2 12.97 20.37

Min -72.4 -50.12 -72.4 -34.19

Max 151.78 89.11 170.62 175

St. Dev. 46.28 40.2 43.21 49.74

Gains on the test data as values

Sum 60.88 80.19 53.6 112.43

Mean 2.43 3.21 2.14 4.5

Min -10 -6 -1.44 -8.4

Max 47.5 48 25.33 74.5

Times share sold

Mean 1 5.8 3.62 7.37

Min 1 2 0 0

Max 1 11 49 50.2

St. Dev. 0 2.24 9.38 12.39

Number of times out of 25 when gains were positive

Times 13 12 17 12

Annualized return on the test data

Mean 0.49 1.82E+06 8.57E+13 3.58E+12

Median 1.19 28.48 29.43 757.4

Min -23.49 -15.33 -52.08 -13.03

Max 24.22 4.5E+07 2.14E+15 8.95E+13

St. Dev. 11.73 8.9E+06 4.2E+14 1.75E+13

Sharpe ratio on the test data

Mean 0.14 0.59 1 -0.33

Median 0.17 0.17 0.41 -0.09

Min -0.91 -1.46 -4.78 -8.21

Max 0.96 3.99 10.91 1.78

St. Dev. 0.43 1.33 2.76 2.07

https://doi.org/10.1371/journal.pone.0223593.t002

Fig 10. Box plots with the gains in percents for every scenario in turn as computed over all companies.

https://doi.org/10.1371/journal.pone.0223593.g010
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HC-LSTM one has the largest variability. The highest median is also obtained by the HC-CNN

model, fact that can be better observed in the first plot from Fig 11. The box plots with the larg-

est parts of the inter-quartile ranges on the positive side are the ones corresponding to the

HC-CNN and HC-LSTM models. What is more, most of the box that defines the inter-quartile

range for HC-CNN is on the positive side. This also corresponds to the fact that it has the high-

est number of times out of 25 when the gains on the test period are positive, as shown on the

last row of Table 2, as well as in the third plot from Fig 11. It comes as a surprise however that

the largest gain in value (i.e. in RON) is achieved by the HC-LSTM, as indicated in the middle

plot from the same Fig 11, despite the smaller number of times in which the gains were posi-

tive. This can be explained by the largest mean value for the gains on the test data in percents

in Table 2, but also by the fact that the better results are obtained for companies that have

more valuable (i.e. higher priced) shares. The highest value for the AR measure also indicates

that HC-LSTM speculated well the times for buying and selling.

Naturally, the buy & hold and Bollinger scenario do not need a validation period, since they

do not use any automatic learning or calibration of the models. In this respect, their gains by

applying the scenarios on this period would only provide further tests of the models. An inter-

esting difference between the validation and test periods is given by the fact that the buy &

hold strategy reaches a positive outcome for 16 companies for the former, as compared to only

13 in the period used for test, despite a relatively similar percentage gain of 9.91% and 9.76%,

respectively. This indicates that there are more companies that had their shares with values ris-

ing in that period and also puts the buy & hold strategy on the top position among the two

deterministic options discussed for this period with a gain of 124.99 RON. The Bollinger

model gets only 74.93 RON. The HC-CNN and HC-LSTM are certainly far better in this

period, since the goal of the HC was to find proper values for the thresholds by having access

to the validation data. Their gains are of 202.65 and 239.38 RON, respectively, with 22 and 24

companies for which the gain is positive.

4 Conclusions and future perspectives

The paper puts forward two deep learning models for stock price prediction in the Romanian

market, alongside this new data collection. The estimations of the two architectures are used

within a trading strategy. The optimal amount of difference between the close price of the cur-

rent day and the predicted price for the next day towards deciding BUY and SELL operations

Fig 11. Results obtained over all companies by each of the tried scenarios. Mean and median of the percentage gains over all companies when having

a share at the beginning of the test period and applying the corresponding scenarios are shown in the left plot. The middle plot shows the gains in terms

of money for every scenario, while the right one illustrates the number of times out of 25 possible in which the trading led to a positive gain.

https://doi.org/10.1371/journal.pone.0223593.g011
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is determined through a HC procedure. It is interesting to see that the two deep networks lead

each to a distinct facet of the gain within the trading simulation: while the LSTM has a higher

gain in terms of the sum of money earned, the CNN has a higher number of times gained than

lost for the 25 companies watched. Also, while HC-LSTM reaches a better value for the annual-

ized return, HC-CNN leads to a better sharpe ratio.

Future work aims to target enhancements both at the level of the learning and that of the

optimization. Other types of recurrent architectures, such as echo state networks, can be tried.

The deep models (LSTM, CNN) can be more elaborately parametrized as in [13] and ensem-

bles similar to [14] can be constructed with traditional machine learning techniques, i.e. SVM

[15] or random forest [16]. The landscape of multiple stock indicators can be examined by EA

[17] in order to work with several selected predictors. Also, the parameters of the trading strat-

egies can be appointed in an evolutionary fashion. More complicated rules can be evolved by

multiple population EA [18] in comparison to the genetic programming and neuro-evolution

approaches in the state of the art. Additional textual knowledge that may predict the rise or

drop of the stock price of a company triggered by its appearance in the media [19] are planned

to be also investigated as auxiliary input. Also, more sophisticated scenarios like allowing to

buy more stocks or having a sum and investing in various companies (not necessary all of

them) in order to increase the overall gain will be also tried within the future directions.
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