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Although various genome projects have provided us enormous static sequence in-
formation, understanding of the sophisticated biology continues to require inte-
grating the computational modeling, system analysis, technology development for
experiments, and quantitative experiments all together to analyze the biology ar-
chitecture on various levels, which is just the origin of systems biology subject. This
review discusses the object, its characteristics, and research attentions in systems
biology, and summarizes the analysis methods, experimental technologies, research
developments, and so on in the four key fields of systems biology—systemic struc-
tures, dynamics, control methods, and design principles.
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Introduction

The notion of system-level understanding in biology
has a long history (1 , 2 ), but has not received renewed
main attention until recently. The cause to accelerate
such a change is the expansion of genome sequencing.
Since the first genome sequence of Haemophilus in-
fluenzae was published in 1995 (3 ), we have received
many complete genome sequences, including Es-
cherichia coli, Saccharomyces cerevisiae, Caenorhab-
ditis elegans, Drosophila melanogaster, Arabidopsis
thaliana, Oryza Sativa, and Homo Sapiens, which help
us to obtain the whole static information of genes, reg-
ulatory regions, proteins, tRNAs, repeats and so on
underlying DNA sequences—the ultimate depository.
The development of other technologies also provides
us a comprehensive dynamic data: DNA microarrays
can practically measure mRNA expression responses
of genes (4 ); technologies for globally and quantita-
tively measuring protein expression are also becoming
feasible (5 ); and the two-hybrid system is enabling
the construction of protein interaction maps (6 ). All
of these developments make the biological research
transfer from data-poor state to data-rich state, which
provide us a golden opportunity to analyze the biol-
ogy on the system level.

Biologists have found that many biological func-
tions and diseases can’t be explained by the function
of individual gene or protein. Instead, they should be
the exhibition of an interactional network of protein-
protein or proteins with other molecules (7 , 8 ). They
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also found that some particular characteristics of bi-
ological system could display perfect adaptation and
homeostatic regulation despite great changes in the
environment or alterations in the internal parameters
of the system (9 , 10 ). Such robustness undoubtedly is
the result of the organism’s evolution in a long time to
adapt the environmental changes. To understand the
magic biological functions and robustness of the sys-
tem network, researchers are required to integrate the
information of genome, mRNA expression, proteome,
protein with protein or other molecule interactions,
and so on from the system-level view, and to ana-
lyze the composition of biological system on various
levels, interactions among modules, system dynamics,
underlying control methods and design principles.

Systems biology is an integrated process of compu-
tational modeling, system analysis, laboratory tech-
nologies, and quantitative experiments, which ana-
lyzes systemic components, basic modules, interac-
tions among components and modules, as well as
control methods, design principles, and so on. The
development in this subject will greatly accelerate
our in-depth understanding to the complex biolog-
ical phenomena, and significantly increase the effi-
ciency of drug discovery (11 , 12 ). This review de-
scribes the object, its characteristics, and research at-
tentions in systems biology, and summarizes the anal-
ysis methods, experimental technologies, research de-
velopments, and so on in the four key fields of sys-
tems biology—systemic structure, dynamics, control
methods, and design principles, which are suggested
by Hiroaki Kitano (13 ).
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The Object of Systems Biology

The research object of systems biology is the whole
biological system, including genes, RNAs, proteins,
metabolics and cells in a narrow sense, and organs,

organism and ecological system in a broad sense. A
simple complexity pyramid (Figure 1; ref. 14 ) can
summarize the components of biological system on
different levels in a narrow sense.

Fig. 1 The complexity pyramid of biological system by Oltvai and Barabasi (14 ). At the lowest level, the various

molecular components of genes, RNAs, proteins, and metabolites form genetic-regulatory motifs or metabolic pathways

(Level 2), which in turn are the building blocks of functional modules (Level 3). These modules are nested, generating

a scale-free hierarchical architecture (Level 4).

Characteristics of Biological Sys-

tem

Complexity

Although Vicsek thinks that the concept of complex-
ity is currently abused and “it’s almost an empty
statement to say that a system is complex because
almost every real system is inherently complicated”
(15 ), the biological system is really complex, no mat-
ter from the diversity of the system’s components, the
hierarchy of the network’s interactions, or the various
biological functions displayed by the system, if we
don’t emphasize the accuracy of the concept firstly.
Carlson et al compared the complexity between bio-
logical systems and their modern technological coun-
terparts, such as central processing unit (CPU) and
jet aircraft (16 ).

Robustness

Robustness refers to the preservation of particular
characteristics despite uncertainty in components or
the environment (17 ). Among many questions in sys-
tems biology, one issue receiving considerable atten-
tion is how robustness is achieved and how it evolves
within various aspects of biological systems. For ex-
ample, the precision of adaptation in the chemotaxis
of E. coli is robust (9 ); Eldar et al found that the acti-
vation gradient of bone morphogenic protein (BMP)
of Drosophila was robust to changes in gene dosage
(18 ), and the segment polarity network of Drosophila
was also a robust development module (10 ). The bio-
logical system uses at least the following four methods
to attain the robustness aspect: a form of system con-
trol, redundancy, structure stability, and modularity,
which are also applied widely in the engineering sys-
tem (13 ).
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Evolution

Evolution is just the main difference between the bi-
ological system and the engineering one: the targets’
values or statuses are received initially on the engi-
neering system design, whereas in biological system
such targets are formed by evolution (19 ).

Key Fields in Systems Biology

For a biological system, the system-level understand-
ing can be derived from insight into the following four
key fields—system structure, dynamics, control meth-
ods and design principles. Process in any of the four
fields requires breakthroughs in our understanding of
computational sciences, genomics, measurement tech-
nologies, and integration of such discoveries with ex-
isting knowledge (13 ). The following will describe
the analysis methods and developments in the four
key fields of systems biology.

System structure

The research field of system structure determines the
components, their relationships, and modules of the
biological system, as well as builds the whole static
network of system. It is the foundation of the whole
systems biology research. Only when we have got an
understanding of the system structure, can we then
investigate the system dynamics, underlying control
methods and design principles. In fact, the current
research on system dynamics is mainly focusing on
the structure-known systems.

1. Classifying the genome-scale genes and dis-
tributing them to various modules based on the simi-
larity of gene expression profile, which can accelerate
the determination of the biological network’s struc-
ture.

The foundation of such a method is that co-
expressed genes are likely to encode proteins that par-
ticipate in a common structural complex, metabolic
pathway, or biological process (20 , 21 ). There have
been many clustering algorithms to classify the large-
scale expression profile data produced by DNA mi-
croarray (22–27). For the issues about the low ac-
curacy and high error rate of repeat experiments in
the data produced by DNA microarray (28–30), Kalir
et al measured promoter activity in the flagellar sys-
tem of E. coli at high accuracy and temporal reso-
lution by means of green fluorescent protein (GFP)
reporter plasmid, and ordered the genes in a flagella

pathway by analyzing expression kinetics (31 ). Ex-
tended research is to identify the cis-regulatory el-
ements associated with the genes in the same group
(32 ), and search the genome-wide distribution of such
cis-regulatory elements to complement the genes in
one module given by the DNA microarray profile data
(33 ). Recent studies lead to the view that, in contrast
to a simple linear assembly line, a complex and exten-
sively coupled network has evolved to coordinate the
activities of the gene expression machines (Figure 2;
ref. 34 ).

The genes classifying method by expression simi-
larity still has some shortages: all the biological pro-
cesses are interlocked, and proteins may play multiple
cellular roles, which may produce errors in the asso-
ciation between genes’ expression profiles and their
functions. So Ker-Chau Li presented a co-expression
dynamics theory to try to solve this issue (35 ).

2. Determining the proteins’ relationship to build
a protein-protein interaction network.

Protein interactions on a proteome-wide scale have
already been analyzed in the methods of yeast two-
hybrid assay (36 , 37 ), protein chips (38 ), and so on.
Yeast two-hybrid assay is a high-throughput method
of mapping pair-wise protein interactions on a large
scale, and has been applied in the construction of
large-scale proteins interaction networks of S. cere-
visiae (39 , 40 ), C. elegans (41 ), D. melanogaster
(42 ), etc. Gavin et al (43 ) and Ho et al (44 ) took a
more effective approach to identify protein complexes
that contain three or more proteins. They attached
tags to hundreds of different proteins as bait proteins,
and allowed such baits to be expressed in the cell
and form physiological complexes with other proteins,
then fished out the entire complex by extracting the
tag on the bait protein. At the end, the proteins ex-
tracted with the tagged bait were identified using the
standard mass-spectrometry method. Figure 3 repre-
sents the protein complex network built by Gavin et
al in such a way.

3. Distributing certain genes to some modules
that govern the biological functions or phenotypes by
measuring the phenotypic aspect of haploid deletion
strains.

Jorgensen et al obtained the five most potent
genes and the corresponding complex network that
govern the critical cell size in S. cerevisiae (45 ) by
determining the cell size distributions for the com-
plete set of ∼6000 yeast gene deletion strains (46 ).
This method is more directly than other ways to de-
termine the system functional modules, for it directly
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Fig. 2 A complex network of coupled interactions in eukaryotic gene expression by Maniatis and Reed (34 ).

Fig. 3 The yeast protein complex network, and grouping of connected complexes by Gavin et al (43 ).
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measures the phenotypic aspects of certain gene dele-
tion strains. Its shortages are that it can only be used
to analyze the modules whose phenotypic character-
istics are easy to measure, and it can’t consider the
genes whose absence would lead to the cell’s death.

4. Analyzing the biological interaction network
to distribute the proteins into different modules with
graph theory, topological structure analysis, etc.

Depending on the more reliable 11,855 interactions
among 2,617 yeast proteins evaluated by von Mer-
ing et al (47 ), Bu et al identified topological struc-
tures of such proteins’ interaction network (quasi-
cliques and quasi-bipartites) to classify the proteins
to different groups by a spectral analysis method.
They found that the proteins within the same group
share similar biological functions (48 ). Because in-
teracting proteins usually localize in the same sub-
cellular compartments (47 ), Rives et al integrated
the high-throughput yeast protein-protein interaction
data (39 , 40 ) and the corresponding data of protein
localization in cellular compartments (49 ) to iden-
tify modules of yeast cellular networks by a network-
clustering method, which was validated by clustering
known signaling-protein modules (50 ).

System dynamics

The research field of system dynamics is to measure
the components’ variety (for example, the mRNAs’
expression profiles) in a time scale or different con-
ditions for a system with structure mainly known,
choose certain mathematical model, list correspond-
ing equations to describe the model, determine the
dynamic parameters based on the kinetic data, and
at last compare the prediction data with the experi-
mental data, and if needed, revise the model. In fact,
the dynamic analysis can also give useful predictions
and complements to the system structure. For ex-
ample, Ideker et al integrated the methods of DNA
microarrays, proteome, database searching and so on
to analyze the pathway of yeast galactose utilization,
and complemented some interactions to the metabolic
network (51 ).

1. Choosing a model.
The choice of certain mathematical model is a key

step for system dynamic analysis, which depends on
the availability of the corresponding biology knowl-
edge to compare with the scope and abstraction level
of the model. With unknown rate constants for par-
ticular reactions, the constraints-based models can
be adopted utilizing only the network structure in-

formation (52–54). Because of the large number of
unknown kinetic parameters and computational com-
plexity, genome-scale models of metabolism or other
biological systems have only been analyzed with the
constrains-based modeling philosophy (55 ). With
some known steady-state rate constants, many model-
ing approaches can be used to model cellular processes
and to analyze how system behavior changes and in-
vestigate dynamic aspects. These approaches include
kinetic (56 , 57 ), stochastic (58 , 59 ), and cybernetic
ones (60 , 61 ). Bifurcation analysis can provide a de-
tailed illustration of dynamic behavior (62 , 63 ).

2. Determining the kinetic parameters.
After building the model and listing the corre-

sponding equations, the next step is to specify the
kinetic parameters for various regulations. We need
to measure the system elements’ varying profiles, and
give the prediction profiles by model simulations, then
determine the kinetic parameters by minimizing the
difference between the measured profiles and the pre-
dicted ones. Ronen et al developed a system for
real-time monitoring of the transcriptional activity of
operons in the SOS DNA repair system of E. coli by
means of low-copy reporter plasmid, in which a pro-
moter controls the GFP, described the subsystem by
the Michaelis-Menten model, and determined the cor-
responding dynamic parameters (64 ). The model for
circadian oscillations in Drosophila was described by
a set of ten kinetic equations (65–67), and Leloup et
al extended the rhythm model to mammals, which
was governed by sixteen kinetic equations (68 ).

Control methods

1. Determining the central components, modules or
aspects of the system on different levels.

After the system network is constructed, the next
important analysis is to address the key components
in the system, which can be the candidates for the
drug targets, and the control methods, such as feed-
back and feedforward controls, to extend our un-
derstanding to the system. The quantitative anal-
ysis in the perturbation to protein interactions of
S. cerevisiae has demonstrated that the most highly
connected proteins in the cell are the most impor-
tant for its survival (69 ). Stelling et al utilized the
elementary-mode analysis to simultaneously predict
the key aspects of network functionality, robustness
and gene regulation of E. coli central metabolism
(70 ).
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2. Exploring the relationship between the changes
of system parameters or components and the variety
of system’s phenotypes and functions.

This research is an important application field for
systems biology, which explores the variety of sys-
tem’s components or parameters and the organism’s
phenotypes, analyses the corresponding control meth-
ods, and gives effective predictions. On the sub-cell
level: Lev Bar-Or et al modeled the oscillations of
p53 and Mdm2 proteins by a mathematical model to
describe the p53-Mdm2 feedback loop (71 ); Ideker et
al integrated genomic and proteomic methods to sys-
tematically perturb and analyze the yeast galactose
utilization pathway (51 ); methods in computational
biology contribute to clarify the molecular and dy-
namical bases of cellular rhythms (72 ); Davidson et
al gained some properties of the Strongylocentrotus
purpuratus’s endomesoderm development process by
analyzing the gene regulatory network, and tried to
explain the developing phenotype (73 ). On the cell
level: Jamshidi et al developed a mathematical ap-
plication package to perform dynamic simulations of
the metabolic network of human red blood cell (74 );
the E-Cell project is developed to visualize and dy-
namically simulate the cell (75 ); and the Alliance for
Cellular Signaling (AfCS) is systematically exploring
the signaling networks in two types of mouse cells—B
lymphocytes and cardiac muscle cells (76–78). At the
organ level, the whole organ of heart can be modeled
to explore its functionality (79 ).

Design principles

The research field of design principles is to explore the
principles of creating organisms by “God”, and is the
highest level of systems biology. However, we haven’t
uncovered the system-scale dynamics, let alone com-
prehensive control methods, so it is a long way to
understand the system design principles underlying
them. Presently there are the following ways applied
in this field:

1. Exploring the similarity of system-level design
between the engineering system and the biological one
by the knowledge in our system design of modern en-
gineering.

Csete et al described insights from engineering
theory and practice that can shed some light on bio-
logical complexity (17 ). Strogatz explored the topol-
ogy of complex networks, such as food web, electric
power grid, and regulatory network in cell (80 ).

2. Analyzing the system network to determine

some system aspects and provide clues to clarify the
system design principles in the end.

The interaction network of yeast proteins has been
shown to have a nonrandom power-law distribution
of node connectivity (number of interactions of each
protein) and a low frequency of direct connections
between high-connectivity nodes (81 ). Shen-Orr et
al found that much of the transcriptional regulation
network of E. coli is composed of repeated appear-
ances of three highly significant motifs, the feedfor-
ward loop, single input module and densely overlap-
ping regulons, each of which has a specific function in
determining the gene expression (82 ). Network mo-
tif was analyzed in complex networks, such as that of
biochemistry, neurobiology, ecology, and engineering,
to uncover their structural design principles (83 ).

Attentions to the Systems Biol-

ogy Research

1. The comprehensiveness in measurements.
The high throughput, systemic and accurate mea-

surements needed by systems biology research re-
quire the comprehensiveness in three aspects, that
is, factor, time-line, and item. The factor com-
prehensiveness reflects almost all the mRNAs, pro-
teins, and other components in the biological system.
The time-line comprehensiveness represents the time
frame within which measurements are made. And
the item comprehensiveness refers to the simultaneous
measurement of multiple items, such as mRNA and
protein concentrations, phosphorylation, localization,
and so forth (13 ).

2. The breakthroughs in experimental technology.
Completing the system-level analysis of biological

regulation requires high throughput and exact mea-
surements for goals that are perhaps beyond the scope
of current experimental practices. Technical innova-
tions in experimental devices, such as single-molecule
measurements, femto-lasers that permit visualization
of molecular interactions, and nano-technologies, are
critical aspects of systems biology research (13 ).

3. The building of mathematical model.
When choosing certain model, it is important

to firstly consider the purpose of model building:
whether it is to obtain an in-depth understanding of
system behavior or to predict complex behavior in re-
sponse to complex stimuli, and we must first define
the scope and abstraction level of the model (13 ).
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4. The development of standard programming lan-
guage to describe the biological models and the corre-
sponding software.

It is very important to represent various biologi-
cal models in a universal programming language for
the information’s integration and the effective utiliza-
tion of resource, which can benefit the researchers
to exchange models between different model-building
software, and enable them to reuse components from
one model to another, thus accelerating model build-
ing. The Systems Biology Mark-up Language (SBML;
ref. 84 ) and CellML (85 ) are trying to define a stan-
dard for an XML-based machine-readable model def-
inition. The Systems Biology Workbench (SBW; ref.
86 ) built on SBML provides a framework of modular
open-source software for systems biology research.

5. The development of corresponding databases.
There have built some databases concerned with

biological pathways, interactions and so on, such
as the Kyoto Encyclopedia of Genes and Genomes
(KEGG; ref. 87 ), Alliance for Cellular Signaling
(AfCS; ref. 76 ), Munich Information Center for Pro-
tein Sequences (MIPS; ref. 88 ), and Signal Transduc-
tion Knowledge Environment (STKE; ref. 89 ).

Conclusion

In the past tens of years, biologists have always tried
to locate, clone, and express various genes, and to
associate individual gene’s role with some biological
functions or phenotypes, and have explained some
system behavior by the characteristics of components,
which in fact belong to the reductionism. These meth-
ods have produced many achievements and are still
important, whereas during the progress of our re-
search and the accumulation of genomic, proteomic
and dynamic measuring data nowadays, we should
exceed reductionism (90 ) and focus on the system-
level research of biology, which includes the above
fields of system structure, dynamics, control meth-
ods and design principles. Because the biological sys-
tem is not just a simple assembly of genes, proteins
and other molecules, many of its properties cannot be
fully understood by merely listing the whole compo-
nents of the system and drawing maps of their interac-
tions. If molecular biology, genomics, and proteomics
have provided us some knowledge of individual com-
ponents’ roles and system behavior, and listed for us
most components of the system, now it is time to put
them back to the system, and analyze the systemic hi-

erarchy, dynamics, control methods and design prin-
ciples.
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