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Transmit and process information to establish a learning mechanism and realize the processing of image data and sound data.
However, the current research on Web page classification algorithm (WPCA) based on deep learning (DL) is not in-depth.
Therefore, the main research of this article is the research of WPCA based on DL. This article first uses the keyword weight
calculation method to reduce the impact of a small number of high-frequency words in the web page document on the weight
calculation and reduces the value of the low-frequency word weights so that the WPCA is more accurate in the calculation process;
second, the use of Chinese web pages: the classification method calculates the similarity between the text to be classified and all the
class templates and then determines the category of all texts according to the similarity and certain classification rules; finally, in
order to improve the learning rate of DL, consider using adaptive parameters. The optimization algorithm automatically adjusts
the size of the learning rate, making the research of WPCA based on DL more efficient. After comparing the DL-based WPCA with
the traditional algorithm, the data shows that in terms of time expenditure, the DL WPCA is 354, the traditional algorithm is
2436 s; in terms of memory overhead, the DL WPCA is 6.35 s, the traditional algorithm is 186.25 s. The experimental results show
that WPCA based on DL are faster and more efficient than traditional algorithms and consume less system memory.

1. Introduction

1.1. Background and Significance. With the advent of the 5G
era, the amount, dynamics, and complexity of online data
continue to increase, and recommendation systems that can
overcome the problem of excessive information begin to
appear. At the same time, as DL has made gradual revo-
lutionary advances in the fields of image analysis and speech
recognition, it has also revolutionized industrial applications
including recommendation systems. The deep learning al-
gorithm is a network structure composed of multiple hidden
layers. It mainly emphasizes the idea of “deep layer” and
“layer-byftc-layer training.” After each layer is indepen-
dently trained to obtain features, it continues to learn fea-
tures as the input of higher layers. The process of extracting a
high abstract representation: DL can directly extract func-
tions from the content, process the data in the web page, has
excellent phrase selection function, and can realize the
modeling of dynamic data or sequence data. WPC is a
process of determining the web page category of the tested
web page by comparing the content and web page category

of the tested web page according to the characteristics of the
web page category. According to some mathematical algo-
rithms, according to the user’s use records, it is speculated
that users can purchase items to achieve information search
and filtering, which plays a particularly important role in
today’s dramatic increase in information.

WPC technology plays a very basic role in the download
of web page information and belongs to the category of
network content download. WPC research based on DL is
crucial to applications such as directory website mainte-
nance, topic browser construction, and search engine user
experience improvement [1, 2]. One version that web users
often appear in web page classifications is that portals
generally display news at different locations on the home-
page of technology and finance [3, 4]. Large-scale news
makes manual classification unrealistic. At this time, ac-
curate real-time news WPC technology will play a huge role
[5]. Combined with the relevant technologies of current web
page classification, referring to the establishment process of
the text classification system, grab a certain amount of web
page data and realize the automatic classification process for
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webpages. After the Chinese content is divided into words,
each word is used as a feature. Through the appropriate
feature weighting method, the vector space model is used to
represent the feature vector of the web page, and the deep
learning algorithm is used to train and model the web page
training set for classification.

1.2. Related Work. Deep learning is a completely new field in
machine learning research. Its essence is a multilayer per-
ceptron with multiple hidden layers. It achieves extremely
high accuracy through layer-by-layer initialization. It has
been used many times in image recognition, speech rec-
ognition, text classification, and other fields. Shen et al.
mainly research the latest advances in computer-aided image
analysis and machine learning in the field of medical im-
aging, including deep learning to help identify, classify, and
quantify patterns in medical images. The core of these ad-
vancements is the ability to use hierarchical functional
representations learned only from data rather than manually
designed features based on specific domain knowledge. DL is
rapidly becoming the latest technology to improve the
performance of various medical applications [6]. However,
due to the limited literature he selected, the theory is not yet
systematically matured. It is still in the preliminary research
stage, and the experimental design is not yet complete.
Oshea and Hoydis proposed and discussed several novel
applications of DL in the physical layer. By interpreting the
communication system as an autoencoder, a basic new
method for treating the communication system design as an
end-to-end reconstruction task was developed, aiming to
unite the transmitter and receiver components in a single
process. It showed how to extend this idea to a network
composed of multiple transmitters and receivers and pro-
posed the concept of a wireless transformer network as a
means of integrating expert domain knowledge into a
machine learning model [7].

1.3. Innovation in This Article. The main innovations of this
paper include the following: (1) The new algorithm proposed
in this paper can improve the accuracy and F1 value of web
page classification and is an efficient WPCA. (2) Using the
method of expanding web pages to add feature items and
improve the accuracy of classification, this method is simple
and easy to implement. The deep learning-based web page
classification algorithm proposed in this paper may lose a
low accuracy rate, but the classification efficiency is greatly
improved, and the system overhead in the classification is
also greatly reduced.

2. WPC Method Based on DL

2.1. Calculation of Keyword Rights for DL. After selecting
functional items, it is necessary to weigh each item. As a
result, the weight of more important clauses in the text will
increase. There are many calculation methods for the
weights of keywords, such as Boolean weights, weights based
on the concept of the heir, weights of TFIDF type [8, 9], etc.
The idea of the keyword extraction algorithm based on
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statistical features is to use the statistical information of the
words in the document to extract the keywords of the
document. Usually, the text is preprocessed to obtain a set of
candidate words, and then keywords are obtained from the
candidate set by means of feature value quantization. The
most successful and widely used method in calculating the
weight of keywords is “term frequency” (term “frequency”
inverse document frequency), referred to as the tfidf method
[10]. This method includes the importance of keywords in a
document and the importance of the entire data set, com-
bining the two into a single measurement.
It is usually calculated as follows:

idf, =10g(%+0.01>. (1)

Among them, N represents the total number of docu-
ments (text) in the data set: 1, represents the total number of
documents containing the keyword t,. The weight E of a
keyword d; in document wy, is calculated:

Wy = tf g xid f. (2)

Based on the if idf major, many scholars have proposed a
“standardized” improvement method for this major. The
improvement of tf is mainly to normalize the frequency of
words and map them to the amount of interval [0,1] [11],
which is as follows:

tfix* log((N/ny)+0.01)
Wi = > >
VE (tfix) * log* (N/m) +0.01)

The weight calculated by the above formula will often
contain several items with larger values than other items.
Because individual items with too high weights tend to
hinder the influence of other items during the classification
process, the frequency of statistical words needs to be
properly balanced when calculating weights [12]. The weight
calculation formula after word frequency equalization is as
follows:

(3)

(4)

\Efii x log((N/my) +0.01)
ST T tfigx og(NJmy) + 0.01)

The formula of TF-IDF is only an empirical formula;
there is no clear theoretical basis, and its physical meaning is
not clear. TF-IDF is a statistical method to assess the im-
portance of a word to a document set or one of the doc-
uments in a corpus. The importance of a word increases
proportionally to the number of times it appears in the
document but decreases inversely to the frequency it appears
in the corpus. Various forms of TE-IDF weighting are often
applied by search engines as a measure or rating of the
degree of relevance between documents and user queries.
Thorsten applied probability theory to TE-IDF, theoretically
analyzed and explained, and obtained a new classification
model. Shankar also improved TF-IDF [14]. Many people
interpret TF-IDF from the perspective of word weighting
and vector rotation and propose a method that uses an
evaluation function to replace the weighted adjusted IN
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function in text feature selection [14]. Another commonly
used normalization method, called the “log term frequency”
method, uses the following formula to calculate the value of
tf:

tfij= log(freqi,]-) + 1. (5)

The logarithmic word frequency method is the largest
method of regularization coefficients for the frequency of
text or word usage. The logarithmic function affects the word
frequency through the value of tf, reducing the high fre-
quency components of a few words in the document, re-
ducing the impact on calculation, and the weight value of the
frequency word, thereby reducing the influence of the
change in document length on this value change [13, 15].

2.2. Chinese WPC Method. According to whether the
learning is performed in the classification process, the au-
tomatic text classification technology can be divided into
two categories of guided classification and unguided clas-
sification. The belt-oriented classification is also called do-
main classification or omission classification. It refers to the
text categories determined in advance and provides text
batches classified in advance for each text category, called the
training set. In machine learning, samples are generally
divided into three independent training sets: training set
(train set), validation set (validation set), and test set (test
set). Among them, the training set is used to build the model.
The expression of the text class (i.e., class template) is de-
termined according to the training set [13]. In actual clas-
sification, the similarity between the classified text and all
class templates is calculated, and the type of all class texts is
determined according to specific classification rules [16]. The
type and number of texts are uncertain and can only be
obtained after the compilation and aggregation of the texts.
This classification method is called text clustering or un-
directed classification [17, 18]. Text aggregation usually
adopts the hierarchical aggregation (system aggregation)
method. This is often referred to as the coacervation method
or bottom-up method. The outermost object of an aggregate
is called the aggregate root, which is an entity. The aggregate
root divides a clear boundary. Objects outside the aggregate
root cannot directly access the internal objects of the ag-
gregate root. If you need to access the internal objects, you
must first access the aggregate root and then navigate to the
internal objects of the aggregate. Initially, each text is
considered a text category and then based on the text. In the
same situation between those, the same text is often com-
bined into one category. The other is called the decompo-
sition method or the top-down method, which initially
provides a rough classification of the entire text, and then
becomes more concise. The text automatic classification
technology described in this article refers to the classification
with a guide. The following is the general process of auto-
matic classification of Chinese text, as shown in Figure 1.

According to the general process of Chinese text clas-
sification shown in Figure 1, a classifier for classification can
be constructed. The working principle of Chinese WPC is
shown in Figure 2.

You can understand, according to Figure 2, the main
work cycle of automatic text classification is divided into two
stages of training and classification. During training, after
the segmentation of Chinese words and feature selection
processing, the examples of the training set will be expressed
in the form of vectors come out. This feature vector group is
used to describe the classification pattern in the classification
process. After the Chinese web pages to be classified have
undergone Chinese word segmentation and expressed as
vectors, the classification algorithm is applied to the clas-
sification patterns obtained during the training process and a
comparison is obtained. Next, the list of candidate categories
is compared with the thresholds of each category obtained
during the training process, and the categories larger than
the threshold are stored and used as the classification result
of the Web page.

2.3. Optimization Algorithm for Adaptive Parameters. The
learning rate is a very important hyperparameter in DL and
has a stupendous influence on the quality of the model. The
learning rate is a hyperparameter that guides how we should
adjust the weights of the network through the gradient of the
loss function. The lower the learning rate, the slower the loss
function changes. While using a low learning rate ensures
that we do not miss any local minima, it also means that it
will take us longer to converge, especially if we are stuck in a
plateau region. Generally speaking, in DL applications, since
the setting of the learning rate depends on artificial expe-
rience, it is often difficult for researchers to determine the
reliable learning rate. Therefore, in order to automatically
adjust the size of the learning rate, it is very meaningful to
study the optimization algorithm of adaptive parameters.
The most important function of the adaptive parameter
optimization algorithm is that each parameter has a different
learning rate and automatically adapts to these learning rates
throughout the learning process. The AdaGrad algorithm is
a general adaptive optimization algorithm. The global
learning rate of the algorithm is ¢, the initial parameter is 6,
and the value 6 (a small constant whose denominator is not
zero) introduces a gradient cumulative quantity r (initialized
to 0). In the training set, m samples {xl, X35 eees xm} are
randomly selected, the corresponding output is y;, the
neural network mapping is represented as f (x; 6), and the
loss function is L (x, y). Then the gradient calculation,
gradient accumulation and parameter update are formulated
as follows:

1 ) _ soan_ o E _
9—%VeZL(f(xiﬁ),yi),r—r+g®g,9—9 51790 (©

Among them, © is the Hadamard product of two vectors
A(ay,ay,...,a,)" and B(b,,b,,...,b,)" with the same di-
mension, then A®B = (a,b,,a,b,,...,a,b,)". Obviously,
when the parameter has a large partial derivative, the
learning rate will drop rapidly, and when the parameter has a
small partial derivative, the learning rate drops slowly.
However, in the process of increasing gradient accumula-
tion, the learning rate will gradually approach zero, ending
training early.
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F1GURE 1: The general process of automatic classification of Chinese text.
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FIGURE 2: Production principle of automatic classification of Chinese web pages.

2.4. WPC Recommendation Model Based on DL

2.4.1. Recommendation Model Based on Multilayer
Perceptron. Multilayer Perceptron (MLP) is a simple but
very effective feedforward neural network model. There are
multiple hidden layers between the output layer and the
intput layer. Widely used in the industrial field, it is also
effective for recommender systems, as you can see, according
to the three-layer MLP network structure in Figure 3.

2.4.2. Recommended Model Based on Automatic Encoder.
The autoencoder is composed of an input layer, a hidden
layer, and an output layer. The number of neurons in the
output layer is the same as the input layer, and the number of
neurons in the hidden layer is less than the input layer. Such
a structure allows the autoencoder to create a compressed
representation of hidden layer data by learning data cor-
relation. The data conversion from the input layer to the
nondisplay layer is the encoding process ¢, and the data
conversion from the non-display layer to the output layer is
the decoding process ¢. The calculation method is shown in
formulas (7) and (8).

FiGure 3: Multilayer perceptron network structure.

¢: X — Z: x—¢(x) =p(Wx +b) =z, (7)

¢: Z — X:-¢(z) =0 (Wz+Db) = x'. (8)

Deep self-encoding is an enhanced version of a simple
self-encoder with many hidden layers. The additional hidden
layer allows the self-encoder to learn the deeper functions of
the data. The first layer of the deep autoencoder can learn the
first-level characteristical of the original input, and the
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second layer can learn the second-level characteristical
corresponding to the first-level features. Applying deep self-
encoding to more complex data, extracting feature infor-
mation, performing score prediction and other activities,
and combining with the recommendation system can obtain
very good recommendation results.

2.4.3. Model Based on Convolutional Neural Network.
Convolutional neural networks (CNN) are good at pro-
cessing topological data (such as grids) and can capture the
global and local characteristics of the data. Almost all CNN-
based recommendation systems use CNN to extract features.
Weibo proposed an attention-based convolutional neural
network model recommendation system for label recom-
mendation. This is to consider the “#” tag as a multicategory
classification problem. The model consists of global channels
and local attention channels. The basic flow of the model is as
follows: use convolutional layers and convolutional layers to
obtain visual features from the image and inject user in-
formation to create personalized recommendations. You can
use Bayesian personalized sorting algorithms to calculate the
largest related labels.

2.4.4. Recommendation Model Based on Recurrent Neural
Network. Recurrent neural networks (RNN) are particularly
suitable for recommendation problems, including evalua-
tion and ranking related to recommendation systems. Re-
current Neural Networks can be trained using supervised
and unsupervised learning theories. During supervised
learning, the recurrent neural network uses the Back-
propagation (BP) algorithm to update the weight parame-
ters, and the calculation process can be analogous to the BP
Through Time (BPTT) algorithm of the recurrent neural
network. Recurrent neural networks for unsupervised
learning are used for feature learning of structural infor-
mation, and the most common form of organization is the
Recursive Auto-Encoder (RAE). In many similar word
reference systems or websites, it is difficult to obtain users’
long-term consumption habits and long-term attention. At
present, based on the interaction mechanism, the short-term
preferences of users can be fully obtained, but this part of the
data is very sparse and difficult to apply to the recom-
mendation system. Recent progress shows that RNN is very
efficient in solving this problem. Unlike feedforward neural
networks, RNNs are calculated before loops and memories.
Usually, barriers such as LSTM and GRU are actually used to
overcome the problem of gradient disappearance.

2.4.5. Recommendation Model Based on Deep Semantic
Similarity Model. The Deep Semantic Similarity Model
(DSSM) is inclusively used in the field of information search
as a deep neural network, which is very suitable for the TOP-
N recommendation. Given two sentences or text fragments,
the task of text semantic similarity is to calculate the degree
of semantic equivalence between them. As basic research in
the field of natural language processing, text semantic
similarity is becoming more and more important, and it is

helpful for many applications in the field of natural language
processing. In addition, text semantic similarity can also
provide a unified framework for evaluating various other
semantic components. The basic DSSM is composed of
MLP, and more complex neural layers can be freely added if
necessary, such as the convolutional layer and the largest
wheeled layer. Project different items into a common low-
dimensional space and use the cosine similarity calculation
method to calculate the similarity of items.

2.4.6. Emerging Methods: Neural Autoregressive Distribution
Estimation and Generative Adversarial Networks. Neural
autoregressive distribution estimation (NADE) estimates the
true distribution of the source data and compares it with
other DL-based recommendation models in some experi-
mental data sets to obtain the best recommendation accu-
racy. Generative Adversarial Network (GAN) integrates the
discriminant model and the generative model to maximize
the advantages of both parties and generate better recom-
mendation results.

3. Experiment of WPCSystem Based on DL

3.1. Experimental Environment. The experiment environ-
ment used in this article is as follows: the operating system is
Windows10; the DL framework is TensorFlow-gpu, the
version is v1.2.0; the IDE is Pycharm; the CUDA version is
v8.0; the graphics card is NVIDIA GeForce GTX 1080Ti.

3.2. Experimental Procedure. This article proposes a new
processing mechanism for web page information. The sys-
tem has greatly improved the classification effect. This ex-
periment will be divided into three parts to introduce
compliance and design of the system. First, the processing
flow of the WPC system is introduced, then the module
design of the system is introduced, and finally, the test results
of the system are discussed and analyzed.

(1) The entire working cycle of the classifier can be
divided into two parts: The training process and the
classification process. In the training process, after
the training set instance receives HTML tag analysis
processing and the differentiation of Chinese words,
the selection of feature items is expressed in vector
form. This feature vector is used to illustrate the
category pattern and is used in the classification
process. The inspection set is part of the training set,
and the interruption threshold for each category is
determined in advance by applying the corre-
sponding threshold strategy. During the classifica-
tion process, the HTML files that are classified as
Chinese web pages are analyzed and the Chinese
word segmentation is processed. After being
expressed as vectors, the classified algorithm obtains
a comparative classification pattern during the
training process to obtain a list of candidate cate-
gories. Compare the thresholds of each category and
save the categories that are larger than the threshold



to use as the classification result of the Web page.
According to the characteristics of web page pro-
cessing, the idea of module processing is proposed.
The entire classification system is divided into four
different modules: training document maintenance
module, preprocessing module, feature extraction
module, and feedback module.

(2) Maintenance and management of educational doc-
ument modules: Responsible for the management of
educational documents for learning and extracting
algorithms and functions. The main functions are
creating and deleting document classes, adding,
deleting, browsing, and indexing. The document set
will be saved in a directory tree structure according
to the category of the learning document.

(3) Preprocessing module contains 2 submodules that
can decompose HTML files and Chinese word
segmentation. The HTML file phrase analysis sub-
module will remove invalid tags, attributes, and
attribute values of HTML type web page conversion,
text conversion, and HTML format functions. It will
extract text information, location information, etc.
The Chinese word segmentation simplified pro-
cessing submodule uses a dictionary to decompose
the educational document.

(4) Feature extraction module: Feature item extraction
refers to the selection of display terms and weight
values in the target performance model. Use the
dictionary to count the frequency of the words in the
learning document, extract the function item set and
related weight values of the document class
according to the distribution of the word frequency,
and generate a feature vector table.

(5) Feedback module, that is, the threshold adjustment
process. According to directory classification, domain
name experts can correctly classify webpages classified
in advance according to webpages or separators that
have been classified in advance by inputting data,
repeating tests, and adjusting critical values.

3.3. Training Data Set. In this paper, the 1200 pairs of depth-
intensity map image pairs collected from the NYU-Depth
V2 data set have too little data and the image resolution is
too high to meet the training needs of the model. In order to
increase the number of samples, this article first crops each
pair of 640 x 480 resolution images to obtain 25 pairs of
128 x 128 resolution image pairs; and then rotates these 25
pairs of 128 x 128 resolution image pairs by 90 The operation
of degrees, 180 degrees, and 270 degrees results in a total of
70,000 image pairs; finally, the 80,000 image pairs are
mirrored to obtain the final 140,000 training samples.

4. Data Analysis of WPCA Based on DL

4.1. Analysis of WPC Effectiveness Based on Semantic Graph.
This test is based on the DL and testing the effect of the WPC
system. In the experiment, the entire contents of Table 1 and
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Figure 4 are used as a set of codes. The function word
obtained through function selection is used as the function
word set, and the text space after the word is used as the
learning text space. Compared with the TF-IDF algorithm
based on statistics, the WordRank algorithm based on the
structured PageRank algorithm and view is finally used to
train the classifier and form a classification pattern. Three
indicators are used to test performance, namely: accuracy
(P), recall speed (R), and F1. The test results are as follows.
Table 2 shows the P and R values of the three algorithms.
Figure 5 shows the performance test results of the F1 values
of the three algorithms.

Comparing the P and R values of WPC according to
Table 2 and comparing the F1 values of the weighting al-
gorithms according to Figure 5, the following conclusions
are drawn.

(1) WPC comparison chart structure based on TE-IDF
statistical algorithm PageRank-based WPCA has its
own victory or defeat. In other words, for various
types of web pages, some are in the category of
statistics, and some are more sensitive to the
meaning of words.

(2) Compared with the TF-IDF and PageRank algo-
rithms, the WordRank algorithm not only considers
the statistics of word frequencies between web page
categories but also considers the continuous mor-
pheme coherence between texts. It combines two
major categories of TF-IDF and PageRank algo-
rithms. Advantages, thus showing excellent classi-
fication ability. In addition, the word vowel pattern is
added to the text semantic logic chart. Because the
phrase can display multiple words in the dictionary,
the phrase range will become wider. Even if it is a
word not included in the training bag, a word in this
phrase will continue to be retained to provide
classified information. It has great benefits for
training with rich training content.

(3) As can be seen from Figure 5, the WordRank al-
gorithm has another advantage: relatively stable.
Although functions are different, the algorithm can
basically maintain a high level of algorithm, but the
WPC, based on the TF-IDF algorithm, can basically
reach 0.741, and the minimum value can reach 0.632,
but the maximum sum of WPC based on the Pag-
eRank algorithm The minimum value can reach
0.632, the difference between the two is 0.286. Based
on web page image design, using WordRank algo-
rithm, based on statistical word frequency, combined
with web page image analysis, can improve the
stability of the algorithm.

4.2. Comparison of Data Classification Algorithms Based on
DL and Traditional Methods. In order to verify the effec-
tiveness of the DL-based WPCA proposed in this paper, this
article will use DL-based WPCA and traditional classifica-
tion algorithm to achieve WPC for comparison. It also
compares the difference between the two classification
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TaBLE 1: Chinese web page classification data set.

Serial number Page genre Number of training samples Number of test samples
1 Game 521 236
2 Video 365 187
3 Newspapers 352 142
4 Transportation and Tourism 452 256
5 Medical health 476 219
6 Job search 325 203
7 Finance and Finance 403 174
8 Physical education 389 186
9 Educational culture 628 264
Total 3911 1867

Game

Video

Newspapers

Transportation and Tourism
Medical health

Job search

Finance and Finance
Physical education
Educational culture

EEEEEREEOEDO

FIGURE 4: Chinese web page classification data set.

TaBLE 2: Estimation of P and R values of WPC effects under three algorithms.

Category Evaluation index TFIDF PageRank WordRank
Game P 0.8147 0.7922 0.6948
R 0.9058 0.9595 0.3171
Video P 0.1270 0.6557 0.9502
R 09134 0.0357 0.0344
Newspapers P 0.6324 0.8491 0.4387
R 0.0975 0.9340 0.3816
Transportation and Tourism P 0.2785 0.6787 0.7655
R 0.5469 0.7577 0.7952
. P 0.9575 0.7431 0.1869
Medical health R 0.9649 0.3922 0.4898
Job search P 0.1576 0.6555 0.4456
R 0.9706 0.1712 0.6463
Finance and Finance P 0.9572 0.7060 0.7094
R 0.4854 0.0318 0.7547
Physical education p 0.8003 0.2769 0.2760
R 0.1419 0.0462 0.6797
. P 0.4218 0.0971 0.6551
Educational culture R 0.9157 0.8235 0.1626
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FIGURE 5: FI value performance evaluation of WPC effect under three algorithms.

algorithms in relation steps such as feature selection and
vectorized representation of web pages.

(1) In this experiment, the effect of the prior classification
method on the classification algorithm will be tested,
and a set of data will be tested within the range of the
previously introduced data set, then 300 web pages
will be randomly selected as the training set, and then
the remaining part will be selected. Randomly select
150 web pages as the test set, as shown in Figure 6.

Through the comparison of experimental classifi-
cation time, based on the consistency of the key-
words proposed in this paper, you can see the
method of WPC in advance, but it will not greatly
improve the accuracy of web page classification, but
also greatly improve the efficiency of web page
classification. The comprehensive weighting calcu-
lation method previously proposed can be used for
the selection of web page functions, which proves
that it can effectively improve the accuracy ratio,
recall speed and F1 value of web page classification.
The selection of the DL function will display the
function items that contain a lot of information and
powerful recognition capabilities.

(2) Based on previous experiments, the advanced
method put forward in this paper tested the effect of
the WPCA. The various optimization systems pro-
posed in the test can effectively solve the short-
comings of the automatic classification algorithm
applicable in the existing web page classification.
This experiment will compare the classification
quality and efliciency of the large-scale Chinese
WPCA based on DL and the traditional WPCA and
evaluate the classification algorithm proposed in this
paper through the test results. The test conditions are
shown in Table 3:

According to the above experimental data, when the
nearest neighbor is set to 3, the hash code after the

F1 i

Recall 4

Precision P '

o 01 02 03 04 05 06 07 08 09 1

== Original web page classification algorithm
= Add pre-classified classification algorithm

FiGUure 6: Impact of preclassification methods on classification
algorithms.

experiment is set to 48, and the size of the training set is
2000, the classification effect of these two classification al-
gorithms is best. Using the above comparative test condi-
tions, two different classification algorithms are used to
classify 300 web pages, and the test results are shown in
Figure 7.

After the above comparative tests, the influence of the
web page preclassification method, CW-FS feature selection
method, CW weight calculation method, and SH-FR method
on the classification algorithm proposed in this paper were
verified. The large-scale Chinese web page automatic clas-
sification algorithm based on DL is compared with the
traditional web page automatic classification algorithm.
Through the analysis of the experimental results, it can be
shown that the DL-based web classification algorithm
proposed in this paper may lose small accuracy, but the
classification efficiency is greatly improved, and the system
overhead in classification is greatly reduced. It is verified that
the DL-based automatic WPCA proposed in this paper is
more suitable for large-scale WPC than the traditional
automatic WPCA.
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TaBLE 3: Comparative test conditions.

WPCA based on DL

Traditional WPCA

Feature selection
Feature weight
Dimensionality reduction method

Classification algorithm KNN

CW-FS feature selection method
Comprehensive weight evaluation method
SH-FR dimension reduction method

Mutual Information MI Feature Selection Method
tf-idf weight calculation method

KNN

3000

2500

2000

1500

1000

500

0 /\/\

Precision Recall

F1 Time overhead

Memory
overhead

—— Web page classification algorithm based on deep learning
Traditional web page classification algorithm

Figure 7: Comparison test results.

5. Conclusions

The DL method proposed in this research can improve the
efficiency of WPC and increase the stability of the WPCA.
The second part of the experimental analysis is to compare
the performance of the classification algorithm in different
dimension feature spaces, compare the vector space, the
efficiency, and time of the algorithm, for the purpose of
proving the effectiveness of the function selection algorithm.

This paper proposes a method of expressing web page
text as a weighted directed graph and constructing a se-
mantic graph of the web page text. The establishment of the
chart. Initially, the nodes of the characteristic language
package chart are set as the bureau. Then, according to the
construction requirements of similar edges and related
edges, the words similarity and coword mining are used to
describe the relevance between the words” information.

Aiming at the characteristics of the WPC structure
under study, the contribution of the structural components
is analyzed in detail according to the performance process
of the web page. The feature extraction method of network
files and the improved tf-idf algorithm based on web in-
formation fully illustrate the characteristics of the web page.
This is used to represent a more typical vector space model
of Web pages. Experiments demonstrate that the intro-
duction of these methods can fully satisfy the actual de-
mands of users [19].

Data Availability

The data that support the findings of this study are available
from the corresponding author upon reasonable request.

Conflicts of Interest

The authors declare that they have no conflicts of interest.

Acknowledgments

The authors thank the Department of Higher Education of
the Ministry of Education of the People’s Republic of China
for its financial support for the cooperative education project
of industry-university cooperation under the contract
201702038005.

References

[1] J. Lee, “Integration of digital twin and deep learning in cyber-
physical systems: towards,” Smart Manufacturing, vol. 38,
no. 8, pp. 901-910, 2020.

[2] Y. Dong and J. Li, “Recent progresses in deep learning based
acoustic models,” IEEE/CAA Journal of Automatica Sinica,
vol. 4, no. 3, pp. 396-409, 2017.

[3] X. Song, Yi Zhu, X. Zeng, and X. Chen, “Hierarchical con-
taminated web page classification based on meta tag denoising
disposal,” Security and Communication Networks, vol. 2021,
Article ID 2470897, 11 pages, 2021.

[4] X. Wang, L. Gao, S. Mao, and S. Pandey, “CSI-based fin-
gerprinting for indoor localization: a DL approach,” IEEE
Transactions on Vehicular Technology, vol. 66, no. 1,
pp. 763-776, 2017.

[5] S. Albarqouni, C. Baur, F. Achilles, V. Belagiannis, S. Demirci,
and N. Navab, “AggNet: deep learning from crowds for mitosis
detection in breast cancer histology images,” IEEE Transactions
on Medical Imaging, vol. 35, no. 5, pp. 1313-1321, 2016.



10

(6]

(7]

(10]

(11]

(12]

(13]

(14]

(15]

(16]

(17]

(18]

(19]

D. Shen, G. Wu, and H. I. Suk, “DL in medical image analysis,”
Annual Review of Biomedical Engineering, vol. 19, no. 1,
annurev-bioeng-071516-044442, 2017.

T. Oshea and J. Hoydis, “An introduction to DL for the
physical layer,” IEEE Transactions on Cognitive Communi-
cations & Networking, vol. 3, no. 4, pp. 563-575, 2017.

M. Afzal, X. Wu, H. Chen, Y.-G. Jiang, and Q. Peng, “Web
video categorization using category-predictive classifiers and
category-specific concept classifiers,” Neurocomputing,
vol. 214, pp. 175-190, 2016.

J. Liu, Y. Su, S. Lv, and C. Huang, “Detecting web spam based
on novel features from web page source code,” Security and
Communication Networks, vol. 2020, Article ID 6662166,
14 pages, 2020.

M. Afzal, N. Shah, and T. Muhammad, “Web video classifi-
cation with visual and contextual semantics,” International
Journal of Communication Systems, vol. 32, no. 13,
Pp. €3994.1-e3994.15, 2019.

Z.Jingwei, W. Qian, Y. Qing et al., “Exploiting multi-category
characteristics and unified framework to extract web content,”
Data Science & Engineering, vol. 3, no. 2, pp. 101-114, 2018.
J. W. Hong and J. Y. Moon, “Category effect of keywords on
healthcare industry by text mining in web,” Journal of The-
oretical and Applied Information Technology, vol. 95, no. 21,
pp. 5924-5931, 2017.

W. Fan and Q. Liu, “Open scholarship ranking of Chinese
research universities,” Scientometrics, vol. 108, no. 2,
pp. 673-691, 2016.

C. Payne, N. Webborn, P. Watt, and M. Cercignani, “Poor
reproducibility of compression elastography in the Achilles
tendon: same day and consecutive day measurements,”
Skeletal Radiology, vol. 46, no. 7, pp. 889-895, 2017.

S. L. Ward, C. M. Quinn, M. A. Steurer, K. D. Liu, H. R. Flori,
and M. A. Matthay, “Variability in pediatric ideal body weight
calculation,” Pediatric Critical Care Medicine, vol. 19, no. 12,
pp. €643-e652, 2018.

J. Cao, Y. Zhang, R. Ji, and X. Li, “On application-unbiased
benchmarking of web videos from a social network per-
spective,” Multimedia Tools and Applications, vol. 75, no. 3,
pp. 1543-1556, 2016.

J. Chen and C. Yu, “A WebGIS-based system for urban
stormwater risk analysis using a cloud matter-element
model,” International Journal of Intelligent Information
Technologies, vol. 16, no. 3, pp. 80-99, 2020.

L. Zhang, T. Wang, Y. Liu, and Q. Duan, “A semi-structured
information semantic annotation method for Web pages,”
Neural Computing & Applications, vol. 32, no. 11,
pp. 6491-6501, 2020.

D. Ravi, C. Wong, F. Deligianni et al., “Deep learning for
health informatics,” IEEE Journal of Biomedical and Health
Informatics, vol. 21, no. 1, pp. 4-21, 2017.

Computational Intelligence and Neuroscience



