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Abstract

The reproducibility of published research has become an important topic in science policy. A

number of large-scale replication projects have been conducted to gauge the overall repro-

ducibility in specific academic fields. Here, we present an analysis of data from four studies

which sought to forecast the outcomes of replication projects in the social and behavioural

sciences, using human experts who participated in prediction markets and answered sur-

veys. Because the number of findings replicated and predicted in each individual study was

small, pooling the data offers an opportunity to evaluate hypotheses regarding the perfor-

mance of prediction markets and surveys at a higher power. In total, peer beliefs were elic-

ited for the replication outcomes of 103 published findings. We find there is information

within the scientific community about the replicability of scientific findings, and that both sur-

veys and prediction markets can be used to elicit and aggregate this information. Our results

show prediction markets can determine the outcomes of direct replications with 73% accu-

racy (n = 103). Both the prediction market prices, and the average survey responses are cor-

related with outcomes (0.581 and 0.564 respectively, both p < .001). We also found a

significant relationship between p-values of the original findings and replication outcomes.

The dataset is made available through the R package “pooledmaRket” and can be used to

further study community beliefs towards replications outcomes as elicited in the surveys and

prediction markets.

1 Introduction

The communication of research findings in scientific publications plays a crucial role in the

practice of science. However, relatively little is known about how reliable and representative

the disseminated pieces of information are [1, 2]. Concerns have been raised about the credi-

bility of published results following John Ioannidis’ landmark essay, “Why most published

findings are false” [3], and the identification of a considerable number of studies that turned
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out to be false positives [4, 5]. In response, several large-scale replication projects were initiated

in the fields of psychology, experimental economics, and the social sciences more generally [6–

14] to systematically evaluate a large sample of findings through direct replication. The rate of

successful replication (commonly defined as a result with a statistically significant effect size in

the same direction as the original effect) in these projects ranges from 36% to 62%. This rate,

however, cannot be easily compared across projects because key features such as the inclusion

criteria and replication power differed across projects. For a discussion of these findings in the

context of the ‘replication crisis’ see refs [1, 15–18].

Four of the large-scale replications projects were accompanied by forecasting projects: the

Reproducibility Project: Psychology (RPP) [12]; the Experimental Economics Replication

Project (EERP) [6]; the Many Labs 2 Project (ML2) [10]; and the Social Science Replication

Project (SSRP) [7]. The replications and the forecasting results were included in a single publi-

cation for EERP [6] and SSRP [7]. For RPP [12] and ML2 [10], the forecasting studies

appeared separately [19, 20]. In each of the replication projects, a set of original findings pub-

lished in the scientific literature were selected to be repeated via direct replication on new par-

ticipants and typically larger sample sizes. The purpose of the associated prediction market

studies was to investigate whether information elicited from within research communities can

be used to predict which findings in the replication projects are likely to replicate; and whether

prediction markets and surveys are useful mechanisms for eliciting such information from sci-

entists. The previously published results of the forecasting studies show that the research com-

munity can predict which findings are likelihood to replicate–with varying degrees of

accuracy. In total, peer beliefs were elicited for the replication outcomes of 103 published find-

ings in the social and behavioural sciences. We have made the resulting dataset available in an

R package–‘pooledmaRket’.

In this paper, we present an analysis of this pooled dataset, which allows for both testing

hypotheses with substantially higher statistical power and for conducting additional analyses

not possible in the previous smaller studies. In the following, we provide a methods section

with a brief review of the methodology used in the large-scale replication projects and the pre-

diction market studies as well as how the dataset is analysed in this paper. This is followed by

the results of our statistical analysis and a discussion.

2 Methods

2.1 Replication projects

Within the replication projects [6, 7, 10, 12], original findings published in the scientific litera-

ture were selected based on a set of pre-defined criteria, including research methodology, spe-

cific target journals, and time windows. Typically, one key finding of a publication was

selected to be replicated with a methodology as close as possible to the original paper. The

authors of the original papers were contacted and asked to provide feedback on the replication

designs before starting the data collection for the replications.

For RPP, EERP, and SSRP, a replication was deemed successful if it found a ‘significant

effect size at 5% in the same direction of the original study’ [12, 21]; for ML2, a replication was

deemed successful if it found ‘a significant effect size in the same direction of the original

study and a p-value smaller than 0.0001’ [10]. The latter definition of a successful replication is

more stringent because the power of the replications in the ML2 project is higher with multiple

laboratories conducting replications. The large-scale replication projects also report additional

replication outcomes such as effect sizes.

Statistical power for the replications was typically higher than for the original findings. RPP

and EERP had a statistical power of about 90% to find the original effect size. The power was
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increased substantially for the SSRP project following concerns that effect sizes for original

findings may be inflated [12, 22], which increases the chances of false negatives among the rep-

lication outcomes in the RPP and EERP projects. This was done by using a 2-stage design,

where sample sizes in the first stage were such that replications had 90% power to detect 75%

of the original effect size. The second stage was conducted if the first stage found a negative

result, and together the samples of the two stages led to the replications having 90% power to

detect 50% of the original effect size. This two-stage approach is further explained below. In

the ML2 study, replications were conducted at multiple sites with large sample sizes, resulting

in a substantially higher power.

2.2 Forecasting studies

The four forecasting studies associated with the replication projects investigated the extent to

which prediction markets and surveys can be used to forecast the replicability of published

findings. Before the replication outcomes became public information, peer researchers partici-

pated in a survey eliciting beliefs about the replication probability for findings within the repli-

cation projects and thereafter participated in prediction markets.

In the prediction markets, participants were endowed with tokens that could be used to buy

and sell contracts each of which paid one token if a finding was replicated, and zero tokens if it

was not replicated. At the end of the study, tokens earned from the contracts were converted

to monetary rewards. The emerging price for the contracts traded in the market can be inter-

preted, with some caveats [23], as a collective forecast of the probability of a study replicating.

An automated market maker implementing a logarithmic market scoring rule was used to

determine prices [24]. The prediction markets were open for two weeks in RPP, ML2, and

SSRP, and for 10 days in EERP. The most relevant information for forecasting, including the

power of the replications, was embedded in the survey and in the market questions, and the

links to the original publications were provided. The forecasters were also provided with the

pre-replication versions of the replication reports detailing the design and planned analyses of

each replication. In the case of ML2, where many replications were performed for each find-

ing, overall protocols on the replications were provided in lieu of specific replication reports.

Participants were recruited via blogs, mailing lists, and Twitter–with the focus on people

working within academia. Some participants who filled out the survey did not participate in

the prediction markets. The data presented here is restricted to only those participants who

actively participated in the markets, therefore a participant had to trade in at least one market

to be included in the survey data. As a result, both the survey and prediction market data are

based on the same participants.

Study procedures for each of the forecasting studies meet the guidelines of written docu-

mentation provided by the Ethical Review Board in Sweden. Since no sensitive personal infor-

mation was collected, we did not consider the study being eligible for review or that it required

documenting informed consent in line with the Swedish legislation on ethical review. We did

not obtain formal ethics review for the forecasting of RPP, EERP and ML2 outcomes, and did

not explicitly document informed consent. Participants who were invited to participate in

these studies received an information sheet about the design and purpose of the study and sub-

sequently could choose whether to contribute to the forecasting. For SSRP, an Ethical Review

Board application was submitted to The Regional Ethical Review Board in Stockholm (2016/

1063-31/5). The Ethical Review Board of Stockholm decided that an application was not

required by Swedish legislation and that they therefore offered only an "advisory opinion" in

which they noted that they had no ethical objections against the study. Informed consent was

explicitly documented for SSRP.
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The following subsections provide study specific details; further information is available in

the original publications.

2.2.1 RPP. The forecasting study by Dreber et al. [19] was done in conjunction with the

Reproducibility Project: Psychology (Open Science Collaboration 2015). In RPP, a sample of

findings published in the Journal of Personality and Social Psychology, Psychological Science,

and Journal of Experimental Psychology was replicated. The overall replication rate was 36%.

The total RPP included 97 original findings, 44 of which were included in both prediction

markets and surveys. Dreber et al. ran these 44 prediction markets and 44 surveys in two sepa-

rate batches in November 2012 and in October 2014 to study whether researchers’ beliefs carry

useful information about the probability of successful replication. For these 44 studies, 41 rep-

lications had been finished at the time of publication. One finding is excluded as it does not

have relevant survey forecasts, leaving a total of 40 sets of forecasts included in this dataset. Of

the 40 findings included here, prediction markets correctly predicted the outcome of the repli-

cations 70% of the time, compared with 58% for the survey. The overall replication rate of the

included 40 findings was 37.5% (see Table 1).

2.2.2 EERP. Camerer et al. [6] replicated 18 findings in the field of experimental econom-

ics, published in two of the top economic journals (American Economic Review and Quarterly

Journal of Economics). The process for selecting the finding to be replicated from a publica-

tion was as follows: (1) select the most central finding in the paper (among the between-subject

treatment comparisons) based on to what extent the findings were emphasized in the pub-

lished versions; (2) if there was more than one equally central finding, the finding (if any)

related to efficiency was picked, as efficiency is central to economics; (3) if several findings

Table 1. Main features of individual projects.

RPP EERP ML2 SSRP Pooled

data

Replication Study Ref [12] Ref [6] Ref [10] Ref [7]

Forecasting Study Ref [19] Ref [25]

Field of study Experimental

Psychology

Experimental

Economics

Experimental Psychology Experimental Social

Science

Source Journals JPSP, PS, JEP

(2008)

AER, QJE (2011–

2014)

Several psychology outlets, including

JEP, JPSP, PS (1977–2014)

Science, Nature

(2010–2015)

Replicated Findings 40 18 24 21 103

Successful replications 15 (37.5%) 11 (61.1%) 11 (45.8%) 13 (61.9%) 51 (49%)

Mean beliefs—Prediction Market 0.556 0.751 0.644 0.634 0.627

Correct–Prediction Markets (%) 28(70%) 11 (61%) 18 (75%) 18 (86%) 76 (73%)

Mean Absolute Error–Prediction Market 0.431 0.414 0.354 0.303 0.384

Mean beliefs—survey 0.546 0.711 0.647 0.605 0.610

Correct—Survey (%) 23 (58%) 11 (61%) 16 (67%) 18 (86%) 68 (66%)

Spearman Correlation–Prediction Market

and Survey beliefs

0.736 0.792 0.947 0.845 0.837

Spearman Correlation–Replication

Outcomes and Prediction Market

0.418 0.297 0.755 0.842 0.568

Spearman Correlation–Replication

Outcomes and Survey beliefs

0.243 0.516 0.731 0.760 0.557

This table contains key characteristics and summaries of the datasets and the pooled data. In calculations of correct forecasts by the prediction market and survey, we

interpreted a final price of 0.50 or greater as prediction of a successful replication; if the final price is lower than 0.50, we interpret this as prediction of a failed

replication. Overall, the actual replication rate was 49%, indicating that the forecasters were overconfident with the average market price being 0.627. Prediction Markets

tend to outperform survey’s when forecasting replication success when considering overall accuracy– 73% compared to 66%.

https://doi.org/10.1371/journal.pone.0248780.t001
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remained and they were from different separate experiments, the last experiment (in line with

RPP) was chosen; (4) if several findings still remained, one of those findings was randomly

selected for the replication. A fraction of 61% of replications were successful. Both the markets

and the survey correctly categorized 11 findings out of 18 (61%).

2.2.3 ML2. Forsell et al. [25] presents forecasts for replications included in the ML2 proj-

ect [10], a further large-scale replication project led by the Open Science Collaboration. One of

the aims of the ML2 project was to guarantee high-quality standards for the replications of

classic and contemporary findings in psychology by using large sample sizes across different

cultures and laboratories and requiring replication protocols to be peer-reviewed in advance.

The findings were selected by the authors of the ML2 project, with the aim of assuring diversity

and plurality of findings. The realized replication rate for the ML2 project was 46% (11 suc-

cessful replications out of 24 findings analysed). Although ML2 replicated in total 28 findings,

replication outcomes were only forecasted for 24 of these. The excluded findings focused on

cultural differences in effect sizes across different samples. Note that when including all 28

findings, the replication rate of the Many Labs 2 project [10] increases to 50% (14/28). Further

detail is given in Appendix A in Forsell et al. [20]. The prediction markets correctly predicted

75% of the replication outcomes. As a comparison, the survey correctly predicted 67% of repli-

cation outcomes.

2.2.4 SSRP. SSRP is a replication project covering 21 experimental social science studies

published in two high-impact interdisciplinary journals, Science and Nature [7]. SSRP was

specifically designed to address the issue of inflated effect sizes in original findings. There were

three criteria for selecting findings within publications (presented in descending order): (1)

select the first finding that reports a significant effect; (2) select the statistically significant find-

ing identified as the most important; (3) randomly select a single finding in cases of more than

one equally central result. In line with previous studies, Camerer et al. [7], also ran prediction

markets and prediction surveys to forecast whether the selected studies will replicate. The

design of SSRP for conducting replications differed from the previous projects in that it was

structured in two stages: the first stage provided 90% power to detect 75% of the original effect

size; if the replication failed, stage 2 started, and the data collection continued until there was

90% power of detecting 50% of the original effect size (pooling data from the stage 1 and stage

2 collection phases). Based on all the data collected, 62% of the 21 findings were successfully

replicated. The prediction markets followed a similar structure of the data collection: partici-

pants were randomized in two groups: in treatment 1, beliefs about replicability in stage 1

were elicited; in treatment 2, beliefs about replicability in both stage 1 and stage 2 were elicited.

In this paper, we report the results about treatment 2 only, as the replication results after Stage

2 are the most informative about the replication outcome.

2.3 Pooled dataset

Due to the high similarity in research topic and design of the four forecasting studies, they can

be pooled into a single dataset. The pooled data can be downloaded within the R package

which can be accessed at https://github.com/MichaelbGordon/pooledmaRket. The dataset is

presented in three separate tables, combined from the four forecasting studies as well as a

codebook which provides details on each of the columns within each dataset. Each table repre-

sents the key parts of the studies; replication outcomes and original findings features, survey

responses, and prediction market trades. Each of these tables is made available in the R pack-

age, as well as example code of aggregation methods.

In order to analyse the performance of the prediction markets we typically take the market

price at time of closing as the aggregated prediction of the market. For the survey we aggregate
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primarily with simple mean, but also provide performance of several other aggregations. In

total we analyse data from over 15,000 forecasts across the 103 findings, made up of 7850

trades and 7380 survey responses.

3 Results

In this section, we report and comment on the outcomes of the descriptive and statistical anal-

yses performed to compare the prediction markets results and the survey results. For all the

results reported below, the tests are interpreted as two-tailed tests and a p-value < 0.005 is

interpreted as “statistically significant” while a p-value < 0.05 as “suggestive” evidence, in line

with the recommendation of Benjamin et al. [26].

3.1 Observed and forecasted replication rates

Successful rates of replication ranged from 38% to 62%, with an overall rate of 49% for the 103

findings included in the dataset (Table 1). The Replication Project Psychology had the lowest

overall replication rate of 38%. Many Labs 2 had the second-lowest replication rate with 11 out

of 24 studies successfully replicating (45.8%). The Experimental Economics Replication Proj-

ect and Social Studies Replication Project both have replication rates around 60%.

Expected replication rates as found within prediction markets range from 56% (for RPP) to

75% (for EERP). Surveys predicted replication rates from 55% (RPP) to 71% (EERP). Overall,

the replication rates as expected by the community is around 60%. When comparing actual

with expected replication rates, both the average survey (M = 0.61, SD = 0.14) and final market

price (M = 0.63, SD = 0.21) tend to overestimate the actual rate of replication success

(M = 0.49). Paired t tests found statistically significant difference between actual replication

rate and the survey (t(102) = -2.89, p = 0.0046) and the market (t(102) = -3.43, p = 0.00088).

The binary outcome variable is correlated with both the survey responses (r(101) = .564, p

< .001, 95% CI [0.42,0.68]) and market prices(r(101) = .581, p< .001, 95% CI [0.44,0.70]), as

shown in Fig 1. When combining the final market price correlations in a random effects meta-

analysis (using the conservative Hartung-Knapp-Sidik-Jonkman method to account for the

small number of studies [27, 28]), we find a pooled correlation of 0.62 (p = 0.04, 95% CI [0.05,

0.88]) (Fig 2). There is evidence of between study heterogeneity (τ2 = 0.127, 95% CI

[0.007,2.41] and I2 = 72%, 95% CI [20.4%,90.1%]). However, with the small number of studies

included here, I2 should be interpreted in context of its 95% CI. All studies have positive corre-

lations between final market prices and replication outcomes.

Market based and survey based forecasts in all four studies are highly correlated (RPP—

rs(38) = 0.736, p< .001; EERP—rs(16) = 0 .792, p< .001; SSRP—rs(19) = 0.845, p < .001; ML2

—rs(22) = 0.947, p< .001). When considering combined data the same high correlation is

found (rs(101) = .837, p< .001; r(101) = .853, p< .001, 95% CI [0.79,0.90]); as it emerges dis-

tinctly from Fig 3.

3.2 Accuracy of forecasts

In order to assess the effectiveness of forecasters providing beliefs via prediction markets and

surveys, we analyse error rates for each method, and overall accuracy when adopting a binary

approach. For the binary approach we interpret a final price of 0.50 or greater as prediction of

a successful replication and a final price lower than 0.50 as prediction of a failed replication.

The same rules applied for surveys: we computed the mean beliefs for each study and then

interpreted that the survey predicts a successful replication if the average beliefs exceed 0.50

and a failed replication otherwise. Using this approach, the surveys never outperformed the

markets. In two cases (EERP and SSRP) they correctly categorize the same number of findings
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in the replicates/non-replicates dichotomy; in the other two studies, the markets do better

(71% vs 58% in the RPP; 75% vs 67% in the ML2). Overall, the prediction markets had an accu-

racy of 73% (75 out of 103 studies), while the surveys had an accuracy of 66% (68 out of 103

studies). However, based on a chi-square test this difference is not statistically significant (X2

(1) = 1.12, p = 0.29).

Findings that do not replicate tend to have prediction market prices below the 0.50 thresh-

old, while studies that do replicate are more concentrated above the 0.5 threshold. Out of the

Fig 1. Market beliefs. This figure plots the final prices of the 103 markets included within this dataset ordered by price. The green dots represent successful replications,

and the non-replications are represented by the red dots. The horizontal line at 0.5 indicates the binary cut off used to determine the markets aggregated prediction.

https://doi.org/10.1371/journal.pone.0248780.g001

Fig 2. Market price and replication outcome correlation and meta-analysis. Final market price and replication

outcome are shown to be correlated in each of the forecasting studies individually. Pooling the correlation using a

random effects meta-analysis provides a pooled correlation of 0.62. There is some evidence for heterogeneity between

studies with I2 = 72% (95% CI [20.4%,90.1%]), τ2 = 0.127 (95% CI [0.007,2.41]) and significant Q statistic (Q(3) = 10.7,

p = 0.013).

https://doi.org/10.1371/journal.pone.0248780.g002
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31 findings that are predicted by the market not to replicate, only three eventually replicated,

thus for these findings the market is correct more than 90% of the time. Alternatively, 25 of the

73 (66%) findings that were predicted to replicate did not. The survey-based predictions follow

a similar pattern; of the 22 findings that are predicted to not replicate by the survey, only two

eventually replicated and of the 81 studies that are predicted to successfully replicate, 33 did

not replicate. Both the market and survey-based forecasts are more accurate when concluding

that a study will not replicate rather than when concluding that a study will replicate, markets

(X2 (1) = 6.68, p = 0.01; X2 (1) = 4.45, p = 0.035 for markets and surveys respectively). This

may at least be partially due to the limited power of the replications in RPP and EERP, as some

of the failed replications may be false negatives.

The absolute error, defined as the absolute difference between actual replication outcome

(either 0 or 1) and the forecasted chance of replication, is used as an accuracy measure that

does not entail a loss of information from binarizing the aggregated forecasts. The forecasts for

SSRP had the lowest mean absolute error of 0.303 and 0.348 for the prediction markets and

survey respectively. This was followed by ML2 (market error of 0.354 and survey error of

0.394) and RPP (market error of 0.431 and survey error of 0.485). Only in EERP there was a

Fig 3. Market and survey correlations. Final Market Prices and average survey responses are highly correlated (rs(101) = .837, p< .001; r(101) = .853, p< .001). The

dotted horizontal and vertical lines indicate the 0.5 cut off points used when applying a binary forecasting approach. The top left quadrant represents those findings which

are predicted to replicate by survey but predicted to not replicate by market. The top right and bottom left quadrants contain findings where the markets and surveys

agree, predicted to replicated and to not replicate respectively. The bottom right quadrant with a single finding, is where the study is predicted to replicate by the market

but not by the survey. The colours of the findings show the replication outcome, with green indicating a successful replication outcome, and red indicating unsuccessful

replication.

https://doi.org/10.1371/journal.pone.0248780.g003
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lower absolute mean error for the survey– 0.409 compared with 0.414 for the market. Across

all 103 findings, the absolute error of the prediction markets (M = 0.384) is significantly lower

than the survey (M= 0.423) (t(102) = 3.68, p< .001). Prediction markets tend to provide more

extreme forecasts with the final price ranges being larger in all four projects than the survey

beliefs range. Quantifying extremeness as distance of a forecast from 0.5 the markets show a

significantly larger extremeness compared to the average survey (t(102) = 7.87, p<0.0001).

Overall, market-based forecasts and survey-based forecasts are similar when using a binary

metric, however the more extreme market forecasts provide a significantly better predictor

when evaluating based on error.

3.3 Aggregation methods

Using alternate aggregations of the individual survey response can create more extreme fore-

casts which have been linked to better forecasts [29]. We provide results for three additional

survey aggregation methods: median, simple voting and variance weighted mean. Simple vot-

ing includes binarizing every survey response (effectively rounding each response to either 0

or 1) and reporting the percentage of responses which vote for replication success. Variance

weighted mean is based on finding a positive relationship between variance in survey

responses and overall accuracy. We hypothesize that forecasters with a large variance in survey

responses are able to better discriminate between which studies are likely to replicate and

which aren’t likely, thus providing more extreme forecasts. On the other hand, forecasters who

are not able to discriminate provide similar forecasts for many studies, and therefore have a

low variance. The median aggregator (M = 0.63, SD = 0.17), the simple voting aggregator

(M = 0.66, SD = 0.21) and the variance weighted mean (M = 58, SD = 17) methods provided

higher variance forecasts than the mean (M = 0.610, SD = 0.14). Evaluating the survey aggrega-

tions using mean absolute error simple voting performs the best (0.39), followed variance

weighted mean (0.407) and median (0.412). The mean aggregator has the highest mean abso-

lute error of 0.422. The final market price still outperforms these alternate aggregations.

3.4 Market dynamics

Predictions market are designed to aggregate information that is widely dispersed amongst

agents. The market price is expected to converge to a relatively stable value which is inter-

preted as a probability of the outcome occurring [30, 31]. For replication markets it is

unknown how quickly the market can converge. Using both time and number of trades to

quantify how the market progresses, we can investigate on average at what point the informa-

tion distributed across the agents is ‘priced into the market’.

The number of trades in each of the markets range from 26 to 193 (M = 76, SD = 32) we

observe that each forecasting study opened their prediction markets for between 11 and 14

days. The market trades tend to be front loaded, where trading activity diminishes over the

available trading time.

As expected, the markets experience diminishing returns in terms of reduction in mean

absolute error. Reductions in mean absolute error can be modelled using LOESS regression,

where the mean absolute error is estimated at different numbers of trades [32]. This model

shows that 90% error reduction (i.e 90% of the total error reduction that will occur) happens

in the first 69 trades.

When analysing error reduction as a function of time, 65% of the error reduction that will

be achieved occurs in the first hour. 90% of total error reduction occurs within the first 161

hours of the markets (just under a week). Both in terms of number of trades and time, the aver-

age error fluctuates towards the end the market, without consistently improving forecasts,
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indicating trades made towards the end of the markets are noisy (Fig 4). However, applying a

time weighting smoothing algorithm of all trades after the first week does not result in a signif-

icant increase in accuracy.

3.5 P value analysis

The p-values of the findings has been shown to be correlated with the replication outcomes

[20, 21]. In particular two other replication based forecasting attempts has shown that p-values

are informative to a machine learning algorithm [33, 34]. We here test this relationship using

the pooled market data. One limitation of this analysis is that p-values are often reported as an

inequality or a category rather than a real number, for example a typical reported p value is

“p< 0.05”. Therefore, we transform p-values into categories. As a guide we use categories as

suggested by Benjamin et al. [26]; of ‘suggestive evidence, p> 0.005, and statistical significance

p< = 0.005. This two-category approach provides a significant relationship (F(1,101) =

26.515, p< .001, R2 = 0.2) between strength of evidence (through p-values) and replication

outcomes (b = 0.46, S.E = 0.089, p< .001). While the replication rate for findings with p< =

0.005 is about 74%, the replication rate for findings with p> 0.005 drops to 28%. The correla-

tion of p-value category and outcomes is 0.456 (95% CI 0.29,0.60], p< .001). We also study

the same effect, by running the same linear model for each study individually, and then

Fig 4. Market dynamics. Each of the subplots represent reduction in absolute error as the market progresses. Both plots include the mean (across 103 findings) absolute

error in black, and the LOESS smoothing in blue. Plot (a) describes error reduction over number of trades and plot (b) describes error reduction over time. We find that

the error falls quickly at first, however error does not reduce over.

https://doi.org/10.1371/journal.pone.0248780.g004
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combine via a random effects meta-analysis (Fig 5). The meta-analysis also shows a strong

relationship between p-value category and replication outcomes (b = 0.49, p = 0.019, 95% CI

[0.16,0.83]).

4 Discussion

In this paper, we investigate the forecasting performance of two different procedures to elicit

beliefs about replication of scientific studies: prediction markets and prediction survey. We

pooled the forecasting data using these two methods from four published papers in which fore-

casters, mainly researchers and scholars in the social sciences, estimated the probability that a

tested hypothesis taken from a paper published in scientific journals would replicate. We find

that the prediction markets correctly identify replication outcomes 73% of the time (75/103),

while the prediction surveys are correct 66% of the time (68/103). Both the prediction market

estimates, and the surveys-based estimates are highly correlated with the replication outcomes

of the studies selected for replication (Pearson correlation = 0.581 and = 0.564, respectively),

suggesting that studies that replicate can be distinguished from studies that do not successfully

replicate. However, both the forecasts elicitation methods tend to overestimate the realized

replication rates, and beliefs about replication are on average about ten percentage units larger

than the observed replication rate. The results suggest that peer beliefs can be elicited to obtain

important information about reproducibility, but the systematic overestimation of the replica-

tion probability also imply that there is room for calibrating the elicited beliefs to further

improve predictions. In terms of comparing which elicitation method performs better in the

task of aggregating beliefs and providing more accurate forecasts, our results suggest that the

markets perform somewhat better than the survey especially if evaluating based on absolute

prediction error.

We confirmed previous results which indicated that p-values, which can be interpreted as a

measure for the strength of evidence, are informative in respect to replication success. There

is, however, some debate on the appropriateness of interpreting p-values as a measure of

strength of evidence [35, 36]. While Fisher viewed smaller p-values as stronger evidence

against the null hypothesis [37], others methods have been proposed to be more suitable for

quantifying the strength of evidence [38, 39]. Our findings thus provide some context for

interpreting p-values as strength of evidence by demonstrating a relationship with replicability,

but further research could extend this by analysing the relation between replication outcomes

with other measures for the strength of evidence such as effect sizes. In addition, a meta-analy-

sis provides no evidence for the relation between the p-value and replication outcomes to differ

from project to project (or between academic fields). Conversely there is suggestive evidence

of heterogeneity in the relationship between forecast and replication outcome, as shown by the

meta-analysis of the correlations from the different projects. This heterogeneity may arise

from differences in study design, the forecasters involved, or some fields may be easier to

Fig 5. P-value and replication outcomes. The relationship between p-value category and replication is robust to a

meta-analysis, with a pooled effect of 0.49. There is no evidence for heterogeneity between studies (I2 = 41%, 95% CI

[0%, 80%], τ2 = 0.0205, 95% CI [0, 0.49] and Q (3) = 5.06, p = 0.17), however with only 4 studies included in the meta-

analysis there may be low power to detect heterogeneity. For all studies, the effect is in the same direction.

https://doi.org/10.1371/journal.pone.0248780.g005
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forecast than others. However, with only a small number of studies used in our meta-analyses,

further data are required for more conclusive results.

The data and results presented in this paper can be used for future forecasting projects that

are either planned or in progress [14], by informing experimental design and forecasting

aggregation. The results can also be used to evaluate the predictive performance of prediction

markets against other methods [33, 34, 40]. The pooled dataset presents opportunities for

other researchers investigate replicability of scientific research, human forecasts and their

intersection, as well as providing a benchmark for any further replication-based markets.
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