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Artificial intelligence applications in allergic 
rhinitis diagnosis: Focus on ensemble learning
Dai Fu1,†, Zhao Chuanliang2,3,†, Yang Jingdong4,†, Meng Yifei4, Tan Shiwang2, Qian Yue1, and Yu Shaoqing2,3,*

ABSTRACT 
Background: The diagnosis of allergic rhinitis (AR) primarily relies on symptoms and laboratory examinations. Due to limitations 
in outpatient settings, certain tests such as nasal provocation tests and nasal secretion smear examinations are not routinely 
conducted. Although there are clear diagnostic criteria, an accurate diagnosis still requires the expertise of an experienced 
doctor, considering the patient’s medical history and conducting examinations. However, differences in physician knowledge and 
limitations of examination methods can result in variations in diagnosis.

Objective: Artificial intelligence is a significant outcome of the rapid advancement in computer technology today. This study 
aims to present an intelligent diagnosis and detection method based on ensemble learning for AR.

Method: We conducted a study on AR cases and 7 other diseases exhibiting similar symptoms, including rhinosinusitis, chronic 
rhinitis, upper respiratory tract infection, etc. Clinical data, encompassing medical history, clinical symptoms, allergen detection, 
and imaging, was collected. To develop an effective classifier, multiple models were employed to train on the same batch of data. 
By utilizing ensemble learning algorithms, we obtained the final ensemble classifier known as adaptive random forest-out of bag-
easy ensemble (ARF-OOBEE). In order to perform comparative experiments, we selected 5 commonly used machine learning 
classification algorithms: Naive Bayes, support vector machine, logistic regression, multilayer perceptron, deep forest (GC Forest), 
and extreme gradient boosting (XGBoost).To evaluate the prediction performance of AR samples, various parameters such as 
precision, sensitivity, specificity, G-mean, F1-score, and area under the curve (AUC) of the receiver operating characteristic curve 
were jointly employed as evaluation indicators.

Results: We compared 7 classification models, including probability models, tree models, linear models, ensemble models, 
and neural network models. The ensemble classification algorithms, namely ARF-OOBEE and GC Forest, outperformed the other 
algorithms in terms of the comprehensive classification evaluation index. The accuracy of G-mean and AUC parameters improved 
by nearly 2% when compared to the other algorithms. Moreover, these ensemble classifiers exhibited excellent performance in 
handling large-scale data and unbalanced samples.

Conclusion: The ARF-OOBEE ensemble learning model demonstrates strong generalization performance and comprehensive 
classification abilities, making it suitable for effective application in auxiliary AR diagnosis.
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1. Introduction

Allergic rhinitis (AR) is a prevalent allergic inflammation affect-
ing the upper respiratory tract, causing significant disruptions in 
people’s daily lives. It is considered a persistent condition with 
a global upward trend in prevalence. Approximately 500 mil-
lion individuals worldwide are afflicted by AR, with the high-
est prevalence observed in developed regions such as Western 
Europe, Northern Europe, and North America, typically rang-
ing from 12% to 30% [1]. An epidemiological survey conducted 
on Chinese adults revealed a rise in AR prevalence from 11.1% 
in 2005 to 17.6% in 2011 [2, 3].

The diagnosis of AR primarily relies on symptoms and labo-
ratory examinations. However, due to limitations in outpatient 
settings, certain tests such as nasal provocation tests and nasal 
secretion smear examinations are not routinely conducted [4]. 
While the nasal provocation test is considered the gold standard 
for diagnosing AR, its usage as a routine clinical method is lim-
ited due to associated risks.

Typical symptoms of AR include paroxysmal sneezing, a 
runny nose, itchiness in the nose, and nasal congestion. These 
symptoms may be accompanied by eye-related symptoms such 
as itchy eyes, watery eyes, redness, and a burning sensation. 
The main signs of AR consist of paleness and swelling of the 
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bilateral nasal mucosa, inferior turbinate edema, and a signif-
icant amount of watery discharge from the nasal cavity [5]. In 
some cases, patients with AR may also exhibit additional signs 
such as eczema and dermatitis. In addition to symptoms and 
signs, the diagnosis of AR relies on the detection of allergens 
through methods like the skin prick test, blood tIgE and sIgE 
tests [6]. Nasal secretion smears and sIgE analysis in nasal 
lavage fluid also aid in clinical diagnosis [7]. Endoscopy or 
computed tomography (CT) can be utilized to observe phys-
ical changes in patients, such as turbinate hypertrophy and 
mucosal swelling, which assist in diagnosing sinusitis and 
nasal polyps [8].

Although there are clear diagnostic criteria, an accurate 
diagnosis still requires the expertise of an experienced doctor, 
considering the patient’s medical history and conducting exam-
inations. However, differences in physician knowledge and 
limitations of examination methods can result in variations in 
diagnosis. Artificial intelligence (AI) is an interdisciplinary field 
that encompasses theories, methods, technologies, and appli-
cation systems aimed at simulating, extending, and expanding 
human intelligence. In recent years, AI has found widespread 
application across various industries [9]. AI has developed pow-
erful algorithmic mathematical models such as decision trees, 
Naive Bayes (NB), and artificial neural networks (ANN), which 
have been utilized in intelligent control, pattern recognition, and 
prediction domains. Ensemble learning, a technique that has 
emerged in recent years, combines the predictions from multi-
ple individual learning models to obtain more accurate, robust, 
and reliable results. Integrated learning models such as boost-
ing, bagging, and random forest (RF) have been extensively 
employed in the analysis of various types of datasets. In this 
study, we aim to utilize a big data integrated learning model 
to analyze data from over 2,000 outpatient clinical cases and 
explore the application of AI-integrated learning in the clinical 
diagnosis of AR.

2. Materials and methods

2.1. Sample source

Data from a total of 2,231 cases were collected at Tongji 
Hospital and Anting Branch Hospital of Tongji University 
between April 1, 2019 and March 31, 2020. These cases com-
prised patients who were diagnosed with suspected AR. Among 
them, there were 1,335 males (59.84%) with an average age 
of (35.39 ± 19.71) years and 896 females (40.16%) with an 
average age of (37.69 ± 17.94) years. The clinical history of all 
patients was obtained, including information such as time of 
diagnosis, name, age, gender, duration of the disease, and 4 com-
mon symptoms: sneezing, runny nose, itchy nose, and nasal con-
gestion. Additionally, 2 eye symptoms were recorded. Physical 
symptoms, such as the presence of nasal polyps and nasal dis-
charge, were also noted. Blood tests were conducted, including 
routine blood tests, total IgE levels, allergen-specific IgE (SIgE) 
tests, and CT imaging.

This study primarily focused on collecting cases of AR and 6 
other diseases that exhibit similar symptoms, including sinus-
itis (RS), chronic rhinitis (RS), upper respiratory tract infection 
(URI), nasal septum deviation (NSD), adenoid hypertrophy 
(AH), and others (OTH, which includes nasal tumors). The 
diagnosis of AR, in combination with medical history and 
clinical symptoms, can be categorized into 4 types: mild inter-
mittent, mild persistent, moderate-severe intermittent, and 
moderate-severe persistent. The clinical symptom score was 

calculated using the Total Nasal Symptom Score and Total 
Ocular Symptom Score. These scores assessed the severity of 
symptoms related to stuffy nose, runny nose, itchy nose, and 
sneezing. The scores were assigned as follows: 0 for no symp-
toms, 1 for mild symptoms, 2 for moderate symptoms, and 3 
for severe symptoms [10].

2.2. Experimental setup and algorithm structure design

The dataset comprises a total of 66 features, including 16 
symptoms such as eye symptoms, nasal cavity examination, 
and runny nose. The presence or absence of symptoms is rep-
resented by 1 or 0. In the framework, the classification method 
based on association rules is compared with other classification 
methods, specifically the decision tree induction method (C4.5) 
as the former, and the probability classification method as the 
latter [11].

The classification of AR symptoms presents a unique challenge 
as it involves a multilabel learning problem, where patients may 
have other diseases concurrently. Additionally, certain tags are 
mutually exclusive. For instance, patients without AR should 
not be classified as having intermittent mild AR, and it is not 
possible to have both AR and intermittent AR simultaneously. 
To address this multilabel classification problem, conversion 
methods and adaptive algorithms are commonly employed.

Traditionally, multilabel classification is converted into mul-
tiple binary classification problems with the same number of 
labels. Various basic machine learning algorithms are then uti-
lized to train each model, creating an integrated classification 
model for multilabel classification, as depicted in Figure  1. 
Table 1 illustrates the different classification methods used for 
various rhinitis samples and types within the comprehensive 
classification model.

In the analysis, one-hot coding, also known as one-bit effec-
tive coding, is employed to encode all scenarios. This coding 
method represents N states using N binary bits (0s and 1s). 
Each state has its own binary bit, and only one-bit is active at 
any given time. One-hot encoding can handle discrete digital 
features and, to some extent, extend the features. For exam-
ple, in case A, the patient exhibits clinical symptoms such as 
eye inflammation, turbinate hypertrophy, and clear discharge. 
Under these symptoms, case A has a value of 1, while symptoms 
like tearing, pale mucosa, and mucosal hyperemia have a value 
of 0. Eventually, the doctor diagnoses the patient with AR and 

Figure 1. Multilabel classification transformation.
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NSD, assigning corresponding values of 1, while other nonex-
perienced symptoms have a value of 0, as shown in Table 2. All 
case data is processed as the symptom diagnosis input vector for 
the symptom classification model.

2.3. Unbalanced data processing

For multiclass classification, class imbalance methods such as 
SMOTE, ADASYN, and All-KNN are commonly used [12]. 
In the case of multilabel classification for rhinitis, AR patients 
accounted for 95.1% of the total patients, while a small num-
ber of patients with similar rhinitis symptoms had labels that 
constituted less than 10% of the total sample size. This leads to 
an imbalanced distribution of data across all categories, posing 
challenges for achieving balanced classification.

Applying oversampling techniques like SMOTE to the 
minority labels would increase the number of AR labels, further 
exacerbating the imbalance in the rhinitis symptom data and 
potentially reducing overall classification accuracy [13]. Actual 
clinical analysis of the collected data reveals that if the training 
set and test set are divided into a small number of labels, the lim-
ited number of samples in the test set can have a larger impact 
on the comprehensive classification, thus affecting the classifi-
cation results and the balance between labels and sample size.

To address these issues, this study employs the ADASYN 
algorithm to process the imbalanced rhinitis sample data. This 
ensures a balanced strategy for AR and its labels, effectively 
improving the classification accuracy of AR and its labels for 
most similar rhinitis diseases, and enhancing overall classifica-
tion accuracy. Additionally, some other cases of unbalanced rhi-
nitis [14]. Figure 2 shows the unbalanced split of rhinitis sample 
data.

2.4. Ensemble analysis of clinical data

To evaluate the prediction results of AR samples, various eval-
uation indicators are employed, including the confusion matrix 

comprehensive index: true positive, false negative, false positive, 
and true negative. Additionally, precision, sensitivity, specific-
ity, G-means (calculated as the square root of sensitivity mul-
tiplied by specificity), F1-score, the area under the ROC curve 
(AUC), and other parameters are used as predictive evaluation 
indicators.

In this study, a heterogeneous ensemble rhinitis classifier 
model called adaptive random forest-out of bag simple orches-
tra (ARF-OOBEE) is proposed. This model is capable of iden-
tifying multiple diseases such as sinusitis (RS) (represented as 
a binary variable) and assessing the severity or persistence of 
symptoms. By converting heterogeneous multioutput classifica-
tion problems into multilabel classification problems and mul-
tiple multiclass classification problems, this model effectively 
avoids interference between multilabel and multiclass symptom 
classification. It also allows for the use of multiple indexes or 
type labels for the same patient. The classifier is trained using 
multiple models on the same batch of data, and the ensem-
ble learning algorithm is utilized to obtain the final ensemble 
classifier.

Furthermore, this study includes comparative experiments on 
6 common machine learning classification algorithms: NB [15], 
support vector machine (SVM) [16, 17], logistic regression (LR) 
[18], multilayer perceptron [19], deep forest (GC Forest) [20], 
and extreme gradient boosting (XGBoost) [21].

3. Results

3.1. Clinical sample data analysis

Based on the distribution of included data, 2 high incidence 
areas of rhinitis symptoms can be observed: one occurs in 
pediatric patients before the age of 10, and the other is seen 
between the ages of 30 and 40 (refer to Fig. 3). There was no 
statistically significant difference in morbidity between males 
and females. According to the statistics in this study, the most 
prevalent disease is AR, accounting for 65.77% (1,818 cases). 
The second most common disease is RS, accounting for 8.90% 
(246 cases). The remaining diseases, namely 137, 134, 130, 106, 
100, and 93 cases, each account for less than 5% of the total. 
Additionally, the statistics on cumulative illnesses of patients 

Table 1.

Classification labels of diseases

Rhinitis symbol Rhinitis name Classification criteria 

AR Allergic rhinitis Binary classification
RS Rhinosinusitis Binary classification
NSD Nasal septum deviation Binary classification
CR Chronic rhinitis Binary classification
URI Upper respiratory tract infection Binary classification
AH Adenoid hypertrophy Binary classification
NAR Nonallergic rhinitis Binary classification
OTH Others Binary classification
Type Types classification of AR Multiclassification

Table 2.

One-hot encoding

Form of original data

(*Property) (*rhinitissymbol)

Property1 Property2 Property3 … Propertyn AR RS … Type 

1 0 0 … 1 1 0 … 1
0 1 0 … 1 0 1 … 0
… … … … … … … … …
1 0 1 … 0 1 0 … 0

AR, allergic rhinitis; RS, rhinosinusitis.

Figure 2. Rhinitis sample set split and equalization.
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indicate that the majority (77.27%, 1,724 cases) have only 1 
disease, while 21.56% (481 cases) have 2 diseases, and a small 
portion (1.16%, 26 cases) have 3 diseases simultaneously.

3.2. Comprehensive evaluation index

This article employs a random 10*2K-Folding cross-validation 
method to classify the samples based on the ARF-OOBEE ensem-
ble model. After testing, it is found that the number of ensemble 
learning base classifiers is 70, with a depth of 12. The results are 
compared with the prediction outcomes of 5 common machine 

learning algorithms. According to the analysis of prediction 
indices in Table 3, the ARF-OOBEE algorithm has achieved an 
improvement of nearly 2% in the accuracy of G-mean and AUC 
parameters compared to the other 5 algorithms. This indicates 
that the ARF-OOBEE model exhibits good generalization per-
formance and comprehensive classification ability for AR sam-
ples with clinical imbalance characteristics.

Parameters such as precision, sensitivity, specificity, G-mean = 
sqrt (sensitivity × specificity), F1-score, and the area under the 
ROC curve (AUC) are used together as predictive evaluation 
metrics [22]. In Table  3 and Figure  4, 7 classification models 

Figure 3. Age (A) and disease types (B) distribution in the samples: From the included data distribution, it can be found that there is a high incidence area of 
pediatric patients before the age of 10 years, and another high incidence area of rhinitis symptoms between 30 and 40 years old (A). According to statistics, 
among the 7 types of diseases studied in this article, the highest is AR accounted for 65.77% (1,818 cases), the second highest is RS accounted for 8.90% 
(246 cases), the rest are: 137, 134, 130, 106, 100, and 93 cases, accounting for less than 5%. Meanwhile, the statistics of the patients' cumulative illnesses 
revealed that the patients had at most 3 diseases at the same time, which accounted for 1.16% (26 cases); patients with 2 diseases accounted for 21.56% 
(481 cases) and with 1 disease accounted for 77.27% (1,724 cases) (B). AR, allergic rhinitis.

Table 3.

Comprehensive evaluation indicators of various machine learning algorithms

Methods F1-score Sensitivity Precision Specificity Hamming loss Accuracy G-mean AUC 

ARF-OOBEE 0.9022 ± 0.0098 0.8949 ± 0.0118 0.9151 ± 0.0165 0.9805 ± 0.0338 0.0296 ± 0.0055 0.9704 ± 0.0168 0.9367 ± 0.0138 0.9830 ± 0.0202
GcForest 0.9140 ± 0.0145 0.8980 ± 0.0144 0.9420 ± 0.0169 0.9810 ± 0.0392 0.0252 ± 0.0078 0.9748 ± 0.0210 0.9386 ± 0.0236 0.9528 ± 0.0214
LR 0.8052 ± 0.0136 0.7905 ± 0.0110 0.8622 ± 0.0160 0.9581 ± 0.0300 0.0520 ± 0.0079 0.9480 ± 0.0196 0.8703 ± 0.0210 0.9616 ± 0.0225
Naive Bayes 0.7587 ± 0.0148 0.8085 ± 0.0106 0.7404 ± 0.0130 0.9113 ± 0.0380 0.0962 ± 0.038 0.9038 ± 0.0213 0.8584 ± 0.0220 0.9153 ± 0.0222
MLP 0.7673 ± 0.0152 0.7532 ± 0.0126 0.8327 ± 0.0165 0.9409 ± 0.0099 0.0745 ± 0.0380 0.9255 ± 0.0226 0.8418 ± 0.0232 0.9070 ± 0.0236
SVM 0.7411 ± 0.0133 0.7949 ± 0.0119 0.7137 ± 0.0135 0.8941 ± 0.0333 0.1090 ± 0.0083 0.8910 ± 0.0212 0.8430 ± 0.0231 0.8789 ± 0.0230
XGBoost 0.8804 ± 0.0116 0.8552 ± 0.0114 0.9435 ± 0.0176 0.9725 ± 0.0353 0.0335 ± 0.0079 0.9665 ± 0.0185 0.9120 ± 0.0227 0.9726 ± 0.0189

ARF-OOBEE, adaptive random forest-out of bag-easy ensemble; AUC, area under the curve; LR, logistic regression; MLP, multilayer perceptron; SVM, support vector machine; XGBoost, extreme gradient 
boosting.
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are selected for comparison, including probability model, tree 
model, linear model, ensemble model, and neural network 
model. Among them, the ensemble model demonstrates the best 
and most stable performance in this article. The comprehensive 
classification evaluation index is lower than the ensemble classi-
fication algorithms ARF-OOBEE and GC Forest. The GC Forest 
algorithm consists of 2 RF and 2 extremely random trees (ERT) 
in a parallel structure, and it outperforms the single-structure 
RF algorithm in multiple comprehensive evaluation metrics, 
albeit with higher computational complexity.

Table 4 provides independent classification evaluation met-
rics for the 8 types of rhinitis symptoms in the original sample. 
Data analysis reveals that the prediction accuracy is higher for 
the binary classification of AR, RS, CS, SD, URI, AH, NAR, and 
OTH in rhinitis, while the classification of degree and type in 
multiclass rhinitis is lower. The ARF-OOBEE ensemble model 
transforms the compound label classification problem into a 
4-label classification problem and 2 multiclass classification 
problems. Multilabel classification is employed for AR, RS, 
URI, and OTH, while multicategory classification is used for 
the degree and type of AR, thereby avoiding the presence of 2 or 
more AR classification labels in the same patient simultaneously.

4. Discussion

In recent years, there has been a significant increase in the prev-
alence of AR, and its diagnosis primarily relies on symptom 
evaluation and allergen detection. However, due to the lack of 
effective and reliable diagnostic tests, the final diagnosis often 
requires expert verification based on experience [23, 24]. To 
assist junior physicians and clinicians in diagnosing allergic 
diseases, this study utilizes AI methods to extract new insights 
from previous data for training [25, 26]. By dynamically veri-
fying the rule base and employing rule inference methods, the 
clinical diagnosis support system becomes more adaptable. 
Additionally, the introduction of meta-heuristic data pre-
processing technology and ensemble classification methods 
enhances the system’s efficiency. As a result, junior clinicians 
can enhance their clinical decision-making by accurately diag-
nosing allergic diseases, facilitating earlier detection and treat-
ment of AR, and effectively managing patients’ symptoms to 
improve their quality of life.

The diagnosis of AR primarily relies on symptom assess-
ment and allergen detection [27]. However, due to the complex 
and diverse nature of nasal inflammation, it is often associated 
with other conditions such as rhinosinusitis and nasal tumors. 

Figure 4. ROC curve for ensemble analysis: precision, sensitivity, specificity, G-mean = sqrt (sensitivity × specificity), F1-score, area under ROC curve AUC, and 
other parameters together were used as predictive evaluation indicators. ARF-OOBEE and 6 machine learning algorithms for comparative experiments, includ-
ing Naive Bayes (NB), support vector machine (SVM), logistic regression (LR), multilayer perceptron (MLP), deep forest (GCForest), extreme gradient boosting 
(XGBoost). AUC, area under the curve; ROC, receiver operating characteristic.

Table 4.

Evaluation index of ARF-OOBEE in multiple label classification

Classification F1-score Sensitivity Precision Specificity Hamming loss Accuracy G-mean 

AR 0.9607 ± 0.0138 0.9472 ± 0.0115 0.9757 ± 0.0171 0.9884 ± 0.0225 0.0239 ± 0.0103 0.9761 ± 0.0363 0.9676 ± 0.0221
RS 0.9808 ± 0.0132 0.9733 ± 0.0122 0.9886 ± 0.0157 0.9984 ± 0.0165 0.0060 ± 0.0096 0.9940 ± 0.0321 0.9858 ± 0.0171
NSD 0.8687 ± 0.0122 0.8687 ± 0.0133 0.8687 ± 0.0202 0.9875 ± 0.0237 0.0243 ± 0.0088 0.9724 ± 0.0336 0.9262 ± 0.0226
CR 0.9085 ± 0.0136 0.9439 ± 0.0134 0.8791 ± 0.0241 0.9809 ± 0.0245 0.0239 ± 0.0087 0.9761 ± 0.0362 0.9622 ± 0.0251
URI 0.9142 ± 0.0123 0.9142 ± 0.0124 0.9142 ± 0.0173 0.9905 ± 0.0188 0.0179 ± 0.0083 0.9821 ± 0.0312 0.9516 ± 0.0213
AH 0.9706 ± 0.0131 0.9706 ± 0.0128 0.9706 ± 0.0219 0.9968 ± 0.0186 0.0060 ± 0.0079 0.9940 ± 0.0297 0.9837 ± 0.0228
NAR 0.7784 ± 0.0151 0.7258 ± 0.0116 0.8709 ± 0.0182 0.9921 ± 0.0193 0.0373 ± 0.0081 0.9627 ± 0.0312 0.8486 ± 0.0214
OTH 0.7974 ± 0.0142 0.7746 ± 0.0134 0.8249 ± 0.0193 0.9891 ± 0.0173 0.0269 ± 0.0099 0.9731 ± 0.0362 0.8753 ± 0.0184
Degree of AR 0.9270 ± 0.0097 0.9234 ± 0.0098 0.9311 ± 0.0211 0.9466 ± 0.0182 0.0597 ± 0.0096 0.9403 ± 0.0336 0.9349 ± 0.0204
Types of AR 0.9161 ± 0.0134 0.9075 ± 0.0108 0.9274 ± 0.0228 0.9349 ± 0.0207 0.0706 ± 0.0074 0.9294 ± 0.0321 0.9211 ± 0.0217

AH, adenoid hypertrophy; AR, allergic rhinitis; ARF-OOBEE, adaptive random forest-out of bag-easy ensemble; CR, chronic rhinitis; NAR, nonallergic rhinitis; NSD, nasal septum deviation; RS, rhinosinusitis; 
URI, upper respiratory tract infection.
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In such cases, imaging examinations can aid in the diagno-
sis of these additional diseases. Turbinate hypertrophy is also 
a characteristic change observed in AR. In our selected cases, 
coexisting conditions like rhinosinusitis and nasal polyps were 
identified. Therefore, the utilization of CT imaging can provide 
better assistance in diagnosing AR.

AI technology has the ability to learn tasks from a set of 
training examples without requiring human intervention. 
Furthermore, its objective is to generate output that is easily 
understandable by humans. In contrast, classical statistical 
methods typically involve a clear probability model and often 
require expert intervention in variable selection, problem trans-
formation, and overall structure. The general process of data 
analysis typically consists of 4 stages: (1) collecting and encod-
ing clinical data in an electronic format suitable for further 
processing; (2) utilizing feature extraction and dimensionality 
reduction techniques (such as principal component analysis) 
to process the data and select the most predictive parameters; 
(3) selecting an appropriate AI model through schema-model 
selection; and (4) extracting knowledge by evaluating accuracy, 
sensitivity, and specificity [28]. Currently, the most common 
computational models include ANN, SVM, Bayesian networks, 
fuzzy logic, and others.

In recent years, ensemble learning has emerged as a powerful 
technique for combining predictions from multiple individual 
learning models to obtain more accurate, stable, and robust 
results. Various ensemble learning models, such as boosting, 
bagging, and RF, have been proposed and applied to diverse 
datasets [29, 30]. In this study, we employed deep learning 
of ensemble learning models to compare 6 common machine 
learning classification algorithms, including RF, multilabel NB, 
multilabel SVM, multilabel LR, and GC Forest. The RF algo-
rithm served as the base classification evaluation standard and 
formed the base classifier component of other algorithms. While 
RF exhibited good classification specificity, its comprehensive 
classification evaluation index was lower than that of ensemble 
classification algorithms such as ARF-OOBEE and GC Forest. 
The GC Forest algorithm, which consists of 2 RF and 2 ERT in 
a parallel structure, demonstrated superior performance across 
multiple comprehensive evaluation metrics compared to the sin-
gle-structure RF algorithm, albeit at the cost of increased com-
putational complexity [31].

There are 2 types of outputs for AR diseases, namely degree 
and types, which fall under the category of multiclass classifi-
cation. In this study, the OOB (out-of-bag) EE ensemble clas-
sification algorithm is employed, using all samples as training 
data. The base classifier chosen is the extra-tree model, which 
helps balance the training data and enables predictions for 
unbalanced small samples. The OOBEE approach extracts data 
equal to the minority class from the majority class, combines 
the reused minority class data to construct a multigroup base 
classifier, and obtains the ensemble classifier through weighted 
voting. This technique reduces the impact of data imbalance on 
classification due to sample distribution.

The ARF-OOBEE model exhibits adaptive characteristics, 
allowing for dynamic adjustments in the number of ensemble 
RF and ERT base classifiers. Furthermore, it separately trains the 
parameters of the component classifiers. These adaptive features 
contribute to its strong comprehensive classification capabili-
ties when dealing with massive datasets and unbalanced sam-
ples. The results indicate that the ARF-OOBEE algorithm has 
achieved an improvement of nearly 2% in accuracy for G-Mean 
and AUC parameters compared to the other 5 algorithms. 
This demonstrates the ARF-OOBEE model’s effectiveness in 

achieving good generalization performance and comprehensive 
classification ability for AR samples characterized by clinical 
imbalance.

There are certain limitations in this study. Firstly, the 
diagnosis of AR primarily relies on symptom scoring and 
allergen detection. However, some patients may still exhibit 
evident symptoms despite negative test results, requiring 
additional diagnostic methods such as nasal provocation 
tests. Unfortunately, these tests are not widely accessible in 
outpatient settings, leading to potential diagnostic errors in 
individual cases. While the AI system is designed to assist 
in diagnosis, it cannot completely replace the expertise of a 
rhinologist.

This study was conducted as a dual-center study at Tongji 
Hospital of Tongji University and Anting Branch Hospital, 
which may introduce a selection bias. To address this, future 
research should consider conducting a multicenter study to 
enhance the training database for AI systems and improve their 
diagnostic capabilities. Lastly, by means of self-learning, the 
system can assist junior doctors in completing AR diagnoses 
and enhancing their diagnostic skills. However, it is important 
to acknowledge that continuous professional development and 
collaboration with experienced clinicians remain crucial for the 
ongoing improvement of diagnostic accuracy.
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