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Abstract

The ability to detect short gaps in noise is an important tool for assessing the temporal resolution in the auditory cortex.
However, the mere existence of responses to temporal gaps bounded by two short broadband markers is surprising, because
of the expected short-term suppression that is prevalent in auditory cortex. Here, we used in-vivo intracellular recordings in
anesthetized rats to dissect the synaptic mechanisms that underlie gap-related responses. When a gap is bounded by two
short markers, a gap termination response was evoked by the onset of the second marker with minimal contribution from
the offset of the first marker. Importantly, we show that the gap termination response was driven by a different (potentially
partially overlapping) synaptic population than that underlying the onset response to the first marker. This recruitment of

additional synaptic resources is a novel mechanism contributing to the important perceptual task of gap detection.
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Introduction

The ability of the auditory system to track rapid changes in
sound amplitude is crucial for processing tasks such as speech
understanding, and deficits of temporal processing are associ-
ated with speech and language disorders, learning disabilities
and low quality of life (Katz et al. 1992; Chermak and Musiek
1997; Bellis and Ferre 1999; American Speech-Language-Hearing
Association 2005). An important tool for characterizing temporal
processing consists of testing the detection of a silent gap in
noise. The shortest gaps that can be reliably detected by normal
hearing listeners are 1-3 ms long (Hirsh 1959; Green 1971). Gap
detection thresholds are affected by age (Snell 1997; Snell and
Frisina 2000; Bertoli et al. 2002) and hearing loss (Fitzgibbons
and Wightman 1982; Yin et al. 2008). Deficits in gap detection are
also present in tinnitus (Turner et al. 2006; Fournier and Hébert
2013), and are sometimes used as behavioral evidence for the
presence of tinnitus in animal models (Turner et al. 2006). In

humans, temporal gaps evoke cortical responses that include
mismatch negativity and P300 (Bertoli et al. 2002; Pratt et al.
2005). In animal models, gaps are associated with a variety of
cortical and subcortical responses (Eggermont 2000; Yin et al.
2008; Khouri et al. 2011; Weible et al. 2014; Zhao et al. 2015;
Anderson and Linden 2016; Phillips et al. 2017).

Increase in gap thresholds in the absence of hearing loss is
observed in subjects suffering from central auditory processing
disorders (CAPD). CAPD may also involve difficulty in speech
understanding in the presence of background noise, difficulties
in following spoken instructions, distraction, and academic
difficulties (American Speech-Language-Hearing Association
2005). CAPD prevalence is relatively high among the school-age
children (Musiek et al. 1990; Bamiou et al. 2001) and reaches 70%
in the older adult population (Stach et al. 1990). Similarly, tempo-
ral processing deficits show comorbidity with conditions such as
attention deficit hyperactivity disorder, language impairment,
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and learning disability, autism, and autoimmune disease (Riccio
et al. 1994; Gomez and Condon 1999; Rosen 2003; Bishop and
McArthur 2005; Bruner et al. 2009; Bhatara et al. 2013). In
consequence, understanding the mechanisms that underlie gap
detection may have widespread clinical implications.

In gap stimuli, a silent gap separates two sounds (“markers”),
usually consisting of broadband noise (BBN). Each marker
defines two auditory events, its onset and offset; the gap itself
is bounded by the offset of the first marker and the onset of
the second, both of which can evoke a neuronal response.
There is a fair amount of information about mechanisms
that shape these responses. When the first marker is long
enough, offset responses may be driven by sets of synapses
that are separate from those driving the onset responses (Scholl
et al. 2010), also described as dissociable onset-sensitive and
offset-sensitive channels (Anderson and Linden 2016). These
responses may sum up with the onset responses due to the
second marker, resulting in a marked enhancement of the
gap-related responses (Scholl et al. 2010).

In contrast, when the first marker is short, forward suppres-
sion often occurs when two successive stimuli are acoustically
matched, so that a substantial reduction in the responses to the
second marker is expected (Harris and Dallos 1979; Calford and
Semple 1995; Brosch and Schreiner 1997; Wehr and Zador 2005;
Bleeck et al. 2006; Scholes et al. 2011). Although facilitation of the
responses to a subsequent stimulus has been described, it usu-
ally occurred when the two stimuli were acoustically different
(Brosch and Schreiner 1997; Eggermont 1999; Fitzpatrick et al.
1999; Kilgard and Merzenich 1999; Wehr and Zador 2005).

Here, we show that in rat auditory cortex, onset responses
to the first and to the second markers of a gap have distinct
synaptic signatures when the first marker is short (~100 ms).
These responses differ in their excitation-inhibition balance and
are differentially affected by adaptation. This recruitment of
new synaptic resources is a novel mechanism that ensures the
representation of gaps in cortical activity in the presence of
forward masking, when other amplification mechanisms such
as the conjunction of on- and off-responses are weak or absent.

Materials and Methods

The study protocol was approved by the joint ethics committee
of the Hebrew University and Hadassah Medical Centre for
animal welfare. The Hebrew University is an Association for
Assessment and Accreditation of Laboratory Animal Care Inter-
national accredited institution. Sixty-eight adult female sabra
rats (Harlan Laboratories) were used for electrophysiological
recordings.

Animal Preparation

Surgical procedures have been described in details previously
(Taaseh et al. 2011; Yaron et al. 2012; Hershenhoren et al. 2014).
Briefly, anesthesia was induced by an initial intramuscular
injection of ketamine (~40 mg/kg) and medetomidine (~0.2/kg).
Additional smaller doses of ketamine were administered
as needed to maintain anesthesia during surgery. After
tracheotomy, the animal was ventilated (10-15 mm H,0 peak
inlet pressure, 47/min, 15-30 cc per stroke) through the cannula
by a mixture of O, and halothane (Rhodia Organique Fine Ltd)
using a small-animal ventilator (model AWS, Hallowell EMC),
and a halothane vaporizer (VIP 3000, Matrx). The halothane level
was set around 0.8% as needed. After the end of the surgery,

no further ketamine injections were given. The CO; level was
continuously monitored at the tracheal cannula. The depth of
anesthesia was judged by the lack of movement and resistance
to the respirator, and halothane level and ventilation pressure
were adjusted accordingly. Body temperature was monitored
and maintained at 36-38 °C using a rectal thermistor probe
and a feedback-controlled heating pad (FHC Inc.). Recordings
under halothane anesthesia in auditory cortex have been found
to match awake responses more closely than recordings with
other anesthetic agents (Moshitch et al. 2006).

Electrophysiology

All electrophysiological recordings were done in the left pri-
mary auditory cortex of female sabra rats. These choices were
made mostly for convenience. Since gap detection is such an
important and basic perceptual task, we do not expect large sex
effects, and indeed sex differences have not been reported in
any electrophysiological study of gap-related responses. Hemi-
spheric asymmetries have been suggested in rodents (Zatorre
et al. 2002) in some high-level auditory tasks, but not in low-
level detection tasks such as gap detection. Therefore, we do
not expect these choices to have an appreciable effect on the
conclusions of the paper.

For intracellular recordings, a small craniotomy (<1 mm) and
duratomy were performed above the left auditory cortex. Elec-
trodes were advanced slowly into the brain using a microma-
nipulator (MP-225, Sutter Instrument Company). Neurons were
recorded at depths between 200 and 1200 pm. Most whole-cell
recordings were at depths <500 pm.

Extracellular recordings were performed using an array of
four glass-coated tungsten electrodes (Alpha-Omega Ltd). Elec-
trode impedance ranged from ~0.5 to 5 M£2. An additional set of
extracellular recordings was performed in two rats using Neu-
ropixels probes (Jun et al. 2017). They were introduced into the
cortex vertically at coordinates AP: -5.2 mm posterior to Bregma,
at depth between 2.7 and 3.2 mm, corresponding to auditory
cortex. Recordings were performed using SpikeGLX (Jun et al.
2017). The data shown here were not further manually sorted,
since we report mostly population averages. Al localization was
verified by the spatial extent of the auditory activity and by the
recovered location of the electrode.

Intracellular recordings were performed with sharp elec-
trodes and with patch electrodes, which both were prepared
from a filamented borosilicate tube (1.5 mm OD, 0.86 mm ID,
Sutter Instruments). The resistance of sharp electrodes was
55-100 M2 and they were filled with 1 M potassium-acetate
solution. The bridge was balanced, and capacitance compen-
sation was used in all experiments. The signal was amplified
x10 (NeuroData IR283, Cygnus Technologies, Inc.), sampled at
12.207 kHz (Rx8, TDT, Tucker-Davis Technologies) for online
display, and stored for offline analysis. Whole-cell recordings
were performed using patch pipettes with impedance of 4-6 M2
(P-1000, Sutter Instruments). We recorded from seven neurons
using internal solution that contained 135 mM Cesium-Met.,
4 mM TEA-CI, 10 mM HEPES, 1 mM MgATP, 0.3 mM NaGTP, 3 mM
QX-314, and 10 mM phosphocreatine, for a total osmolality of
300 mOsm. We added MK-801 (1 mM) to this internal solution for
another eight neurons. We recorded from another 21 neurons
using internal solution that contained 120 mM k-gluconate,
6 mM NaCl, 10 mM HEPES, 1 mM EGTA, 0.1 mM CaCl,, 4 mM Mg-
ATP, 0.4 mM Na-GTP, 2 mM KCL, 14 mM Creatine phosphate,
and 2 mM MgCl,*6H,0 (300 mOsm). The recordings were made
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with EPC 10 USB amplifier (HEKA). The pipette capacitance and
whole cell capacitance were fully compensated. The series resis-
tance was 10-60 M£2 and was partially compensated (40-85%).
Currents were measured at a holding potential of —90 mV, near
the reversal potential of potassium, and at depolarized holding
potential, near the excitatory reversal potential. The data were
stored in computer files for offline analysis.

Stimulus and Sound Presentation

All experiments were conducted in a sound-proof chamber (IAC).
Sounds were synthesized online using Matlab (The Mathworks
Inc.), transduced to voltage signals by a sound card (HDSP9632,
RME), attenuated (PAS, TDT), and played through a sealed
speaker (EC1, TDT) into the right ear canal of the rat. In A1, the
majority of the neurons have their best responses for sounds
that are louder in the contralateral ear, and only a few do not
respond at all to contralateral stimulation (Higgins et al. 2010).

For pure tones, an attenuation level of 0 dB corresponded
approximately to 100 dB SPL with a frequency-dependent vari-
ability of ~10 dB between 1 and 32 kHz. Noise bursts were
spectrally generated and had a bandwidth of 0-60 kHz and a
spectrum level of —50 dB/, /Hz.

To determine minimal response thresholds to noise burst,
a sequence of 280 noise bursts (200-ms duration, 10-ms linear
onset/offset ramps, 500-ms interstimulus intervals [ISI, onset-
to-onset]) was presented at seven attenuation levels (—60 to 0 dB,
every 10 dB).

In the main experiments, gap stimuli were derived from
bursts of BBN with a duration of 200 ms that had 10-ms linear
onset/offset ramps. Gaps were always of full depth. Following
Eggermont (2000), gap onset was always 100 ms following stimu-
lus onset and gaps had instantaneous onset and offset. The gap
durations used in this study were 2-20 ms. Thus, the duration
of the first marker was 100 ms, with a 10-ms linear onset
ramp and an instantaneous offset. The duration of the second
marker varied between 98 and 80 ms, it had an instantaneous
onset, and it ended with a 10-ms offset ramp. These parameters
ensured that the shortest gaps we used, whose duration was
2 ms, already evoked a significant response. These stimuli were
presented at a rate of 2/s. The sound level in these experiments
was always 30 dB above noise threshold.

Tests of gaps of all durations consisted of sequences of gap
stimuli of 10 different durations ranged from 2 to 20 ms with a
resolution of 2 ms as well as a continuous BBN (nominally, a gap
duration of 0 ms). Gaps of each duration were repeated 25 or 50
times. These sequences were used in some of the intracellular
recordings and in many extracellular recordings.

Two oddball sequences consisted of intermixed gap and
noise stimuli. Both sequences had a total of 500 stimulus
presentations. In one sequence, the gap stimuli were presented
50 times and continuous noise was presented 450 times, while
in the other sequence the proportions were inverted. Sometimes
a smaller total number of stimuli were presented, keeping the
relative number of stimuli of each type. These sequences were
presented with gap durations of 2, 4, and 20 ms.

In addition to these stimuli and stimulus sequences used
in the main experiments, additional stimulus conditions were
used as controls using extracellular recordings using neuropix-
els probes. For examining the influence of the duration of the
first marker on the gap-related responses, we used 500-ms long
noise bursts (with 10-ms linear onset and offset ramps) and
placed a 20-ms gap in 10 locations from 50 to 450 ms after
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stimulus onset. Gap onsets and offsets were instantaneous in
these stimuli. ISI varied randomly between 2 and 2.5 s. Each
stimulus was repeated 20 times.

As shown later, the gap stimuli evoked responses that were
locked to the onsets of the two markers. To control for the differ-
ence in the gating of the two markers in the main experiments
(10-ms linear ramp for the first marker, instantaneous for the
second marker), we also recorded responses to gap stimuli with
a gap duration of 20 ms but different gates at stimulus onset
and at the gap. We used all four combinations of 10-ms linear
ramps and instantaneous (0-ms linear ramps) at onset and at the
gap. These stimuli had a duration of 200 ms, with the gap onset
at 100 ms. Responses to these stimuli were recorded in a block
in which each combination was repeated 20 times in a pseudo-
random order, as well as in oddball sequences constructed as
described above.

Data Analysis

The data were analyzed using Matlab (The Mathworks Inc.).
Spikes were clipped from the intracellular voltage traces. To
detect the spikes, the membrane potential was first high-pass
filtered with a corner frequency of 30 Hz. The quality of spike
detection was verified by visual inspection. The onset of a
spike was determined by the maximum acceleration of the
rising phase, and its end was determined by the time point
when the derivative was closest to zero within a period of
1.5 times the spike width after the peak of the spike. The
spikes were then clipped from the unfiltered signal, and were
replaced by a straight line from start to end of the spike. The
clipped signal thus obtained was considered in this study as the
membrane potential signal. Synaptic currents measured in the
voltage clamp mode were baseline-corrected using prestimulus
values. Extracellularly measured local field potentials (LFP) were
baseline-corrected to the 30-ms interval just preceding stimulus
onset, and averaged. Response strength was quantified by the
depth of the maximal (most negative) trough of the average
response in the time window between 0 and 70 ms after stimulus
onset. To detect multiunit activity (MUA), the raw extracellular
electrode signals were filtered between 200 and 8000 Hz. Large,
fast events were marked as spikes. The threshold for spike
detection was set to seven times the median of the absolute
deviations from the median of the filtered voltage traces (cor-
responding to more than four standard deviations for Gaussian
signals). The resulting spike trains were aligned on stimulus
onset and averaged.

The inclusion criterion for LFP, spikes, membrane poten-
tial, and membrane currents was the presence of significant
responses in the deviant condition for both peaks (P1 and P2) of
the gap stimulus. Significance test was performed by a paired t-
test between the average of the set of single-trial responses and
the corresponding prestimulus activity levels. P1 responses were
corrected relative to the prestimulus activity, while P2 responses
were corrected relative to the values in the interval between gap
onset and 5 ms after gap offset (because the onset of the gap
termination responses had a latency greater than 5 ms in all
cases).

Results

We measured responses to gap stimuli in auditory cortex of
68 rats using extracellular and intracellular recordings. All the
neurons recorded here had a relatively short response latency
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(<20 ms), robust responses to tones and to BBN, and a nar-
row frequency response area, suggesting that the responses are
recorded in Al (most likely given the location of the penetra-
tions) or AAF. The analysis is based on 54 neurons recorded intra-
cellularly using sharp electrodes, 36 neurons recorded intracel-
lularly in a whole-cell configuration, as well as LFP and MUA
recorded extracellularly from 156 sites in 10 rats. Control data
were recorded extracellularly using neuropixels probes from
another two rats.

In the main experiments, the gap stimuli consisted of two
BBN bursts (markers) with a short gap (gap duration varied from
2 to 20 ms), occurring 100 ms after stimulus onset (Fig. 1d). The
onset of the first marker and the offset of the second marker
had a linear rise/fall of 10 ms. On the other hand, the onset and
offset of the gap (the offset of the first marker and the onset
of the second marker) were instantaneous. Broadband markers,
rather than pure tones or narrowband markers, were used in
order to avoid the effects of “spectral splatter”—the activation of
distant frequency channels by abrupt auditory events. Thus, the
use of broadband markers ensured the dominance of temporal
mechanisms in shaping the responses, without the confounding
effects of spectral interactions.

These stimuli are similar to those clinically used to test for
gap detection thresholds and have been previously used (Yin
et al. 2008; Zhao et al. 2015). Other studies have used either
gaps in continuous noise or had first markers whose duration
was >200 ms (Eggermont 1999; Weible et al. 2014; Anderson and
Linden 2016). The stimuli we adopted for the current study were
relatively short but still ensured the presence of responses at the
shortest detectable gaps (Eggermont 2000).

Gap-Related Responses Are Onset Responses to the
Second Marker (Gap Termination Responses)

The evoked responses consisted of two components (called here
P1 and P2), representing the responses evoked by the onset of
the stimulus followed by the responses evoked by the onset of
the second marker (gap offset; Figs 1b,c and 2a). In the examples
shown in Fig. 1a—c, the gap-related responses occurred after the
onset of the second marker. Furthermore, their latency (relative
to the onset of the second marker) was largely independent
of gap duration. In consequence, relative to the onset of the
first marker, these responses shifted in time by an amount
equal to the gap duration. This was true for intracellular record-
ings (Fig. 1a), extracellular recordings of MUA (Fig. 1b), and LFPs
(Fig. 1c).

To quantify these observations, Fig. le displays the latency
of the gap-related responses (relative to gap onset) in Fig. 1a as
a function of gap duration. The slope of the regression line is
0.9, reflecting the close correspondence between gap duration
and the latency of the responses relative to gap onset. Overall,
12 neurons recorded intracellularly with sharp electrodes were
tested with 11 conditions consisting of 10 gap durations (2-
20 ms) as well as a no-gap stimulus (nominally, gap duration
of 0 ms) as in Fig. 1a. The estimated slopes are shown in Fig. 1f
(blue bars). Another five neurons recorded in a whole-cell con-
figuration were tested with three gap durations (10, 20, and
30 ms), and the resulting slopes are displayed in Fig. 1f as well
(brown bars). Slopes close to unity were found in 16/17 neurons.
For one neuron the slope was 0.23, and by inspection, this
neuron was the only one in this set that had offset responses
to the first marker. We therefore believe that the gap-related
response (P2) in most of our recordings is an onset response to

the second marker, and that offset responses are largely absent
under the conditions we used. Since the P2 responses were onset
responses to the second marker, in the following we use the term
“gap termination responses” to describe them. This terminology
is justified since, although these responses were evoked by the
onset of the second marker, they were obviously shaped by the
preceding gap—their timing marked the termination of the gap,
and their strength was shaped by the duration of the gap.

To determine the shortest gaps that evoked a significant
response, Figure 1g shows the average membrane potential of
the 12 neurons that were tested with 11 gap durations, at the
time window of the expected response (11 ms after the onset
of the second marker, blue bars) and the average membrane
potential of the same neurons in the same time window when
responding to a continuous BBN burst (black bars). Similar to
previous studies (Eggermont 2000; Yin et al. 2008; Zhao et al.
2015; Anderson and Linden 2016), the membrane potential fol-
lowing gaps as short as 2 ms was significantly higher on average
than the membrane potential at the corresponding time window
for continuous noise (t(11)=2.63, P =0.011).

Gap Termination Responses Increase Rapidly
with Gap Duration

In the following, we used responses to gap stimuli that occurred
as the rare stimulus (10% of the stimulus presentations) within
an oddball sequence in which the majority of the stimuli (90%)
were continuous BBN bursts. As will be shown below, under
these conditions, the gap termination responses were maxi-
mized.

Our gap stimulus consisted of two BBN markers that were
spectrally identical (Fig. 1d) with a very short intervening gap.
Under these conditions, we expected to observe strong forward
suppression (Calford and Semple 1995; Brosch and Schreiner
1997; Fitzpatrick et al. 1999; Wehr and Zador 2005). Figure 2a
displays the intracellular responses of one neuron to gaps of 2, 4,
and 20 ms. As expected, the onset response to the first marker
(P1) was similar for the three gap durations. The gap termina-
tion response (P2) shifted in time (as expected from the onset
response to the second marker), and increased substantially in
size following the longer gaps, consistent with previous studies
(Zhao et al. 2015). In consequence, the ratio of response mag-
nitudes, P2/P1, increased with gap duration. At a gap duration
of 20 ms, the response was already comparable with the onset
response (P2/P1~1). Population results are displayed for these
three gap durations in Figure 2b. While generally P2 responses
were smaller than P1 responses for the shorter gap durations, for
gaps duration of 20 ms, 39% of the neurons (21/54) had P2 > P1.

To increase the range of gap durations we tested, we recorded
extracellular responses to additional gap durations (2, 4, 10, 15,
and 20 ms). Figure 2c shows a summary of the LFP responses.
These data confirmed that longer gap durations were associated
with larger P2/P1 ratio (Fig. 2c), and suggested that response
saturation occurred for gap durations was longer than 15 ms.

These findings seem incompatible with reports showing sub-
stantial, long-duration forward masking for matching pairs of
stimuli in auditory cortex (Calford and Semple 1995; Brosch and
Schreiner 1997; Fitzpatrick et al. 1999; Wehr and Zador 2005). The
time intervals between onsets of the first and second marker in
the stimuli used here varied between 102 and 120 ms for gaps
of 2-20 ms. As a comparison, Wehr and Zador (2005) studied
forward masking using click pairs. In their hands, P2/P1 was
on average ~0.55 for a pair of clicks presented with an interval
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Figure 1. Gap-related responses are onset responses to the second marker. (a) Responses to gap stimuli, recorded intracellularly from a neuron in rat auditory cortex.
The abscissa is time around the onset of the first marker, the ordinate represents gap duration, and the color represents the membrane potential. The black lines
indicate (from left to right) the offset of the first marker (at 100 ms after marker onset), the onset of the second marker, and the offset of the second marker. Each
trace represents the average response to 25 repetitions of the corresponding gap stimulus. (b) MUA recorded from a site in rat auditory cortex. Each line shows the
responses at different gap duration, as in c. The gray patches indicate the temporal structure of the stimulus. The dashed line connects the onsets of the responses at
the different gap durations. These are the time points in which the response exceeded the pregap activity by 2 SD. (c) LFP recorded from one site. Similar conventions
as in b. Gap durations in b and in c are the same. (d) Waveform of a stimulus with a gap of 20 ms. () Relationship between gap duration and the onset of the responses,
for the neuron in a. Note the linear relationship between the two, with a slope close to 1. Regression line is in red. (f) Histograms of the slopes of the regression lines
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responses (blue, the maximum of the voltage between 0 and 70 ms after the onset of the second marker) compared with the maximum of the voltage recorded at the
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marker (red: 2 ms, green: 4 ms, and black: 20 ms). (b) Population summary for the intracellular recordings. The size of the P1 response is plotted along the abscissa,
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the averages for each gap duration and error bars are standard errors of the mean.

of 128 ms between them; for longer stimuli and shorter silent
intervals, the forward masking should have been even stronger.
In our data, P2/P1 was larger than 0.55 for 61% of the neurons
when the gap duration was 20 ms, 41% of the neurons when
the gap duration was 4 ms, and 14% of the neurons when the
gap duration was 2 ms. Even more remarkably, P2 was larger
than P1 (P2/P1>1) for 39% and 26% of the neurons recorded
intracellularly with gaps of 20 and 4 ms, respectively. Thus, gap
termination responses were substantially larger than expected
from forward masking. We therefore attempted to determine
the synaptic mechanisms underlying these remarkably large
responses.

Synaptic Fingerprints of Onset and Gap
Termination Responses

To estimate the synaptic currents that underlie the gap ter-
mination responses, we recorded neuronal responses in the
whole-cell configuration using voltage clamp. The currents were
typically recorded at holding potentials of —90 and 0 mV, approx-
imately the reversal potentials of the inhibitory and excitatory
synaptic currents (Tan et al. 2011).

The excitatory currents were estimated from the recordings
at the hyperpolarized holding potential (Fig. 3a). In eight of
these neurons, the recordings were performed in the presence
of MK801, to block NMDA currents (Fig. 3b). We compared the
currents associated with the P1 and P2 responses (each mea-
sured relative to its own baseline) for gap duration of 20 ms
(n =31). These currents were highly correlated (Fig. 3c, r =0.97,
df=29, P =0). Furthermore, there was no significant difference
between the mean current at P1 and P2 (t(30) = 0.95, P =0.34). At
the level of single neurons, significant differences between the
P1 and P2 responses were found in 16/31 cases (nine neurons
with P2 > P1 and seven neurons with P2 < P1, Fig. 3c red and blue,
respectively). Unsurprisingly, at these hyperpolarized potentials
there were no essential differences between the recordings with
(diamond markers in Fig. 3c) and without the NMDA blocker.

The determination of the inhibitory currents turned out to
be more complex. The intracellular solution we used included
blockers of voltage-sensitive channels (see Methods), but

nevertheless, in 23 neurons tested with this solution, the P1
responses (onset of the first marker) failed to reverse in the
depolarized holding potential, while the P2 responses (onset
of the second marker) reversed more often. One example is
displayed in Figure 3d, showing the currents measured in the
depolarized holding potential. We hypothesized that NMDA
currents could underlie the failure to reverse the P1 responses
at the depolarized holding potential. Adding the NMDA channel
blocker MK-801 to the intracellular solution resulted in the
reversal of both P1 and P2 synaptic currents at the depolarized
holding potential in all eight tested neurons (Fig.3e). We
conclude that NMDA currents could be involved in the excitatory
responses, with a larger contribution to the P1 than to the P2
responses.

The peak currents associated with the P1 and the P2
responses at the depolarized holding potential in the presence
of NMDA current blockage are plotted in Figure 3f. They presum-
ably reflect mostly inhibitory conductances. The magnitudes of
the inhibitory currents at P1 and P2 were significantly correlated
(r=0.32,P =0.44, n =8), although less strongly than the excitatory
currents (Fig. 3c). On average, the currents at P1 and P2 were
not significantly different from each other (t(7) = 1.04, P =0.33),
although three of the eight neurons showed significantly larger
inhibitory currents at P1 than at P2.

To further study the relative contributions of excitation and
inhibition in the sensory responses, we recorded, from another
set of neurons, responses in current clamp while injecting dif-
ferent amounts of current to the neuron (Fig. 4a). These record-
ings were performed using sharp electrodes filled with 1 M
potassium acetate. We computed the time-dependent equiva-
lent reversal potential (Fig. 4b) by fitting the following equation
to the current-voltage curve at each moment in time:

Iinj = Gtot(t) x (V(t) — Eeq(t)),

where Linj is the fixed injected current to the neuron, Giot is the
total conductance, and V(t) is the membrane potential (Wehr and
Zador 2003; Las et al. 2005). Here, Eeq = %g:*h, where G, is
the excitatory conductance and E, its reversal potential, and the
Gy is the sum of the inhibitory and leak conductances, which
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Figure 3. Synaptic currents in response to gap stimuli. (a) The excitatory synaptic currents recorded with normal NMDA currents. The gray patches are a schematic
representation of the 20-ms gap stimulus. (b) The excitatory synaptic current recorded with inactivated NMDA currents. (c) Population summary of the magnitudes
of the excitatory currents. The peak excitatory current evoked by the first marker (P1) is plotted against the peak excitatory current of evoked by the second marker
(P2) for all neurons (n =31). Red (blue) markers represent cases in which the P2 current was significantly larger (smaller) than the P1 current. Black markers represent
cases in which the P2 current was not significantly different from the P1 current. Asterisks represent cases recorded with inactivated NMDA currents. (d) The current
measured from one neuron at a holding potential of 0 mV with normal NMDA currents. Note the failure to invert the current at the onset of the first marker. (¢) The
current measured from one neuron with inactivated NMDA currents. Note the reversal of both response components. (f) Population summary of the inhibitory currents

recorded inactivated NMDA currents (n =8). Similar conventions as in (c).

are assumed to share approximately the same reversal potential
Ej. Since the conductances change as a function of time during
the stimulus, so does Eeq. Defining the synaptic balance (also
time-dependent)

Ge
B=Gevam
The equivalent reversal potential E¢q can be expressed as
the weighted sum of the excitatory and inhibitory equilibrium
potentials:

Eeq = B*Ee + (1-B) *Ej.

Thus, changes in Eeq indicate changes in B, and therefore
changes of the excitatory/inhibitory (E/I) balance,

As expected, in Fig. 4b, the equivalent reversal potential was
negative (as the weighted mean of Ej, which is negative, and
E., which is ~0). It tended to increase both at onset and at the

gap termination response, reflecting the large excitatory input
at these times. Generally, E¢q was more negative at P2 than
at P1 (Fig. 4c). These differences were statistically significant
(t(21) = —2.64, P =0.015). However, there was a large variability
between neurons (r =0.26, df =19, P =0.24). At the single neuron
level, significant differences between E.q at P1 and P2 were
found in 14/22 neurons (five neurons showed P2 > P1 [red dots]
and nine neurons showed P2 <P1 [blue dots]). These results
imply a change in the E/I balance between the onset and the
gap termination responses, with ~1/3 of the neurons showing a
relative increase in excitation relative to inhibition. There was a
weak tendency of the neurons that showed facilitation in their
gap termination responses (P2/P1> 1 with no current injection)
to also have larger Eeq during the gap termination response.
Indeed, with no current injections, six neurons had P2/P1>1,
and 16 had P2/P1 < 1. Among the neurons with P2/P1> 1, the Eeq
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Figure 4. Equivalent synaptic reversal potential in the responses to gap stimuli. (a) Example of sensory evoked responses recorded in current clamp mode, with different
current injections in one neuron. (b) The estimated reversal potential from the same neuron in a. (c) Population in logarithmic scale (n =22) showing that the reversal
potential of P2 and P1 are typically different, indicating changing E/I balance. Colored dots: as in Fig. 3c.

of 66% (4/6) was larger at P2 than at P1, showing a shift of the
E/I balance towards excitation. In contrast, only 3/16 neurons
with P2/P1 <1 had Eeq at P2 larger than at P1. This tendency just
failed to reach statistical significance (Fisher’s exact test for 2 x 2
tables, P =0.054).

Differential Adaptation of P1 and P2 Responses

The analysis of the synaptic currents, both in voltage clamp and
in current clamp, suggested that P1 and P2 responses had differ-
ent synaptic profiles. Indeed, P1 responses had a larger contribu-
tion of NMDA currents than P2. Furthermore, both excitatory and
inhibitory contributions to the P2 responses were larger than
expected: synaptic currents are expected to show significant
amount of forward masking, with the inhibition being reduced,
if anything, more than the excitation (Cohen-Kashi Malina et al.
2013). In fact, the current clamp experiments suggested that
inhibition was often larger at P2 than at P1. We therefore hypoth-
esized that the responses at P1 and P2 are generated by different
(potentially partially overlapping) sets of synapses. We tested
this hypothesis by showing that the P1 and P2 responses could
be adapted differentially.

We used stimulus-specific adaptation (SSA) for this purpose.
SSA is the larger response evoked by a stimulus that appears
rarely compared with the response of the same stimulus when
common (Ulanovsky et al. 2003; Taaseh et al. 2011; Yaron et al.
2012). SSA has been mostly studied in the spectral domain, while
here we study SSA to a temporal sound feature.

We used BBN bursts and gap stimuli in the oddball con-
figuration (Fig. 5a). We compared responses with gap stimuli
that were either standard (occurring with a probability of 0.9
in the sequence) or deviant (occurring with a probability of 0.1
in the sequence). The other stimuli in those sequences were
always broadband, continuous noise bursts of the same overall
duration.

Assume first that the same set of synapses supplies the input
at stimulus onset and at the gap. These synapses would show
some adaptation simply due to the fact that the stimuli appear
at a rate of 2/s. This set of synapses is expected be somewhat
more adapted when gaps are standard than when gaps are
deviants, because of its higher rate of activation by gaps (which
activate the hypothetical set of synapses twice at each stimulus

presentation, at onset and again at the gap). On top of that,
the gap termination responses themselves would be affected
by the presence of an onset response just 100 ms previously,
reducing them to a fixed fraction of the onset response. In con-
sequence, while the gap termination responses are expected to
be smaller when gaps are standard than when gaps are deviant,
after normalization by the onset response, the gap termination
responses should be similar when standard and when deviant.
In consequence, under these circumstances, SSA is not expected
to occur.

On the other hand, if different synaptic populations supply
inputs at stimulus onset and at the gap, the excitatory synapses
that are active during gap termination responses but not during
the onset responses would be activated relatively little when
gaps are deviant (10% of the stimuli), and would therefore sup-
port strong gap termination responses. When gaps are stan-
dard, the same population of synapses would be activated more
often, show greater adaptation, and therefore the gap termina-
tion responses are expected to be weaker. In consequence, SSA
should be present under these conditions.

The responses of a neuron recorded intracellularly to odd-
ball sequences are shown in Figures 5b-d. Figure 5b displays
the responses to a gap stimulus (gap duration 20 ms) and to
a continuous broadband stimulus, used as the deviant in an
oddball sequence in which the gap stimulus was the standard.
Figure 5c displays the responses to the same two stimuli, for
the oddball sequence in which the gap stimulus was deviant.
Figure 5d compares the average responses with the gap stimuli
from the two sequences. Clearly, while for this neuron, the P1
(onset) responses were similar for the gap stimuli when stan-
dard and when deviant, the P2 (gap) responses were larger when
the gap stimulus was deviant than when it was standard.

Figure Se-g compares the gap termination responses for
standards and deviants across the population of neurons
recorded intracellularly. Each point in the scatter represents
the average responses for the gap when deviant (ordinate)
versus the average responses for the same gap when standard
(abscissa). For statistical analysis, the P2 responses were log
transformed in order to ensure approximate normality (the log
transformation was approximately the best Box-Cox transfor-
mation for these data), and a linear mixed effects model was fit-
ted with gap duration, probability condition (standard/deviant),
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Figure 5. SSA to temporal gaps. (a) Schematic examples of an oddball sequence with gaps in the standard condition (top, s, responses to gaps in blue) and of another
oddball sequence with gaps in the deviant condition (bottom, d, responses to gaps in red). Black bars indicate continuous noise played as the other stimulus in the
sequence (top: as deviant, bottom: as standard). (b) Responses of one neuron to the oddball sequence in which the gap stimulus was standard (here and elsewhere,
solid blue line) and the continuous noise was deviant (dashed black line). The gray patches are a schematic representation of the 20-ms gap stimulus. (c) Responses of
the same neuron in (b) for the stimuli in the opposite sequence, in which the gap stimulus was deviant (here and elsewhere, solid red line) and the continuous noise
was standard (dashed black line). (d) Comparison of the responses with the gap stimulus in the two different sequences. (e-g) Population summary of the responses
recorded intracellularly to gaps of different durations. Each point represents the average responses of P2 in standard sequence (abscissa) versus the average responses
of P2 in deviant sequence (ordinate) in the same neuron. (e) 20-ms gaps. (f) 4-ms gaps. (9) 2-ms gaps. (h-j) P2/P1 ratio calculated for the responses to the gap stimulus
in the standard condition (abscissa) plotted against the same ratio for the responses to the gap stimulus in the deviant condition in the same neuron. The solid lines
mark P2/P1=1, and dashed lines mark P2/P1=0.55.
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Figure 6. SSA to temporal gaps in extracellular recording. (a) Each panel displays the LFP responses recorded from one site to standard (blue) and deviant (red) gaps.
Gap duration is marked at the top of each panel. The gray patches are a schematic representation of the gap stimuli. (b) Same as (a), MUA recordings from one site. (c)
Population summary of the LFP responses to the gap stimuli. Each panel shows the P2/P1 ratio for gaps in the deviant condition (ordinate) plotted against the P2/P1

ratio in standard condition (abscissa) at the same recording site.

and their interaction as fixed factors, and with neuron and
animal as random factors. Gap duration was entered as a
numerical variable, so that the model tested a linear dependence
of response size on gap duration. There was a significant main
effect of probability condition (F(1,240)=4.2, P =0.039; deviant
responses were significantly larger than standard responses) as
well as gap duration (F(1,240)=20.2,P =1.1¥10~°; gap termination
responses increased with increasing gap duration). However,
the interaction was not significant (F(1,240)=0.51, P =0.47),
suggesting a multiplicative effect of the probability condition
on the P2/P1 ratio, independent of gap duration.

The larger responses at the gap when deviant than when
standard could result from activity-dependent fatigue, because
(as explained above) the more activity was evoked in oddball
sequences with gap standards than in oddball sequences with
gap deviants (since gap stimuli evoked a pair of responses,
once at onset and a second time at the gap). To show that the
larger deviant gap termination responses cannot be accounted
for by such fatigue, we used the P1 response as a measure of
the overall fatigue induced by the stimulation sequence. We
then normalized the gap termination response (P2) by the onset
response (P1). Figure 5h—j compare P2/P1 response ratios for the
gaps when standard and when deviant. This ratio would be
expected to remain largely constant in the presence of simple
activity-dependent fatigue affecting all synaptic inputs. The
values P2/P1=1 (black lines) and P2/P1=0.55 (dashed lines), cor-
responding to the level of recovery of P2 at an interval of 128 ms
reported in Wehr and Zador (2005), are highlighted. These data
were analyzed as above, after log transformation, using a linear

mixed effects model with probability condition (standard/de-
viant), gap duration and their interaction as fixed factors, and
with neuron and rat as random factors. There was a significant
main effect of probability condition (F(1,214)=6.96, P =0.0089)
and gap duration (F(1,214)=16.0, P =8.9*107°). As above, the
interaction was not significant (F(1,214) =1.49, P =0.22).

Using extracellular recordings, it became possible to test gap
termination responses at additional gap durations. We report
here the responses of LFP and unsorted MUA. Figure 6a shows
examples of the average LFP evoked by standard (blue) and
deviant (red) gaps. These responses are from different recording
sites. In all examples, the deviant response was larger than
the standard response. The ratio P2/P1 could be smaller than
1 for standard responses and larger than 1 for the same gap
when deviant (e.g., for the gaps of 15 and 20 ms). Figure 6b
shows examples of MUA responses to gaps, again illustrating
the stronger responses evoked by deviant gaps relative to those
evoked by standard gaps with the same gap duration.

We compared directly the P2/P1 ratio when gaps were stan-
dard and when they were deviant (Fig. 6¢). Using the same
statistical design as for the intracellular data (Fig. 5h—j) repro-
duced the same findings—there were significant main effects
of probability condition (F(1,578)=19.5, P =1.2*107°) and gap
duration (F(1,578) =74.7,P =5.4*10~") but the interaction was not
significant (F(1,578)=0.13, P =0.71).

In the neurons recorded intracellularly, it was possible
to estimate the excitatory currents and equivalent reversal
potentials for the gap termination responses, separately in the
standard and deviant conditions. An example of the excitatory



Synaptic Recruitment Enhances Gap Termination Responses in Auditory Cortex Awwad et al.

a
0.01 —
<
(e
-0.14 ]
c
10 —
>
e
o
(O]
L
<
-2 1 |
0 100 200

time, ms

| 4475

b
3 —
O
= O
.g 2
@
3 9%
7. 8¢
= + 7] O
S ©
0 T T |
0 1 2 3
P2/P1, standard
d
3 —_
)
S
° @)
5 e O )
[a 14
N
o
§
0 ] I |

0 1 2 3
P2/P1, standard

Figure 7. Changing balance between excitation and inhibition in the responses to standard and deviant gap stimuli. (a) Excitatory synaptic currents recorded from one
neuron. Black: standard; cyan: deviant. (b) Population summary of the P2/P1 ratios for the excitatory currents when the gap was standard (abscissa) versus the same
ratio when the gap was deviant (ordinate). (c) An example of the equivalent synaptic reversal potential estimated in current clamp mode: the blue trace shows the
responses for the gap in the standard condition, the red trace in the deviant condition. (d) Population summary of the P2/P1 ratios of the equivalent synaptic reversal
potentials estimated in current clamp mode for the standard condition (abscissa) versus deviant (ordinate). Points above the diagonal indicate P2/P1 ratios that are

larger in the deviant than in the standard condition.

synaptic currents, measured in the voltage clamp mode at a
holding potential of —90 mV for standards and deviant gap
stimuli, is shown in Fig. 7a. The P2/P1 ratios for the excitatory
currents tended to be larger when the gaps were deviants
(Fig. 7D, t(22) =2.79, P =0.010). SSA was not tested in the neurons
recorded with MK801 in the intracellular solution, and therefore
the inhibitory currents evoked by standards and deviants
cannot be compared. However, in current clamp experiments,
Eeq tended to be larger for gaps when deviants than when
standards. One example is shown in Figure 7c, and Figure 7d
displays the population results. The P2/P1 ratio of the E¢q was
significantly larger on average for deviant than for standard gaps
(two tailed paired t-test, t(21)=2.33, P =0.029). Thus, when gaps
were deviant, not only were the P2 responses larger, but also
the E/I balance during the gap termination response shifted
to relatively higher levels of excitation even when taking into
account the larger P1 responses.

Controls and Extensions

The main experiments used only a limited set of gap stimuli.
In order to generalize our conclusions, we tested addi-
tional stimulus conditions using extracellular recordings.
These experiments were conducted using neuropixels probes,
allowing us to record from hundreds of neuronal clusters
simultaneously.

The first set of extensions concerned the duration of the first
marker, which was fixed at 100 ms in the main experiments.
There are two reasons to expect that longer first markers would
enhance subsequent gap termination responses. First, longer
first markers enhance offset responses, and offset responses to
the first marker may sum up with onset responses to the second
marker to enhance the gap termination responses (Scholl et al.
2010; Keller et al. 2018). First markers had to be >200-ms long
for these effects to become important. Second, with longer first
markers, there is more time to recover from synaptic depression
caused by the onset response, also potentially enhancing the
responses to the onset of the second marker.

The responses to 20-ms gaps inserted at different points
along a 500-ms long BBN stimulus are displayed in Figure 8a,b.
Figure 8a displays the responses recorded in one penetration,
averaged across all units (n =176). The responses are clearly
locked to the onset of the second marker (dashed lines) at all
conditions. However, contrary to the hypothesis above, instead
of a monotonic increase, the responses increased to a maximum
when the first marker was 100-ms long, but the responses
decreased with longer first markers. The average responses over
all recordings (Fig. 8b, n =1678 units from n =7 penetrations in
two animals) also had a maximum around a first marker dura-
tion of 100 ms. At the longest first markers, the gap termination
responses decreased to the level of the responses with very short
first markers or even lower.



4476 | Cerebral Cortex, 2020, Vol. 30, No. 8

0.04 —
I gap
I onset
] n
2 4
a. o
0 0
< 5
= S
= =
0
0 0 100 550
Gap location after onset, ms
C d e
e ) ONSEt 10 gap rh
10 onset 10 gap
Oonset0gap ¥ rh
10 onset 0 gap § =i
wn & 1
F o
" o
=
i | l_/\~ 0- || || 5
0 100 200 Onset Gap 1 2 3 4
Time, ms
0.0074 - 9 ] |

MUA, SPK/s
R
%
?)
22

0 100 200
Time, ms

Mean of P2/P1
-
—
i
-

dev std
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These data were analyzed using a linear mixed effects
model, with the duration of the first marker as a fixed factor
and unit identity as a random factor. There was a significant
effect of the duration of the first marker (F(10,16769)=43.7,
P =1.7*107%). Post-hoc pairwise comparisons between the gap
termination responses at all first marker durations (using a
Benjamini-Hochberg correction for multiple comparisons with
a family-wise detection rate of 0.05) showed that the gap
termination response at 100 ms was significantly larger than
the gap termination response at 50 ms as well as from the
gap termination responses for first marker duration of 200 ms
and greater. These results are consistent with the recruitment
of synaptic resources by the gap termination responses, with
the added information that these effects are largest around
100-200 ms after stimulus onset.

The second extension involved the gating of the gap. In the
main experiments, all stimuli had a first marker with a 10-ms
linear onset ramp but instantaneous offset, while the second
marker had an instantaneous onset and a 10-ms linear offset
ramp. It is well known that the shape of the onset and offset
gates has strong effects on neuronal responses. Thus, the size
of the gap termination responses could be accounted for by
the instantaneous gating of the noise at the beginning of the
second marker: shorter gates are often more efficient at eliciting
neurons responses.

To test the role of the onset gates in shaping gap termination
responses, we recorded the responses evoked by a 20-ms gap
with all possible combinations of instantaneous (0 ms) and
linear ramp (10 ms) gates. The gaps were introduced into a 200-
ms long noise burst, with gap onset at 100 ms after stimulus
onset, as in the main experiments. The different gate condi-
tions were presented in pseudorandom order with intervals of
2-2.5 s between sound presentations. Responses to all gating
conditions are shown in Figure 8¢, averaged over all respond-
ing units within one of the penetrations (n =226). Figure 8d
shows the average response at the onset and at the gap for
the four types of stimuli (n =657 units from seven penetrations
in two animals). Figure 8e shows the distribution of normal-
ized gap termination response, P2/P1, which we use to control
for the effect of the onset response on the gap termination
response.

These data were analyzed using a linear mixed effects model.
The fixed factors were the response type (onset or gap) and the
gate type—instantaneous (0 ms) or linear (10 ms), at onset and at
the gap. The model also included all interactions. Unit identity
was used as a random factor. There was a significant main effect
of response type (F(1,5248) =58.6,P = 2.3*10~14), of the onset ramp
(F(1,5248) =12.4, P =0.00043), and a significant interaction of the
response type (onset or gap) with the gap ramp (F(1,5248) =202,
P =7.2*107°). This last was expected, since the gap ramp should
not affect the onset response.

The onset responses with an instantaneous gate were
significantly larger than with the 10-ms ramp (F(1,5248) =36.8,
P =1.4*107%; compare the blue and yellow bars with the red and
purple bars in Fig. 8d, onset). The gap termination responses
were also significantly larger when the instantaneous gate
was used at the gap (F(1,5248) =92.6, P =1.6*10~2}; compare the
blue and red bars with the yellow and purple bars in Fig. &d,
gap). Importantly, the effect of the gate shape at the gap was
significantly larger than at onset (F(1,5248) =6.1, P =0.013). This
finding suggests that the responses at onset and at the gap are
shaped by different mechanisms, consistent with the notion of
recruitment of additional synaptic resources.
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In order to study the interaction between the onset and
gap gates, we used the normalized responses P2/P1 (Fig. 8e).
The main determinant of these was obviously the gating of
the gap, with the responses to instantaneous gating being sub-
stantially larger than with the 10-ms ramp (F(1,1498) = 16.2,
P =5.9%107°). However, the onset ramp affected the responses
as well (F(1,1498) = 9.6, P =0.0019). Importantly, the two were
different from each other (F(1,1498) = 25.9, P =4.1*1077) with
the gating of the gap affecting the responses substantially more
than the gating at onset.

Finally, we tested the effects of the gate shapes on the dif-
ferential adaptation of the gap termination responses in odd-
ball sequences. We used again all four combinations of gates—
instantaneous and a 10-ms ramp, at stimulus onset and at the
gap. The other stimulus in these sequences was again a BBN, and
its onset gate was matched to the onset gate of the gap in each
condition. We calculate the P2/P1 ratio for used as standards
and as deviant for each condition. If the recruitment of synaptic
resources would be specific to the instantaneous gap, we would
not expect to find SSA when both onset and gap were gated with
a 10-ms ramp, or when both onset and gap had an instantaneous
gate.

Examples of responses are shown in one penetration, aver-
aged over all units (Fig. 8f-i). The population distribution of the
P2/P1 ratios (from seven penetrations in two animals) at the gap
when standard and when deviant is displayed in Figure 8j-m. A
linear mixed effects model was fitted with the ramp conditions
at onset and at the gap, as well as the probability condition
(standard vs. deviant), as fixed factors. Unit identity was a
random factor. Clearly, SSA was present in all gating combi-
nations (deviant vs. standard: F(1,3175) = 379, P =6.6*107%).
Importantly, the gate at onset did not affect significantly the
amount of SSA (when the gap was gated instantaneously, the
difference in the amount of SSA between the two onset gates
was barely significant, F(1,3175) = 4.08, P =0.0435; when the
gap was gated with a 10-ms linear ramp, the difference in the
amount of SSA between the two onset gates was not significant,
F(1,3175)=0.243, P =0.62). Thus, the hypothesized recruitment of
additional resources did not depend on the onset gate.

Discussion

Gap detection is an important index of temporal resolution
in the auditory system. Gap detection thresholds are associ-
ated with consequences beyond mere sensory performance
(Fitzgibbons and Wightman 1982; Snell and Frisina 2000; Rosen
2003; Bhatara et al. 2013). Here, we explicitly demonstrate the
involvement of cortical mechanisms in shaping gap termination
responses. We demonstrate that the gap-related responses,
in our hands primarily responses to the onset of the second
marker (gap termination responses), engage synaptic resources
that are at least partially different than those underlying the
onset responses to the first marker. The most surprising feature
of these responses, at least in some of the neurons, is their
unexpected large excitatory component.

Gaps evoke responses throughout the auditory system.
These responses are usually related to one of the two acoustic
events that define the gap—the offset of the first marker (gap
onset) and the onset of the second marker (gap offset). For
example, some neurons in mouse auditory cortex have off
responses that are believed to be evoked by synapses distinct
from those that evoke the onset response (Scholl et al. 2010).
These responses may reflect an off pathway already apparent in
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the thalamus (Anderson and Linden 2016). Off responses tend to
have longer duration and smaller amplitude than corresponding
onset responses (Scholl et al. 2010). Recent work suggested an
important role for off responses in shaping sensitivity to gaps,
since the summation of the off response of the first marker
and of the on responses of the second marker facilitates the
responses evoked by the gap.

Here, the vast majority of the responses consisted of onset
responses to the second marker. We had little evidence for
responses evoked by the offset of the first marker. The pre-
dominance of onset responses to the second marker in our
hands may reflect a species difference—most recent studies
of off responses in rodent auditory cortex are in mice, rather
than rats. However, we believe that other differences are more
important. Indeed, off responses are much more common when
using tonal stimuli (Brugge and Merzenich 1973; Chimoto et al.
2002; Moshitch et al. 2006; Scholl et al. 2010) than when using
BBN (Eggermont 2000). In mice, short (<100 ms) BBN bursts do
not evoke much of an off response, and even longer bursts
rarely evoke off responses in pyramidal neurons. Most neurons
we recorded from in rats are likely to be pyramidal. Thus, our
stimuli, consisting of gaps that follow short first markers, most
probably did not engage the off pathway (Anderson and Linden
2016) to any substantial degree.

One of the most reproducible finding in auditory cortex is
the presence of strong and long-lasting forward suppression—
very often, the response to a probe stimulus shortly following a
masker tends to be smaller than the responses to the masker
(Harris and Dallos 1979; Calford and Semple 1995; Brosch and
Schreiner 1997; Wehr and Zador 2005; Bleeck et al. 2006; Scholes
et al. 2011). Facilitation does occur sometimes, but mainly when
the probe and the marker are spectrally unmatched (Brosch and
Schreiner 1997; Brosch et al. 1999; Bartlett and Wang 2005). In
click trains, the response to a second click has been reported to
be sometimes larger than to the first, but this occurred mostly
when interclick interval was around 300 ms (Christianson et al.
2011), substantially longer than the interval between the onsets
of the two markers (102-120 ms). Wehr and Zador (2005), using
click pairs, reported that at an interval of 128 ms, the response
to the second click reached on average ~55% of the response to
the first click in their sample of neurons. Their interval of 128 ms
was the closest to the interval between the onsets of the first
and second markers in our experiments. Wehr and Zador (2005)
argued that the suppression they observed in the response to
the second click was due to a long lasting synaptic depression.

Here, some single neurons recorded intracellularly as well
as extracellular recordings show P2/P1> 0.55 even for gaps as
short as 2 ms, and a substantial number of recordings showed
P2/P1>1 for gaps of 20 ms, particularly when deviant in an
oddball sequence. Such large responses are particularly puzzling
since gap stimuli should, if anything, produce more synaptic
depression and reduce the time available for recovery relative
to the very short stimuli used by Wehr and Zador (2005). Thus,
although the mere existence of gap-related responses is well
established (Ison 1982; Eggermont 1999, 2000; Khouri et al. 2011,
Weible et al. 2014; Anderson and Linden 2016), their substantial
size as well as their steep dependence on gap duration under the
conditions used here were surprising.

Instead of the expected strong suppression of the excitatory
currents due to forward masking, we show here that the exci-
tatory synaptic currents at the onset response were comparable
with those evoked at the gap termination response for gaps as
short as 20 ms (Fig. 3c). We provide evidence for the engagement

of a fresh synaptic population in the generation of the gap
termination response.

The main experiments provided a number of observations
supporting this conclusion. First, NMDA currents had substan-
tial contribution to P1 but a smaller one to P2 (Fig. 3d,e). Second,
while the excitatory inputs were comparable at the P1 and
P2 responses, inhibition was much more variable (Figs 3f and
4c), and the E/I balance sometimes increased and sometimes
decreased at the P2 responses relative to the onset responses.
Third, the gap termination responses adapted differentially in
oddball sequences, with P2/P1 being larger when gaps were
deviants than when they were standards, suggesting that the
P2 response involved a different set of synapses than those acti-
vated by stimulus onset. When gaps are deviant, these synapses
(or their parent neurons) show a change in E/I balance, with exci-
tation become more prominent than when gaps are standard.
Adaptation caused by gaps change the short-term plasticity
when gap is deviant in oddball sequences.

The control experiments offered further support to this
hypothesis. First, we observed that gaps at delays of 100-200 ms
following stimulus onset evoked particularly large responses
(Fig. 8a,b). This result provides a time course for the facilitation
of the gap termination responses following a short first marker,
and places strong constraints on its underlying mechanisms.
Second, we showed that the strong gap termination responses
were not due only to the difference between onset gate (a 10-
ms linear ramp) and the gap gating, which was instantaneous.
Indeed, even when both the onset and the gap were gated in
the same way (either both by a 10-ms linear ramp, or both
instantaneously), there was a robust specific adaptation of
the gap termination responses when the gaps were standard,
leading to significant SSA (Fig. 8f-m).

We describe here one speculative mechanism that may sup-
port these observations. We suggest that the differential synap-
tic fingerprints of the onset and gap termination responses may
be due to the way VIP+, SST+, and PV+ interneurons balance
inhibition and disinhibition in the cortical network (Kuchibhotla
et al. 2016). In the mouse, both VIP+ and SST+ interneurons
inhibit PV+ neurons (Pi et al. 2013). Furthermore, while PV+
neurons are activated early by direct thalamic inputs, SST+
interneurons (and presumably the VIP+ interneurons) show
longer response latencies (Li et al. 2015). If a similar disin-
hibitory circuit operates in rats as well, it may happen that
an excitatory neuron in cortex is suppressed by fast inhibition
from PV+ interneurons at stimulus onset, but not at the time
of the gap, when SST+ and VIP+ inhibition is operative. Such
disinhibition could provide the additional synaptic resources
that are reflected in the large gap-induced excitatory currents.
Since SST+ interneurons also inhibit directly the excitatory neu-
rons, the net E/I balance during the gap termination responses
would depend on the idiosyncratic distribution of inputs to
each individual neuron, resulting in the heterogeneous distribu-
tion reported here (Figs 3f and 4c). If this mechanism is indeed
responsible for the substantial gap termination responses, we
document here, the time course of the facilitation (Fig. 8b) would
reflect the time course of the disinhibition.

Cortical responses to gaps are the consequence of processing
throughout the auditory system, with significant contributions
of subcortical integration mechanisms. Inhibitory mechanisms
shape gap-related responses as early as the inferior colliculus
(Khouri et al. 2011). Off responses have been shown to be crucial
for shaping gap-related responses, presumably by compensating
for some of the synaptic depression of the synapses providing
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the onset input (Scholl et al. 2010; Anderson and Linden 2016).
Here, we show that a mechanism with a similar flavor—the
recruitment of an additional synaptic population—may underlie
large gap termination responses even when off responses are
weak or absent. This finding therefore suggest the existence
of a general cortical principle, by which synaptic resources are
released for stimulation only when needed, presumably in order
to keep a constant overall level of responsiveness to important
sensory cues in the presence of synaptic depression.
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