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ABSTRACT 

Background. In November 2022, OpenAI released a chatbot named ChatGPT, a product capable of processing natural 
language to create human-like conversational dialogue. It has generated a lot of interest, including from the scientific 
community and the medical science community. Recent publications have shown that ChatGPT can correctly answer 
questions from medical exams such as the United States Medical Licensing Examination and other specialty exams. To 
date, there have been no studies in which ChatGPT has been tested on specialty questions in the field of nephrology 
anywhere in the world. 
Methods. Using the ChatGPT-3.5 and -4.0 algorithms in this comparative cross-sectional study, we analysed 1560 
single-answer questions from the national specialty exam in nephrology from 2017 to 2023 that were available in the 
Polish Medical Examination Center’s question database along with answer keys. 
Results. Of the 1556 questions posed to ChatGPT-4.0, correct answers were obtained with an accuracy of 69.84%, 
compared with ChatGPT-3.5 ( 45.70%, P = .0001) and with the top results of medical doctors ( 85.73%, P = .0001) . Of the 13 
tests, ChatGPT-4.0 exceeded the required ≥60% pass rate in 11 tests passed, and scored higher than the average of the 
human exam results. 
Conclusion. ChatGPT-3.5 was not spectacularly successful in nephrology exams. The ChatGPT-4.0 algorithm was able to 
pass most of the analysed nephrology specialty exams. New generations of ChatGPT achieve similar results to humans. 
The best results of humans are better than those of ChatGPT-4.0. 
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Conclusion: The correct results obtained using the ChatGPT-4.0 algorithm were able to 
pass most of the analyzed nephrology exams in this study. New generations of ChatGPT 
achieve similar results to humans. The best human results are better than those of 
ChatGPT-4.0.

he potential of ChatGPT in medicine: an example analysis 
of nephrology specialty exams in Poland

ChatGPT can serve as a research aid in many medical fields. It can be useful in preparing for postgraduate 
and specialty exams covering more detailed information, including clinical issues in nephrology.

Methods Results
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KEY LEARNING POINTS 

What was known: 

• ChatGPT can serve as a research aid in many medical fields, for example in preparation for postgraduate and specialty exams 
covering more detailed information, including clinical issues in nephrology.

This study adds: 

• In this study, the first analysis of the nephrology specialty exam taking place in Poland between 2017 and 2023 was conducted.
• This study shows the capabilities of the different versions of the ChatGPT-3.5 and -4.0 algorithm in relation to the average 

and leading human performance.

Potential impact: 

• To date, according to our knowledge there has been no study comparing the capabilities of the different versions of ChatGPT 
as a study aid for the nephrology specialty exam in Poland or anywhere in the world.

• Newer versions of ChatGPT, especially 4.0, perform better in some exams than the average ‘human’ group taking the test.
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NTRODUCTION 

he academic medical community has taken a significant inter- 
st in the topic of artificial intelligence ( AI) and its use to im- 
rove education, medical knowledge and information retrieval 
n a more efficient and easier way in clinical practice since the 
ublic release of ChatGPT by OpenAI ( OpenAI, San Francisco, CA,
SA) [1 –4 ]. Chat Generative Pre-trained Transformer ( ChatGPT) 
s large language model ( LLM) that generates human-like text. 
A recent study has shown that AI can pass the United States 
edical Licensing Examination ( USMLE) [2 ]. Furthermore, it has 
een proven that ChatGPT can score 58.8% on the European 
xam in Core Cardiology and American College of Gastroenterol- 
gy self-assessment tests, averaging 63.75% [5 , 6 ]. In a similar 
tudy by Giannos ( 2023) , scores of 42% and 57% on the British 
pecialty Certificate Examination in neurology were achieved 
sing the ChatGPT-4.0 and -3.5 algorithms [7 ]. 
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The aim of our study was to determine whether the ChatGPT-
.5 and -4.0 algorithms would be able to correctly answer ques-
ions from the Polish National Specialty Examination ( PES) in 
ephrology and what percentage of the results it would be able
o produce. We also wanted to determine whether ChatGPT-3.5 
nd/or -4.0 would be helpful to residents when studying for the
pecialty exam with the obtained results. Out of 56 possible spe-
ialties, we chose nephrology because it has some of the most
omplex, clinically challenging cases in this field of medicine [8 ].
n this short study, we explore the use of ChatGPT on a large pool
f specialty questions in nephrology, filling a gap in the literature
nd providing insight into the potential educational applications 
nd the possible opportunities and challenges of using AI-based 
anguage models in nephrology [9 ]. To the best of our knowledge,
his is the first study in the world to evaluate the capabilities of
I in nephrology. 

ATERIALS AND METHODS 

pecifics of the Polish National Specialty Examination 

he PES is organized in two sessions, the first taking place in the
pring and the second in the Fall. Any doctor in Poland wish-
ng to become a specialist in a particular field of medicine must
eport his or her willingness to take the exam to the Center for
edical Examinations. This is the main body responsible for ver-

fying the training of physicians in Poland. Each specialty exam
n Poland consists of two parts: written and oral. The written part
onsists of 120 closed questions, with five answer options, with
ne correct answer. Responses are scored using a uniform key
or each session exam. According to the organizational guide- 
ines, two forms of exam questions are allowed: type A—with
ne correct answer; and type K—compound questions, where 
he examinee must choose a single set of correct statements
10 ]. A score of 60%, or 72 points, is required to pass this part
f the exam and proceed to the second part. As of 31 December
022, there has been a change regarding the conduct of the oral
art of the specialty exam. This change pertains to the fact that
ny entrant who achieves at least 75% from the written part is
xempted from the oral part of the National Specialty Examina-
ion, which takes place after the test form. 

hatGPT-3.5 and -4.0 

n this comparative cross-sectional study, two independent re- 
earchers conducted the introduction of individual questions 
rom the PES from 22 July to 5 December 2023. Questions that
ere withdrawn by the examination board were not included 

n the analysis. ChatGPT-3.5 and -4.0 were used to answer PES
n Nephrology self-assessment exams ( www.cem.edu.pl/) from 

017 to 2023 ( total of 13 tests) , including 1560 questions. There
re two examination sessions each year—a Spring session and 
 Fall session. Two exams from each year were included in the
tudy, except for the 2023 session, where only the Spring session
as conducted. The exact questions were entered into the 3.5
ersion of ChatGPT ( https://chat.openai.com/) and the 4.0 ver- 
ion ( https://www.bing.com/search) [11 , 12 ]. We used the Bing 
earch engine for the study because it has the same version of
penAI’s software implemented as ChatGPT-4.0. In addition, it 
s open source, free for any user and does not require a sub-
cription fee to use it, as is the case with the ChatGPT-4.0 ver-
ion on OpenAI’s website. Furthermore, Bing and ChatGPT-4.0 
hare a common infrastructure, which is provided by Microsoft,
s can be read on the manufacturers’ websites for both language
odels. The main difference between the Bing search engine
nd ChatGPT is that the former is integrated with Microsoft’s
earch engine which works in a similar way to Google’s search
ngine, the most popular search engine in Poland [13 ], but also
n the world [14 ]. ChatGPT, on the other hand, is an isolated in-
erface, i.e. it requires opening a separate website or download-
ng an application to a computer or mobile device. However, us-
ng the ChatGPT-4.0 version based on the latest GPT-4.0 model
s possible only after paying a fee. A sample question search us-
ng the Bing search engine is included in Supplementary data
 Supplementary, 1) . The main difference between the analysed 
ersions of the language models is their ability to process in-
ormation [15 –17 ]. The more modern version of the GPT-4.0 lan-
uage model, is a multimodal model. This allows it to process
ifferent types of data, both text and images. The older version
 GPT-3.5) , on the other hand, is a model that can only interpret
extual data. In addition, the two versions differ in the valid-
ty of the data they use. The GPT-3.5 version uses data avail-
ble up to June 2021, while GPT-4.0 covers data up to Septem-
er 2021, but has selected information incorporated from a later
eriod. In terms of the performance of a given language model,
he topic is of interest to many researchers [15 , 16 ]. A growing
umber of publications suggest that the GPT-4.0 version out-
erforms its predecessor GPT-3.5 in numerous respects, which
ligns with OpenAI’s disclosure that GPT-4.0’s inference capa-
ilities are more advanced than those of the older version [15 ,
8 –20 ]. 

tatistical analysis 

he chi-square test was used to assess the statistical signifi-
ance of nominal variables when comparing the study groups.
he Shapiro–Wilk test was used to verify whether the results of
ifferences in pairs of study groups were normally distributed
or interval scale. For normal distribution variables ( P > .05) , the
aired Student’s t -test was applied to estimate the significance
f differences between the two analysed groups. Parameters that
ere significantly different from the normal distribution ( P < .05)
ere analysed using the paired Wilcoxon signed-rank test. Sta-
istical analysis was conducted using MedCalc® Statistical Soft- 
are version 20.106 [21 ]. RStudio version 2023.12 [22 ] was used
o edit and present the graphical results. 

ESULTS 

hatGPT-3.5 achieved a total score of 45.70% based on 1556 in-
luded questions. The lowest score by ChatGPT-3.5 was 37.50%
 Fall 2019) and the highest was 55.83% ( Fall 2017) among the 13
ests. Four exam questions were withdrawn in the answer key. In
he three highest scores achieved, the algorithm passed the test
ith a score of 55%, 53% and 52%, respectively ( Table 1 ) . ChatGPT-
.5 did not score enough points in the 13 exams to achieve satis-
actory results to pass the nephrology specialty exam. ChatGPT-
.0 achieved a total score of 69.84% based on 1556 included
uestions. The lowest score among the 13 exam sessions
btained by ChatGPT-4.0 was 42.02% ( Spring 2017) and the 
ighest was 84.03% ( Spring 2018) . Four exam questions were
ithdrawn in the answer key. In the three highest scores
chieved, the ChatGPT-4.0 algorithm passed the test with a
core of 84%, 76% and 76% ( Table 1 ) . Considering the best
uman scores ( 85.73%) , ChatGPT-4.0 was not able to surpass
he best score achieved by a human in any session, and the
losest it came was in the Spring 2018 session. ChatGPT-4.0
emonstrated sufficient performance in 11 examinations to 

http://www.cem.edu.pl/
https://chat.openai.com/
https://www.bing.com/search
https://academic.oup.com/ckj/article-lookup/doi/10.1093/ckj/sfae193#supplementary-data
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Table 1: Summary and statistical analysis of scores ( %) obtained by ChatGPT-3.5 and -4.0 and the top human scores obtained by physicians 
between 2017 and 2023 in the PES in Nephrology. 

P- value 

Exam session ChatGPT 3.5 ChatGPT 4.0 
Top human 

results 

ChatGPT-3.5 
vs top human 

result 

ChatGPT-4.0 
vs top human 

result 

ChatGPT-3.5 
vs 

ChatGPT-4.0 

Spring 2017 a 40.34 42.02 82.35 .455 .932 .116 
Autumn 2017 55.83 73.33 85.83 .191 .001 .235 
Spring 2018 a 53.78 84.03 88.24 .045 .004 .268 
Autumn 2018 a 46.22 55.46 90.76 .958 .949 .017 
Spring 2019 52.5 72.5 88.33 .183 .590 .001 
Autumn 2019 37.5 75.83 80.00 .639 .524 .089 
Spring 2020 47.5 76.67 89.17 .002 .174 .322 
Autumn 2020 43.33 73.33 85.00 .681 .016 .109 
Spring 2021 40.83 69.17 88.33 .323 .024 .004 
Autumn 2021 a 46.22 76.47 83.19 .272 .866 .003 
Spring 2022 38.33 72.5 83.33 .867 .413 .050 
Autumn 2022 47.5 69.17 81.67 .249 .912 .001 
Spring 2023 44.17 67.5 88.33 .500 .001 .005 
Total 45.70 69.84 85.73 .0029 .0001 .0001 

a Maximum possible score of 119 due to a withdrawn question in the exam. 

Statistically significant values are presented in bold. 

Table 2: Statistical parameters to assess the differences between average scores from the 2017–23 exams study groups. 

Results for selected 
groups 

ChatGPT-3.5 vs 
ChatGPT-4.0 

ChatGPT-3.5 vs 
humans 

ChatGPT-3.5 vs 
top human 

ChatGPT-4.0 
vs humans 

ChatGPT-4.0 
vs top human 

Humans vs top 
human 

Result ( mean ± SD) 44.93 ± 7.32 vs 
69.84 ± 10.62 

44.93 ± 7.32 vs 
68.13 ± 6.88 

44.93 ± 7.32 vs 
85.73 ± 11.43 

Q1: 42.02 Q1: 42.02 68.13 ± 6.88 vs 
85.73 ± 11.43 

Q2: 72.50 Q2: 72.50 
Q3: 84.03 Q3: 84.03 

vs vs 
Q1: 61.94 Q1: 80.00 
Q2: 68.38 Q2: 85.83 
Q3: 72.12 Q3: 90.76 

Shapiro–Wilk test P = .7804 P = .6778 P = .7691 P = .0161 P = .0266 P = .7993 
95% Cl 18.07 to 31.77 18.86 to 27.54 36.84 to 44.78 –7.21 to 5.62 9.20 to 23.53 16.05 to 19.16 
t -test for dependent 
groups 

P = .0001 P = .0001 P = .0001 P = .1677 a P = .0015 a P = .0001 

The results of 13 examination sessions were compared between groups. 
Statistically significant values are presented in bold. 
a The paired Wilcoxon signed-rank test. 

SD, standard deviation. 
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chieve a satisfactory score and pass the nephrology specialty 
xamination ( Tables 1 and 2 ) . 

Between 2017 and 2023, physicians ( n = 355) taking the spe- 
ialty exam achieved an average score of 81.42 points ( 68.02%) .
he lowest score achieved by physicians was 31 points ( 26.05%) ,
nd the highest score was 108 points ( 90.75%) . The presented 
ercentage is the final result and takes into account the cancel- 
ation of questions by the examination board, therefore it does 
ot represent the conversion of points in relation to the max- 
mum possible value of 120 points. There is some variation in 
he results, which may could indicate differences in the level of 
reparation of those taking the exam. The Supplementary data 
hows graphically ( Supplementary, 1) how the questions were 
resented to the algorithm. The ranked results of AI are attached 
n the file ( Supplementary, 2) . 
In Tables 1 and 2 and Figs 1 and 2 , we included the top human
esults as the best result obtained by a doctor in a given exam-
nation session, the average result of the best results obtained 
mong doctors, and the average result of all doctors taking indi- 
idual examination sessions. Such comparisons were conducted 
o compare the obtained results versus AI using the ChatGPT-3.5 
nd -4.0 algorithms. 

Table 1 shows the results of each examination session by the 
hatGPT-3.5 and -4.0 algorithms, the average score obtained by 
octors ( humans) and the best score obtained by a doctor, to- 
ether with a comparison of statistical significance. In Fig. 1 ,
he graphs show the results graphically by exam session with 
roups: 3.5 and 4.0 algorithm, and best human score with sta- 
istical significance. Figure 2 shows the results of average scores 
rom the 2017–23 exams depending on the study group: 3.5 and 

https://academic.oup.com/ckj/article-lookup/doi/10.1093/ckj/sfae193#supplementary-data
https://academic.oup.com/ckj/article-lookup/doi/10.1093/ckj/sfae193#supplementary-data
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Figure 1: Scores obtained from individual 13 examinations using ChatGPT-3.5 and -4.0 between 2017 and 2023 ( Spring and Fall parts) compared with the main and the 
highest score achieved by a medical doctor taking the nephrology specialty exam. Total number of questions: 1556. The dotted line in the chart includes the exam 

passing threshold of 60%. 

Figure 2: The figure shows the results of average scores from the 2017–23 exams for the studied groups. The lower part of the box is defined by the first quartile, the 
upper part by the third quartile. The horizontal line inside the box represents the median value. The upper end of the line is the highest value in the group, while the 
lower end of the line is the lowest value. The points show the results from each exam session ( 13 exam sessions, 2017–23) . The dotted line in the chart includes the 

exam passing threshold of 60%. 
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.0 algorithm, average human scores and the best human score 
ith statistical significance. 

ISCUSSION 

ecent years have seen astonishing developments in the field 
f AI. We have reached a stage where AI is surpassing human 
bilities in tests from different countries and medical fields 
3 , 23 ]. More and more researchers are comparing the capabilities 
f the two versions of ChatGPT in various medical fields from 

ifferent corners of the world including Japan, Poland and the 
SA [24 –27 ]. In our study, the ChatGPT-3.5 version approached 
he passing threshold in only 3 of the 13 selected Medical Ex- 
mination Center exams. Despite the developed answers with 
rovided comments, the algorithm failed to cope with the pre- 
ented questions. The results obtained by ChatGPT-3.5 were sig- 
ificantly lower than the results of medical doctors ( 44.93 ± 7.32 
s 68.13 ± 6.88, P = .0001) ( Table 2 ) . Similar results were obtained 
n the first input data, as in the work of Liévin et al . ( 2023) , with
 46% accuracy for the algorithm, with zero suggestions, as well 
s in neurology exam answers [7 , 28 ]. This is also a similar result 
o a recent paper published by Suwała et al . ( 2023) , whose mean 
lgorithm scores from the internal medicine exam ranged from 

7.5% to 53.33% ( median 49.37%) [4 ]. 
In contrast, the ChatGPT-4.0 algorithm exceeded this thresh- 

ld ( ≥60%) in 11 out of 13 nephrology specialty tests. The latest 
ersion, ChatGPT-4.0, received an average of 29 ( 24%) more cor- 
ect answers than the 3.5 version ( 44.93 ± 7.32 vs 69.84 ± 10.62,
 = .0001) ( Table 2 ) . It cannot be ruled out that the improve- 
ent in performance may be due to an improvement in the 
bility of the newer version of the language model to recognize 
olish. This fact is emphasized by software manufacturers in 
heir March 2023 report, which includes information that the 
anguage recognition abilities of the GPT-4.0 version are higher 
elative to previous versions [11 ]. Using Moshirfar et al . ( 2023) as 
n example, the researchers focused on analysing ophthalmol- 
gy questions based on the StatPearls database [3 ]. However, it 
hould be emphasized that the average score for humans does 
ot differ significantly from the score obtained by the GPT-4.0 
odel. Moreover, the best result obtained by a human is signifi- 
antly higher than the GPT-4.0 model’s result. 

In medicine, knowledge and analysis of information take 
ime and experience to be able to work freely with patients.
qually important is proper communication with the patient 
nd the relationship between the patient and the healthcare 
rofessional. This aspect also appears among the questions on 
he USMLE [29 ]. Brin et al . ( 2023) explored the possibilities of 
sing ChatGPT to develop communication skills, ethics, empa- 
hy and professionalism by analysing questions from the USMLE 
nd the AMBOSS question database [30 ]. In their study, ChatGPT- 
.0 scored higher than its older versions ( 90.0% vs 62.5%) . Brin et 
l . ( 2023) subjected ChatGPT to a fidelity test of their choice [30 ].
his test was based on casting doubt on the answer given, even if 
he initial answer was either correct or incorrect. It turns out that 
he older version of the model, when asked to revise its answer,
hanged its mind 82.5% of the time and indicated a different an- 
wer with the correct answer 53.8% of the time. In contrast, the 
hatGPT-4.0 version did not change its answer in any case. Even 
hen it provided a wrong answer it stood by its original answer 

30 ]. 
A recent study by Eriksen et al . ( 2023) examined the efficacy 

f ChatGPT-4.0 in answering clinical questions. The study in- 
olved 38 clinical cases and found that ChatGPT-4.0 correctly 
iagnosed 57% of cases, while a group of readers ( n = 10 000) 
orrectly diagnosed 36% of cases [31 ]. The study is interest- 
ng because the researchers provided the algorithm with a 
omplete patient history with test results and proposed diag- 
oses. However, limitations such as the relatively small num- 
er of cases to be verified by the AI may deviate from the ac-
ual clinical accuracy of the algorithm. The responding group 
f readers was of unknown medical skill level, with no ex- 
ct information on how many doctors answered the questions 
orrectly [31 ]. 

ChatGPT is a valuable tool in the education process, serving 
oth students and teachers. Its ability to create, transform and 
ranslate content in real time makes it an essential tool in learn- 
ng processes [32 –34 ]. 

In their work, Dunlosky et al . ( 2013) demonstrate that one of 
he most effective methods of learning is solving quizzes and 
ests [35 ]. ChatGPT, with its potential to generate such tests in
eal time, supports not only the student in the practical retrieval 
f information, but also the teacher responsible for verifying 
nowledge. 

In addition, ChatGPT is being used as a simulator for 
atient–doctor conversations, an important skill for any health- 
are professional. Consequently, students who lack proficiency 
n conversational skills may use ChatGPT to overcome their 
imitations and enhance their communication abilities. This 
bility to simulate patient interactions can help to improve 
he quality of healthcare, if only by better understanding the 
atient’s needs [34 , 36 ]. However, given the effectiveness of 
hatGPT, as a user one should be critical of the information 
etrieved by the tool. Sometimes the information it provides 
s not true, which some authors in the literature refer to as
AI hallucinations’ [37 , 38 ]. Alkaissi et al . ( 2023) explained this 
s confident responses that seemed faithful and nonsensical 
hen viewed in the context of the common knowledge in these 
reas [37 ]. On the other hand, methods already exist to reduce 
he aforementioned inadequacy of LLMs. One such approach 
s the implementation of a retrieval augmented generation 
ystem. This involves enriching the model’s database with 
nformation from external sources, such as guidelines from 

cientific societies [39 ]. As a result, the user of such a model
as the ability to generate answers that are subject to fewer 
rrors and contain more up-to-date information [39 ]. The model 
resented by Miao et al . ( 2024) incorporating the KDIGO 2023 
uidelines for chronic kidney disease can provide an additional 
ool in clinical decision-making and the education of healthcare 
rofessionals in the field of nephrology. However, in order to take 
ull advantage of the capabilities of such an LLM, it is necessary 
o prepare appropriate user instructions and collaborate with AI 
xperts [40 ]. 

It appears that replacing popular search engines with AI tools 
ill be possible in the near future, but more research on lan-
uage models and their potential for the general population is 
till necessary. 

Our study has some limitations, as the analysis was based 
olely on ChatGPT’s indication of the correct answer. We did not 
rade the questions to take into account, for example, the com- 
lexity of the questions, or their length. Another limitation of 
his study is that it did not take into account the number of
hysicians who achieved below-average numbers on the scale 
f the individual tests, and how many medical doctors in each 
ession exceeded the threshold of 72 points ( 60%) needed to pass 
he exam. 
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ONCLUSIONS 

e do not recommend the use of AI in direct medical education
n nephrology in its current form, i.e. the ChatGPT-3.5 algorithm.
owever, we believe that ChatGPT-4.0 may be able to assist in
nalysing responses. 

The nephrology specialty exam is one of the most demand-
ng exams, and a candidate who takes it has completed 6 years
f medical school, one internship and 5 years of specialty train-
ng in nephrology ( a 3-year core module in internal medicine,
ollowed by a 2-year nephrology specialty module) . In addition,
andidates usually spend months studying before the exam.
pecialist vocabulary and knowledge is often misunderstood 
y the employed algorithm, which confuses many of the fun-
amental aspects of basic and preclinical medical science. We 
peculate that the algorithm’s explanation of the answers may 
e helpful in the future for residents preparing for nephrology
xams using ChatGPT-3.5 or other similar AI algorithms. The 
oorer performance compared with the USMLE may indicate 
hat the specialty exam under study is more context-dependent 
nd clinical case–dependent in nature as asked in the question.
he questions do not focus on memory-based response models 
29 ]. In future updates, we will be able to compare the existing al-
orithms with new AI tools. The results presented in this study
an be used by other researchers, physicians and medical stu-
ents who are interested in comparing the results of nephrology
pecialty examinations with AI. 
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