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SUMMARY

Cancer is a complex disease that relies on both oncogenic mutations and non-mutated genes for sur-

vival, and therefore coined as oncogene and non-oncogene addictions. The need for more effective

combination therapies to overcome drug resistance in oncology has been increasingly recognized,

but the identification of potentially synergistic drugs at scale remains challenging. Here we propose

a gene-expression-based approach, which uses the recurrent perturbation-transcript regulatory rela-

tionships inferred from a large compendium of chemical and genetic perturbation experiments across

multiple cell lines, to engender a testable hypothesis for combination therapies. These transcript-level

recurrences were distinct from known compound-protein target counterparts, were reproducible in

external datasets, and correlatedwith small-molecule sensitivity.We applied these recurrent relation-

ships to predict synergistic drug pairs for cancer and experimentally confirmed two unexpected drug

combinations in vitro. Our results corroborate a gene-expression-based strategy for combinatorial

drug screening as a way to target non-mutated genes in complex diseases.

INTRODUCTION

Cancer is a genetic disease marked by extensive heterogeneities within the cells of a primary tumor (intra-

tumoral heterogeneity) and also between the primary tumors of different patients (intertumoral heteroge-

neity) (Dagogo-Jack and Shaw, 2018). Our increasing comprehension of cancer genome has informed

diverse mutational spectra that are responsible for the malignant transformation across various cancer

types (Vogelstein et al., 2013). Together with the dependency on these oncogenic driver mutations for their

growth and survival, cancer cells can develop an addiction to certain genes that are themselves not onco-

genic but whose functions are required for maintenance of the tumorigenic state (Luo et al., 2009). These

needs of both oncogenes and non-mutated genes for cell survival, coined as oncogene and non-oncogene

addictions, respectively, add further complexity to the classical hallmarks and stress phenotypes of cancer

(Hanahan and Weinberg, 2011; Luo et al., 2009). Strategies that interfere with this oncogenic circuitry have

been proved to serve as attractive points for cancer therapies (Hanahan and Weinberg, 2011; Luo et al.,

2009; Nagel et al., 2016).

Despite substantial efforts, anticancer drug resistance has become one of the biggest challenges in global

human health (Holohan et al., 2013). Initial responses to conventional chemotherapeutics and molecularly tar-

geted agents are greatly affected by intertumoral heterogeneity, whereas a gradual loss of drug sensitivity can

often arise from intratumoral heterogeneity (Dagogo-Jack and Shaw, 2018; Saunders et al., 2012). Functional

interplays between distinct hallmark capabilities are also enabling drug-tolerant cancer cells to evolve a resis-

tance mechanism during the prolonged treatment (Hata et al., 2016; Ramirez et al., 2016). To thwart acquired

resistance, combination drug therapies are nowgarneringmuch attention for their ability to cooperatively elim-

inate heterogeneous cancer cells within a single tumor (Al-Lazikani et al., 2012; Flemming, 2015; Jia et al., 2009;

Webster, 2016). In view of high attrition rates in the de novo drug development (Waring et al., 2015), one tanta-

lizing option for exploring combination opportunities in oncology is to consider already launched drugs that

havewell-documented safety profiles (Bertolini et al., 2015; Corsello et al., 2017). However, a critical step toward

fully realizing the potential of combination therapy is to identify synergistic drug interactions before clinical

testing (Lopez and Banerji, 2017). Given the tremendous number of all possible drug combinations, a sys-

tems-level method that can predict drug synergy to an unprecedented scale for every disease is urgently

required (Kwong et al., 2013; Ryall and Tan, 2015; Sun et al., 2013).

Cellular molecular responses to small-molecule treatments have provided many possibilities for cancer drug

discovery (Moffat et al., 2014). The complex polypharmacological interactions following small-molecule
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Figure 1. Study Workflow

To identify recurrent relationships between perturbations and regulated transcripts, we used the gene-expression profiles of more than 7,000 different

chemical and genetic perturbagens across 10 selected cell lines from the LINCS L1000 resource. The inferred transcript-level recurrences were first

compared with known small molecule-target annotations, benchmarked against independent perturbation datasets, characterized at the small-molecule-

class regulatory level, and then connected with small-molecule sensitivity. We hypothesized that drug synergy can be informed by correlating a given

disease signature with the combined patterns of gene reversal achieved by small-molecule-regulated recurring transcripts. To investigate this possibility, we

applied this method to predict synergistic drug combinations across cancer types and validated the predictions in vitro.
treatments would be reflected on variations in several molecular features (Feng et al., 2009), amongwhich gene

expression is popularly used for such efforts (Lamb et al., 2006). Although most molecular efficacy targets of

approved drugs are rarely transcription factors (Santos et al., 2017), there is increasing evidence that changes

in gene expression following small-molecule treatments are usually pervasive andmay link to drug activity. For

example, histone deacetylase (HDAC) inhibitors may provide neuroprotection by downregulating KEAP1

(kelch-like ECH-associated protein 1), a binding suppressor of the transcription factor NRF2 (nuclear factor,

erythroid 2 like 2; also known as NFE2L2), thereby inducing nuclear translocation of NRF2 and its downstream

transcriptional program (Wang et al., 2012). Inhibition of themammalian target of rapamycin (mTOR) has been

known to profoundly affect gene expression by regulating the activity of a wide range of transcription factors,

such as peroxisome proliferator-activated receptor alpha in the blockade of hepatic ketogenesis (Laplante and

Sabatini, 2013). Moreover, the transcription factor NRF1 (also known as NFE2L1) was found to be required for

the transcriptional activation of proteasome subunit genes upon proteasome inhibition in mammalian cells

(Radhakrishnan et al., 2010). These recent findings further strengthen the hypothesis that gene-expression

changes can, to some extent, mirror drug activities and therefore be used to inform the selection of drug

combinations.

Here we address this demand by introducing a strategy that combines the gene-expression signatures

between chemical perturbations and disease statuses to provide a testable hypothesis for combination

therapies (Figure 1). Using more than 1.3 million publicly accessible perturbational gene-expression pro-

files obtained from the Library of Integrated Network-Based Cellular Signatures (LINCS) (Subramanian

et al., 2017), we first generated hundreds of thousands of recurrent perturbation-transcript regulatory as-

sociations inferred between 3,332 chemical and 3,934 genetic perturbagens and 12,494 transcripts across
292 iScience 15, 291–306, May 31, 2019



10 cell types. These perturbation-transcript regulatory relationships are noticeably distinct from known

annotated compound-target pairs, but can still be recapitulated in independent perturbation datasets.

Our analysis also reveals shared and divergent transcriptional modules across small-molecule mechanisms

of action (MoAs), of which somemodules are common to many MoAs that target cancer-specific hallmarks.

Together with the relationships that correlate chemical sensitivity across many cancer cell lines with basal

(unperturbed) gene expression (Rees et al., 2016), the connections between chemical perturbations and

recurrently regulated transcripts can further expand our understanding of the molecular mechanisms asso-

ciated with chemical sensitivity. On the basis of the identified perturbational gene-expression signatures,

we predicted synergistic drug combinations for cancer, using an algorithm to search for therapeutics that

can reverse as many non-overlapping disease transcripts as possible. The synergistic inhibitory effects of

two drug combinations—CD-437 (a retinoid) combined with sirolimus (an mTOR inhibitor) and narciclasine

(a protein synthesis inhibitor) combined with purvalanol A (a cyclin-dependent kinase [CDK] inhibitor)—

were confirmed in vitro, indicating their potential as the general combination therapies for cancer. This first

large-scale, unbiased, in silico approach will offer significant improvements in our ability to rationalize

combination therapies for clinical success.

RESULTS

Recurrent Perturbation-Transcript Regulatory Relationships

We used publicly available large-scale chemical and genetic perturbation datasets for 10 cell types in

LINCS, for which three perturbation types—exposure to small molecules or drugs for 6 h (denoted as

d6), exposure to small molecules or drugs for 24 h (d24), and exposure to short hairpin RNAs (shRNAs)

for 96 h (sh96)—comprised the majority of perturbation experiments (Table S1) (Huang et al., 2018). To

investigate recurrent relationships between perturbations and regulated transcripts, we adapted amethod

and rank-based statistical score, the REC score (Jacobsen et al., 2013), to evaluate the recurrence of a given

perturbation-transcript association across selected cell types (Transparent Methods). Among more than

100 million perturbation-transcript pairs (>10,000 chemical and genetic perturbations times 12,949

measured transcripts), we identified 77,691, 30,151, and 162,628 significantly recurring interactions for

d6, d24, and sh96 perturbation types, respectively (Benjamini-Hochberg [BH]-corrected false discovery

rate [FDR] < 0.001) (Figure 2 and Table S2). Several of these significantly recurring pairs were recovered

in the analysis with resampling of 60% cell types, indicating their general robustness to variations in cell

identity in our screen (Figure S1). We observed that whereas most perturbations tended to regulate a

balanced number of genes in each direction (up- or downregulation), most genes exhibited a propensity

to be either up- or downregulated by different effective perturbations in an exclusive manner (Figure 2A).

For chemical perturbations, drugs or small molecules appeared to consistently regulate significant

transcripts at both 6 and 24 h (Figure 2B). Of 3,190 genes targeted by the LINCS shRNA library and

also measured for their expression, only 440 were recurrently downregulated by their corresponding

‘‘on-target’’ shRNAs, whose associated recurrent pairs accounted for 20.1% of all identified sh96

relationships (Figure 2C), probably in part due to the ‘‘off-target’’ activity (Jackson and Linsley, 2010) or

other indirect responses 96 h after specific perturbations. Despite this observation, we found that the

strongest ‘‘on-target’’ negative associations were captured in the most significantly recurring pairs (Fig-

ure 2D). Moreover, we note that some known small-molecule-regulated transcripts were captured by our

analysis—for example, KEAP1 downregulated by HDAC inhibitors (such as vorinostat and dacinostat)

(Wang et al., 2012) and ATF3 (activating transcription factor 3) upregulated by proteasome inhibitors

(such as bortezomib and MLN-2238) (Zimmermann et al., 2000) (Table S2). These data substantiate our

approach for identifying biologically meaningful relationships.

Comparison to Annotated Compound-Target Pairs

To assess the degree of correlation between small-molecule-regulated transcripts and their assigned

protein targets, we compared the transcript-level recurrences for chemical perturbations with those

compound-target annotations made by DrugBank (Figure S2 and Table S3) (Law et al., 2014). Of 11,022

annotated compound-target pairs, nearly 71% had no available REC scores, owing to the lack of either

the target transcript or the matched compound for a given pair in LINCS (Figure 3A, as ‘‘not available’’).

The REC scores for an additional <10% pairs (<1,000) were not defined due to the insufficient number of

cross-cell-type perturbation experiments per compound that is required for robust statistical inference

(for a given compound-transcript pair, the REC score is defined only if the compound has been treated

in at least half of the 10 cell lines analyzed in LINCS; Transparent Methods; Figure 3A, as ‘‘not defined’’).

Of the remaining compound-target pairs with correspondent REC scores (�2,500; Figure 3A, the first
iScience 15, 291–306, May 31, 2019 293



Figure 2. Recurrent Perturbation-Transcript Regulatory Relationships

(A) Summary of the recurrent relationships between the chemical and genetic perturbations and the regulated transcripts. The upper panels show the

number of significant relationships per perturbation, whereas the lower panels show the same per gene. d6, small-molecule or drug treatment for 6 h; d24,

small-molecule or drug treatment for 24 h; sh96, short hairpin RNA treatment for 96 h. REC, recurrence score.

(B) Comparison between d6 and d24 recurrent relationships. FDR, false discovery rate.

(C) On-target sh96 recurrent relationships. The REC scores for significant on-target pairs are shown in a violin plot; line, median.

(D) Top 10 significant d6, d24, and sh96 recurrent pairs.
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Figure 3. Comparison with Annotated Compound-Target Relationships

(A) Distribution of REC scores in DrugBank.

(B) The significant d6 or d24 pairs (FDR < 0.001) overlapping with DrugBank.

(C) Distribution of available REC scores for each compound action type. Box plots depict the interquartile range (IQR), and whiskers represent 1.5 3 IQR.

Blue vertical lines indicate the REC scores for which FDR = 0.001.

(D–I) Distribution of REC scores in LINCS for each of selected compounds (D–F) or genes (G–I) with at least one significant REC score overlapping with

compound-target annotations. For each plot, all available DrugBank annotations are shown, and horizontal dashed lines indicate the REC scores for which

FDR = 0.001.
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two categories), only nomore than 20 displayed statistically significant transcript-level recurrences (BH-cor-

rected FDR < 0.001) (Figure 3B) and there was no apparent bias in the distribution of REC scores for each

compound action type (for example, many outlier relationships for the ‘‘inhibitor’’ or ‘‘antagonist’’ and the

‘‘agonist’’ categories were readily found in both directions of regulation) (Figure 3C). For those compounds

with at least one annotated target that exhibited a significant transcript-level recurrence (BH-corrected

FDR < 0.001), not all other target transcripts for each compound were necessarily significantly regulated.

For example, the pan-CDK inhibitor alvocidib seemed not to recurrently regulate all CDK transcripts at

6 h (only for CDK1 and CDK7; Figure 3D), ditto for the promiscuous kinase inhibitor staurosporine (only

for CSK and GSK3B; Figure 3E) and the proteasome inhibitor bortezomib (only for PSMA1 and PSMD1;

Figure 3F). However, we highlighted some intriguing observations from annotated targets shared by

compounds that harbored at least one significantly recurring relationship toward the target transcript—

topoisomerase inhibitors (teniposide, amsacrine, and idarubicin and, less significantly, mitoxantrone and

etoposide) were most likely to downregulate TOP2A (DNA topoisomerase II alpha) (Figure 3G), heat shock

protein 90 (HSP90) inhibitors (radicicol and geldanamycin) inclined to upregulate HSP90AB1 (heat shock

protein 90 alpha family class B member 1) (Figure 3H), and 3-hydroxy-3-methyl-glutaryl-CoA (HMG-CoA)

reductase (HMGCR) inhibitors (simvastatin, atorvastatin, and lovastatin and, less significantly, mevastatin,

fluvastatin, and pravastatin) tended to upregulate HMGCR (Figure 3I). Overall, the transcript-level recur-

rences identified by our analysis represent completely distinct relationships from those known com-

pound-target annotations.

Validating Transcript-Level Recurrences in Independent Datasets

We next sought to determine whether the recurrent perturbation-transcript interactions inferred with the

LINCS resource can be reflected in independent datasets while generalizable to other cell lines. To this end,

we performed differential gene-expression analysis in compound perturbed and unperturbed samples and

looked at the overlap between these externally derived, differentially expressed (DE) genes and the corre-

sponding transcript-level recurrences. A significant overlap of concordantly regulated DE (two-sided unpaired

Student’s t test, BH-corrected p < 0.05) and REC (BH-corrected FDR < 0.001 or 10�6) genes for each direction

was observed for many compound treatments in MCF7 cells, a human breast adenocarcinoma cell line

included for evaluation of transcript-level recurrence (hypergeometric p< 0.05) (Figures 4A–4DandS3). In other

two cell lines, the Ishikawa (human endometrial adenocarcinoma) and HepaRG (human hepatoma) cells, both

of which were not used in this study, the patterns of perturbation-induced changes in gene expression also

overlapped substantially with the inferred transcript-level recurrences (Figures 4E–4H and S3). This suggests

that the recurring perturbation-transcript associations that we inferred from a few core cell lines are sufficiently

characteristic of the unique compound actions that depend less on cell identity.

Regulatory Modules across Small-Molecule Classes

We next aimed at exploring the transcriptional regulatory landscape for drugs and small molecules. For

each compound, we first manually annotated its primary MoA and searched for, if available, the associated

World Health Organization Anatomical Therapeutic Chemical Classification codes (ATC codes) as the

standard therapeutic indicator (Figure S4 and Table S1). For each class label (a primary MoA or an ATC

code at any level), we calculated the proportion of hits of recurring regulation for each gene targeted by

the tested compounds belonging to the class. This process has highlighted many transcriptional aspects

of small-molecule-class actions that might be of therapeutic importance. For example, we found that

many glucocorticoids (>10) can recurrently upregulate NFKBIA (nuclear factor-kB inhibitor alpha), consis-

tent with the previously reported promoter activation by the glucocorticoid dexamethasone (Deroo and

Archer, 2001), and DDIT4 (DNA damage-inducible transcript 4), whose upregulation by dexamethasone

has been shown to mediate the drug-induced autophagy in lymphocytes (Molitoris et al., 2011) (Figures

5A and S5). Several genes involved in cholesterol homeostasis, including INSIG1 (insulin induced gene

1), HMGCS1 (HMG-CoA synthase 1), FDFT1 (farnesyl-diphosphate farnesyltransferase 1), SQLE (squalene

epoxidase), HMGCR, and LDLR (low-density lipoprotein receptor), were found to be recurrently regulated

by many antipsychotics (Figure S6), supporting the lipid disturbance associated with antipsychotic medica-

tions (Perez-Iglesias et al., 2009;Wiklund et al., 2010). In line with our observation (Figure 3H), HSP inhibitors

are prone to transcriptionally upregulating several HSP family members, including HSPH1, HSPA6,

HSP90AB1, HSPD1, HSPE1, HSPB1, and HSP90AA1 (Figure S7).

To gain a global picture of small-molecule transcriptional responses, we focused on genes frequently tar-

geted at the level of the primary MoA or ATC code separately (for a given class, proportion of hits R20%
296 iScience 15, 291–306, May 31, 2019
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Figure 4. External Validation of Transcript-Level Recurrences

For each dataset corresponding to a given small-molecule perturbation in a given cell line for indicated time duration, the

differentially expressed (DE) genes (two-sided unpaired Student’s t test, Benjamini-Hochberg (BH)-corrected p < 0.05) were

compared with corresponding transcript-level recurrences (FDR < 0.001 or 10�6) for upregulated and downregulated genes

separately using the hypergeometric test. (A–D) Validation of transcript-level recurrences for vorinostat (A), vinblastine (B),

triptolide (C), or clobetasol (D) treated in MCF7 cells. (E) Validation of transcript-level recurrences for vorinostat treated in

Ishikawa cells. (F) Validation of transcript-level recurrences for vinblastine treated in Ishikawa cells. (G) Validation of transcript-

level recurrences for vorinostat treated in HepaRG cells. (H) Validation of transcript-level recurrences for clobetasol treated in

Ishikawa cells. For detailed information about the comparison with different criteria, see Figure S3.
and consistent hits by R 3 compounds). Hierarchical clustering of these frequently targeted transcripts

revealed 226 gene modules across 50 primary MoAs (Figure 5B), covering 140 gene singletons and three

gene clusters harboring ubiquitously regulated genes among primary MoAs (Figure 5C and Table S4). Of

these gene modules, some displayed specific enrichments for cancer hallmarks. For example, one

ubiquitous cluster of 63 frequently downregulated genes by several cytotoxic drugs and kinase

inhibitors (ucl1) was enriched for mitotic cell cycle regulation (E2F targets, BH-corrected hypergeometric

p = 4.15 3 10�15; G2/M checkpoint, p = 1.95 3 10�13; and mitotic spindle, p = 0.0167), whereas another

cluster of 15 ubiquitously upregulated genes (ucl2) was enriched for stress phenotypes (mTOR com-

plex 1 [mTORC1] signaling, p = 1.763 10�6; p53 pathway, p = 4.213 10�8; hypoxia, p = 0.00174; apoptosis,

p = 6.72 3 10�4; and unfolded protein response, p = 0.00505) (Figure 5D). Using the same criteria for

analysis on ATC categories, we, nevertheless, found the limited sharing of gene modules across therapeu-

tic areas (Figure S8 and Table S5), owing to the relatively less emphasis on small-molecule action in the ATC

classification system. This allowed us to distinguish extensively targeted transcripts across different ATC

classes, for example, NFKBIA and DDIT4, which were prone to being downregulated by drugs approved
iScience 15, 291–306, May 31, 2019 297
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Figure 5. Regulatory Gene Modules across Diverse Drug Classes

(A) Recurrently regulated genes by glucocorticoids.

(B) Transcriptional modules across small-molecule primary MoAs. For detailed descriptions of primary MoAs, see Table S1.

(C) Three ubiquitous gene clusters identified in (B). For each small-molecule-class hit, the number of within-class small molecules accounting for the hit is

shown.

(D) Enrichments of gene regulatory modules for cancer hallmarks.
in the dermatological (category D), alimentary (category A), respiratory (category R), and sensory (category

S) systems (Figure S8C). Overall, through our systematic and unbiased analysis, these small-molecule tran-

scriptional modules can advance further studies to identify novel compound action.
Correlation with Small-Molecule Sensitivity

We next studied the relationships between compound-induced transcriptional responses and chemical

sensitivity patterns generated by correlating an area under the dose-response curve metric for each of

481 tested compounds with 18,543 basal transcripts across 823 cancer cell lines (Rees et al., 2016). By

overlapping significant perturbation-transcript regulatory interactions (BH-corrected FDR <0.001) and

sensitivity-expression associations (two-sided Bonferroni-corrected p < 0.05), we identified 9,413 com-

pound-transcript connections (6,431 for d6 plus 2,982 for d24) that could help enhance the molecular inter-

pretation of small-molecule action (Figure 6A and Table S6). For example, we found that high expression of

TIMELESS, a circadian regulator whose overexpression has been implicated in various cancer types (Mao

et al., 2013), was strongly correlated with sensitivity to the HDAC inhibitor vorinostat, which, in turn, can

recurrently downregulate TIMELESS after the treatment (Figures S9A and S9B). In contrast, low expression

of BAG3 (BCL2-associated athanogene 3) (Rosati et al., 2011) was correlated with sensitivity to the protea-

some inhibitor bortezomib that can upregulate BAG3 after the treatment (Figures S9C and S9D), consistent

with those observed in leukemia cells where BAG3 knockdown restored sensitivity to bortezomib (Liu et al.,

2009). To gain a broader insight into the relationships between expression-sensitivity correlation and recip-

rocal gene regulation, we extended this analysis to the level of compound MoA (Figure 6B and Table S7).

Interestingly, SYNCRIP (synaptotagmin-binding cytoplasmic RNA-interacting protein), an RNA-binding

protein recently shown to be required for the development of leukemia, was strongly correlated with sensi-

tivity to topoisomerase and HDAC inhibitors, both of which can recurrently downregulate SYNCRIP (Fig-

ure 6B) (Vu et al., 2017). Overall, these data have enabled us to explore molecular mechanisms associated

with small-molecule sensitivity for the treatment of disease.
Combinatorial Drug Discovery for Cancer and Experimental Validation

We hypothesized that the perturbation-transcript regulatory recurrences could be exploited to predict

synergistic drug interactions by correlating the combined patterns of perturbation-regulated recurring tran-

scripts with a given disease gene signature. Specifically, we developed an algorithm that examines the extent

of gene reversal achieved by a combination of small molecules with individual transcript-level recurrences in

reference to the disease signature, in which the combination is called synergistic if it reverses a significant pro-

portion of disease transcripts in a nearly non-overlapping manner (Figure S10, Transparent Methods). The ther-

apeutic score by this approach provides a rough interpretation of gene reversal such that suppose there are

1,000 disease genes and a given perturbation can reverse exactly 100 genes with REC scores for which all

FDRs are 0.001, the therapeutic score is 0.1. To address this possibility, we used gene-expression signatures be-

tween primary tumors and tumor-adjacent normal tissues among eight cancer types from The Cancer Genome

Atlas (TCGA) to inform pan-cancer synergistic drug combinations (RNA sequencing reads with Bonferroni-cor-

rected p < 0.05, jlog2(fold change)j > 1, and log2(count per million) > 3) (Table S8) (Aran et al., 2017). Using our

expression-based approach, we first identified�300 single agents that could significantly reverse disease gene

signatures acrossmany cancer types, including several chemotherapeutics and investigational drugs that target

cancer-related pathways (BH-corrected p < 0.05, by permutation analysis; 377 of 2,628 tested single agents had

at least one significant therapeutic score) (Figure 7A and Table S9). Based on the patterns of gene reversal for

these individual therapeutics (n = 218 and 162 for d6 and d24 perturbations, respectively, corresponding to a

union of 288 compounds with at least one therapeutic score R0.01 with BH-corrected p < 0.05), we then pre-

dicted synergistic drug pairs for cancer in general, most of which were combinations of a topoisomerase inhib-

itor and anmTOR or phosphoinositide 3-kinase (PI3K) inhibitor (BH-corrected p < 0.05, by permutation analysis;

20,050 of 32,508 tested combinations had at least one significant therapeutic score) (Figures 7B and 7C and

Table S10), consistent with the reported synergistic toxicity in some cancer cells (Babichev et al., 2016; Itamochi

et al., 2011).
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Figure 6. Comparison with Small-Molecule Sensitivity Data

(A) Overlapping transcript-perturbagen (REC scores with FDR <0.001, identified by our analysis; y axis) and expression-sensitivity (Z-scored area under the

dose-response-curve correlation strength with Bonferroni-corrected two-sided p < 0.05, identified by Rees et al (Rees et al., 2016); x axis) relationships. See

Table S6.

(B) Overlapping relationships at the level of primary MoA. Shown are significant MoA-transcript overlapping pairs with occurrencesR3 and the proportionR50%,

or simply with occurrences R8, as defined in Table S7.
Among the top 15 predicted synergistic drug pairs, we selected two unexpected interactions—a retinoid

CD-437 in combination with an mTOR inhibitor sirolimus and a protein synthesis inhibitor narciclasine in

combination with a CDK inhibitor purvalanol A—for testing in tumor-type-matched breast (BRCA; n = 2)

and lung (LUAD; n = 2) cancer cell lines (Figure 7B). To evaluate drug synergy, we used the delta score,

which has been shown to exhibit superior performance over other commonly used drug interaction scores,

for example, based on the Loewe additivity or Bliss independence model (Yadav et al., 2015). The delta

score is symmetric, ranging from �1 (antagonism) through 0 (additive effect) to +1 (synergy), and also

biologically meaningful, which can inform the additional effect produced over an expected drug interac-

tion. For example, a delta score of 0.1 indicates 10% of additional effects of growth inhibition in a cytotoxic

assay for a given drug combination, whereas a delta score of �0.1 indicates antagonism with 10% effects

below the expected interaction. For known synergistic drug combinations, high delta scores of 0.03 or

more over the dose-response matrices were confirmed by Yadav et al (Yadav et al., 2015). Of eight tested

conditions in this study (two drug combinations for four cell lines), five revealed synergistic antiproliferative

effects (average delta scoreR0.04; Figures 7D and S11). The observed interaction patterns of synergy were

also reproducible across biological replicates (Figure S12). For the most synergistic case (CD-437 com-

bined with sirolimus in H1299 cells), the average and maximum delta scores (0.14 and 0.54, respectively)

were comparable with those of the top synergistic interaction revealed by Yadav et al. (0.176 and 0.40,

respectively). We also note that the degree of synergy varied across sensitive cell lines for each drug com-

bination, consistent with cell-type-specific responses to most anticancer drugs (Niepel et al., 2017).

The concept of targeting non-oncogene dependencies based on gene expression is being actively

explored for combinatorial drug discovery. A recent analysis of breast cancer cell lines and molecularly

targeted agents reveals that drug synergy may arise from compounds not only between different

gene-expression clusters but also within the same cluster (Niepel et al., 2017). With compound screen

data, it seems feasible that predictive drug-response gene biomarkers may translate to synergistic drug

combinations. Jiang et al. have developed a computational method to predict gene interactions of drug

response and show that several genes are frequently associated with resistance or sensitivity to multiple

targeted drugs (Jiang et al., 2018). For example, their approach identified AXL to be a resistance gene

for the ALK inhibitor NVP-TAE684, consistent with our observation that low expression of AXL correlated

with sensitivity to NVP-TAE684, which can in turn downregulate AXL after treatment (Table S6). However,

these predictive methodologies are limited in their ability to provide a general solution to identifying

efficacious drug combinations at a sufficiently large scale.

Recent studies are revealing the potential to inform new drugs through their ability to invert the non-oncogene

dependency program. It has been demonstrated that reversal of cancer gene expression positively correlates,

although not outstandingly, with drug efficacy (Chen et al., 2017). This has led to the identification of the top four

compounds that have not been previously reported for liver cancer—a cardiac glycoside strophanthidin, amito-

chondrial uncoupler FCCP, an ATM/ATR kinase inhibitor CGK-733, and an anthelmintic drug pyrvinium pa-

moate—all of which were effectively recapitulated by our approach in liver cancer (Table S9). Indeed, the com-

pounds predicted for liver cancer in this studywere highly enriched in the top compound list generated byChen

et al. (pz 0, by enrichment analysis, Figure S13) (Chen et al., 2017), further verifying our approach for identifying

effective drug therapies. More recently, a precision oncology method has been proposed to identify com-

pounds that could achieve the global inversion of master regulator protein activities in gastroenteropancreatic

neuroendocrine tumors (GEP-NETs), a raremalignancy originating in the pancreas, small bowel, and rectum (Al-

varez et al., 2018). Of 107 compounds that were validated in vitro to be differentially active in GEP-NET-related

cells, 68 were included in our inference analysis of transcript-level recurrences. Of these, 63% (43 of 68) achieved

significant reversal of at least one cancer signature in this study, including entinostat (an HDAC inhibitor, which

was selected for validation in vivo by Alvarez et al.), CD-437, alvocidib, bortezomib, and GDC-0941 (also known

as pictilisib, a PI3K inhibitor) (Figures 7A and 7B and Table S11). This validates that our gene-expression-based

approach is able to identify small-molecule compounds that could effectively target non-oncogene depen-

dencies. However, these current methodologies still cannot be extended to combinatorial drug discovery,
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Figure 7. Predicted Synergistic Drug Combinations across Cancer Types

(A) Expression-based single therapeutics for cancers with corresponding median cell line sensitivity available from the Cancer Therapeutics Response Portal

(CTRP). Shown are small molecules with at least one significant therapeutic score R0.05 (BH-corrected p < 0.05) across cancers types. For full results, see

Table S9.

(B) Top 15 synergistic drug combinations across cancer types. For full results, see Table S10.

(C) Occurrences of the combinations of small-molecule classes in top 100.

(D) Validation of two predicted synergistic drug pairs in breast and lung cancer cells using clonogenic assays. Drug synergy was evaluated using the delta

score (Yadav et al., 2015). For full results, see Figures S11 and S12.
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owing to the shared limitation of all gene-expression-based similarity approaches to connect more than one

perturbation (query) to a given disease of interest (reference) at a time. Inspired by the fact that a given pertur-

bation should only affect a restricted panel of genes (Felix and Barkoulas, 2015), our approach leverages small-

molecule-regulated recurring transcripts that more closely represent the unique compound mechanisms

independent of cell identity, which further enables us to predict effective drug pairs by comparing the com-

pound mechanisms mirrored in their gene-expression signatures. Together, these data demonstrate the feasi-

bility of using transcript-level recurrences for unbiased data-driven prediction of synergistic drug interactions.
DISCUSSION

Our study presents a systematic computational approach for combinatorial drug discovery by correlating the

patterns of gene reversal in a given disease signature achieved by small-molecule-regulated recurring tran-

scripts. These transcript-level recurrences inferred within the LINCS resource are reproducible enough in

external datasets to represent the unique small-molecule action and are clearly distinct from annotated com-

pound-target relationships. In-depth analysis revealed that some small-molecule-class transcriptional modules

can regulate common hallmarks and stress phenotypes of cancer and that some recurrently regulated tran-

scripts are associated with chemical and small-molecule-class sensitivity that warrants further exploration.

Although gene expression provides a basis for predicting drug synergy, the extent of gene reversal by

single agents does not necessarily correlate with chemical sensitivity, suggesting that cellular processes

to which cancer cells are addicted may shape the response to cancer therapies. In addition, although we

predicted synergistic drug combinations using ‘‘bulk’’ patient gene-expression profiles, cell-line-intrinsic

characteristics (for example, coding mutations that alter actionable sites for drug binding or other mech-

anisms related to drug inactivation) may also influence the evaluation of drug synergy in our experimental

setting. However, the presented approach can only capture some synergistic drug pairs that exhibited

nearly non-overlapping patterns of gene reversal and it is possible for two drugs without significant reversal

effects to display synergistic killing. Interestingly, this approach may also be combined with a drug similar-

ity network approach to expand the repertoire of potential synergistic drug pairs using co-clustering rela-

tionships (Huang et al., 2018), as suggested by a recent study showing that synergy can be observed with

pairs of drugs that elicit both similar and distinct transcriptional responses (Niepel et al., 2017).

To predict effective drug combinations for cancer in this study, we assumed that all disease transcripts are

equally important except their differential expression values. However, the predicting algorithm can be

improved by adjusting the weights of disease transcripts (for example, by integrative analysis of the cancer

transcriptome to narrow down the genes essential for maintaining the tumorigenic state) or by imposing

additional constraints that require some specific transcripts to be targeted. The need for more refined can-

cer signatures was reflected on the generally low therapeutic scores (of around 0.1) in this study, indicating

that only a small proportion of genes in a given signature (roughly 10% for a therapeutic score of 0.1) can be

reversed by small-molecule treatments. Alternatively, our gene-expression-based approach provides a

rational framework on which to combine standard cancer therapies (chemotherapeutic agents, molecularly

targeted drugs, or immunotherapies) with a drug that would be able to reverse the signature of an

emerging resistance mechanism, which may relate to the acquired addiction of cancer cells to non-

mutated genes that are hard to decipher by genetic analysis (Flemming, 2015).

In addition to being placed in the context of a global reversal of a disease signature for predicting syner-

gistic drug interactions, these transcript-level recurrences can also be integrated with small-molecule

sensitivity to develop a combinatorial strategy for treating diseases. For example, in cases where low

expression of a given transcript correlates with sensitivity to a small molecule or a small-molecule class

that can in turn upregulate the transcript after treatment (i.e., the relationships in the first quadrant in

each panel of Figure 6A and those connected with blue edges in the network of Figure 6B), a strategy

that combines the small-molecule treatment with the inhibition of the correlated transcript could augment

the small-molecule sensitivity in cancer cells harboring high level of the transcript (for example, the borte-

zomib:BAG3 pair for which BAG3 knockdown sensitized leukemia cells to bortezomib-induced apoptosis;

Liu et al., 2009). Conversely, for pairs for which a given small-molecule treatment is able to downregulate a

target transcript whose expression positively correlates with the small-molecule sensitivity (i.e., the rela-

tionships in the third quadrant in each panel of Figure 6A and those connected with red edges in the

network of Figure 6B), enforced overexpression of the target transcript may enhance the cytotoxic effects

in small-molecule-sensitive cell lines.
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To benchmark our inferred transcript-level regulatory recurrences, we used independent perturbation

profiles to gauge the reproducibility while, at the same time, using annotated compound-target

relationships to unveil a disparate regulatory nature of the direct target proteins and the corresponding

transcripts. We observed examples in which a protein inhibitor may either upregulate (HSP inhibitors versus

HSP family members) or downregulate (topoisomerase inhibitors versus TOP2A) the expression of the

corresponding transcript and also found evidence of no regulatory bias in target transcripts for each

small-molecule-binding type. In contrast to the ability of expression-sensitivity correlations made between

unperturbed gene-expression data and small-molecule sensitivity profiles across cell lines to identify some

direct target connections (Rees et al., 2016), our transcript-level regulatory recurrences, in a way, represent

small-molecule mechanisms at the level of treatment-induced transcriptional changes other than direct

target associations. Moreover, these transcript-level recurrences could be integrated with hallmark

network models to map the small-molecule mechanisms onto cancer cell vulnerabilities and predict effec-

tive drug treatments (Wang et al., 2015; Zaman et al., 2013). The transcriptional modules identified in our

analysis further bring to light several unexplored relationships that might be of potential therapeutic rele-

vance (Molitoris et al., 2011; Perez-Iglesias et al., 2009; Wiklund et al., 2010).

We also note that the cell line identities have a great influence on the composition of the inferred transcript-

level regulatory recurrences. For example, recurrent findingsmight be favored in situations in which the cell

lines used for inference can respond similarly to a given perturbation, but less likely in situations when most

of the cell lines lack the expression of a transcript relevant to the mechanism of a given perturbation.

Consistent with this notion, the compounds with the strongest transcript-level regulatory relationships

inferred in this study were less enriched for some molecularly targeted drugs that are thought to be

effective in only a subset of cancer cells harboring the relevant gene mutations or pathway activities,

such as the receptor tyrosine kinase epidermal growth factor receptor or HER2 inhibitors lapatinib, nera-

tinib, and erlotinib (Figure 1A and Table S2). This is in contrast to those studies where targeted therapies

are the main focus and tested in responsive cells (Jiang et al., 2018; Niepel et al., 2017). Despite this

concern, the recurring regulatory relationships identified in this study can adequately reproduce some

small-molecule transcriptional mechanisms in a separate panel of cell lines. Nonetheless, there are many

circumstances in which this inference method can be applied—for example, in a desired subset of immune

cell types to identify therapeutic opportunities for manipulating the immune function or in selected cell

lines to develop effective combination therapies against a specific cancer type or subtype for which

some molecularly targeted drugs are deemed more likely to induce similar transcriptional responses.

Importantly, our approach has potential clinical applicability to guide future combination therapy in individual

patients with cancer. To this end, a tumor sample and its matched normal tissue for each patient are required to

generate a cancer gene-expression signature that represents the transition from normal tomalignant state, thus

enabling the prediction of drug combinations that can effectively reverse this transition in a patient-specific

manner. Given the observed variation of gene expression within human tissues (GTEx Consortium, 2015), it is

often necessary for our approach to use patient-specific tumor-adjacent normal tissues rather than a pooled

reference from patients with the same tumor type. In this study, we chose to predict pan-cancer drugs by com-

parison between pooled tumors and normal tissues for each cancer type, owing to the general paucity of the

matched normal samples in TCGA. However, in vitro testing of the top predictions in randomly chosen

tumor-type-matched lines verified our proof-of-concept analysis, indicating that these top prioritized drug

combinations may be effective in a large fraction of patients with cancer.

In summary, we establish a systems-level computational strategy through gene signature analysis to inform

testable predictions for effective combination therapies. The small-molecule-regulated recurring transcripts

identified here might not only be particularly useful for targeting non-oncogene addiction from which a resis-

tance mechanism arises but also enable further investigation of the transcriptional mechanisms that underlie

small-molecule sensitivity and side effects. Our findings provide a resource for future research on small-mole-

cule mechanisms and will pave the way for more rational combination therapies in clinical trials.
Limitations of the Study

For precision oncology, this approach requires a tumor sample (or a cancer cell line) and its matched

normal tissue of each patient (or a lineage-matched untransformed cell line with similar genetic back-

ground) to generate a cancer gene-expression signature that represents the transition from the normal
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to malignant state, which enables the prediction of drug combinations that can effectively reverse this tran-

sition. Therefore it might not be appropriate to use a pooled reference from those tumor-adjacent normal

tissues of patients with the same tumor type (or a pooled reference from all other cancer cell lines in pan-

cancer analysis). In addition, the quality of a disease gene-expression signature will affect the ability of this

approach to identify effective therapies.

METHODS

All methods can be found in the accompanying Transparent Methods supplemental file.

SUPPLEMENTAL INFORMATION

Supplemental Information can be found online at https://doi.org/10.1016/j.isci.2019.04.039.
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SUPPLEMENTAL FIGURES 

 

Figure S1. Resampling analysis for the recurrent perturbation–transcript pairs, related to Figure 2. 

For recurrent perturbation–transcript pairs in each of the d6 (A), d24 (B), and sh96 (C) perturbation types, the percentages of cases in 

which they were recovered in the resampling analysis (as robustness; y-axis) were plotted against their real REC scores (i.e., those from 

the analysis when 100% of cell types were used; x-axis). For each plot, the robustness at 20% recovery is indicated by a horizontal dash 

gray line, above which the proportion of pairs (orange) is shown. 
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Figure S2. Distribution of small-molecule binding action types in DrugBank, related to Figure 3. 

The number of compound–target annotations for each binding action type is shown above the bar.  
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Figure S3. Comparison of transcript-level recurrences with independently derived perturbation profiles, related to Figure 4. 

For each perturbation dataset, the extent of overlap between differentially expressed (DE) genes (two-sided unpaired Student’s t-test, 

Benjamini–Hochberg (BH)-corrected P < 0.05 or 0.001) and corresponding transcript-level recurrences (FDR < 0.001 or 10−6) were as-

sessed by the hypergeometric test for upregulated and downregulated genes separately. Figure 4 shows the representative results from 

this part.  
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Figure S4. Occurrences of primary MoAs of the compounds analyzed in LINCS, related to Figure 5. 

For detailed descriptions of primary MoAs, see Table S1.  
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Figure S5. Recurrently regulated genes by glucocorticoids, related to Figure 5. 

Shown in Figure 5A are genes with more than one hit by the tested compounds belonging to this class.  
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Figure S6. Recurrently regulated genes by antipsychotics, related to Figure 5. 

Shown are genes with at least four recurrent hits by the tested compounds belonging to this class.  
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Figure S7. Recurrently regulated genes by heat shock protein (HSP) inhibitors, related to Figure 5. 

Shown are genes with at least five recurrent hits by the tested compounds belonging to this class.  



 
 

8 

 

Figure S8. Regulatory gene modules across therapeutic areas, related to Figure 5. 

(A) Examples of recurrently regulated genes by approved drugs belonging to the WHO Anatomical Therapeutic Chemical Classification 

System (ATC) codes L01D (cytotoxic antibiotics and related substances; left panel), C01A (cardiac glycosides; middle panel), or L01CA 

(vinca alkaloids and analogues; right panel). For detailed descriptions of ATC codes, see Table S1. 

(B) Transcriptional modules across ATC categories. 

(C) Ubiquitous gene clusters identified in (B). For each ATC-class hit, the number of within-class drugs accounting for the hit is shown. 

(D) Enrichments of gene regulatory modules for cancer hallmarks.  
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Figure S9. Overlapping com-

pound–transcript and sensitiv-

ity–expression relationships 

for selected compounds and 

transcripts, related to Figure 6. 

Shown are overlapping relation-

ships for the compounds vori-

nostat (A) and bortezomib (C) 

and the transcripts TIMELESS 

(B) and BAG3 (D). For each plot, 

up to seven relationships are in-

dicated in each quadrant.  
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Figure S10. Schematic of our approach for combinatorial drug discovery, related to Figure 7. 

(A) Expression-based therapeutic score for a perturbation p given a disease signature G. The pink star icon indicates an instance of 

reverse hit. 

(B) Combinatorial therapeutic score. 

(C) Illustrative examples of an overlapping (left) and a completely non-overlapping (right) pattern of gene reversal achieved by two different 

drug combinations. 

(D) Empirical P-value for an expression-based therapeutic. For detailed formal descriptions, see Methods.  
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Figure S11. Validation of the selected drug combinations in cancer cell lines, related to Figure 7. 

Clonogenic assays were performed for the combination of CD-437 and sirolimus (A–D) and the combination of narciclasine and purvalanol 

A (E–H) in H1299 (lung cancer; A, E), A549 (lung cancer; B, F), MDA-MB-231 (breast cancer; C, G), and MCF7 (breast cancer; D, H) 

cells. For each tested condition, an image from a representative experiment (left), percentage of cell growth inhibition (top right), and delta 

scores (as synergistic indices; bottom right) are shown. Figure 7D shows the representative results from this part.  
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Figure S12. Replicate data of the validated drug combinations, related to Figure 7. 

Clonogenic assays were performed in two biological replicates for the combination of CD-437 and sirolimus (A–D) and the combination 

of narciclasine and purvalanol A (E–H) in H1299 (lung cancer; A, E), A549 (lung cancer; B, F), MDA-MB-231 (breast cancer; C, G), and 

MCF7 (breast cancer; D, H) cells.  
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Figure S13. Enrichment of effective compounds for liver cancer identified 

by our approach in the top compound list generated by Chen et al., 2017, 

related to Figure 7. 

Density of enrichment scores generated from 10,000 permutations (gray line), 

with the observed enrichment score as indicated (blue line). See Methods. 
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TRANSPARENT METHODS 

Large-scale perturbation data. We used the same procedures for data preprocessing and for manual 

curation of primary small-molecule mechanisms of action as previously described (Huang et al., 

2018). In brief, we accessed LINCS (Subramanian et al., 2017) (Library of Integrated Network-based 

Cellular Signatures) L1000 gene expression datasets (level 3, normalized using invariant set scaling 

followed by quantile normalization; http://www.lincscloud.org/, now available at Gene Expression 

Omnibus with accession number GSE92742; downloaded on 18 September 2014), which comprises 

1,328,098 perturbation profiles for 77 cell types. All associated metadata were retrieved via 

Lincscloud API (http://api.lincscloud.org/, now replaced by https://clue.io/api) using R package 

‘rjson’ (version 0.2.14). To facilitate similarity computations and to avoid redundancies, we reduced 

each probe-wise expression vector (dimension = 22,268; Affymetrix Human Genome U133A Array) 

to a gene-wise expression vector (dimension = 12,494) by taking the median of each gene with mul-

tiple probes using the R package ‘hgu133a.db’ (version 2.14.0). We considered the following three 

types of perturbation: exposure to chemical drugs for 6 hours (abbreviated as d6); exposure to chem-

ical drugs for 24 hours (d24); and exposure to short hairpin RNAs (shRNAs) for 96 hours (sh96). The 

following 10 selected cell types were analyzed: NPC (a human induced pluripotent stem cell-derived 

neural progenitor cell line); HA1E (a human kidney epithelial immortalized cell line); MCF7 (a hu-

man breast adenocarcinoma cell line); A549 and HCC515 (two human non-small cell lung adenocar-

cinoma cell lines); HT29 (a human colorectal adenocarcinoma cell line); HepG2 (a human hepato-

cellular carcinoma cell line); PC3 (a human prostate adenocarcinoma cell line); VCaP (a human met-

astatic prostate cancer cell line); and A375 (a human malignant melanoma cell line). All expression 

profiles were log2-transformed. The names of the perturbagens were set to those listed under the field 

‘pert_iname’ in the metadata. For chemical perturbagens, we excluded names that were unclear in 

their meanings and might be unfamiliar to general users outside the Broad Institute; these names 

started with ‘BRD-’, ‘SA-’, ‘BG-’, ‘ARG-’, ‘Broad-Sai-’, ‘FU-’, ‘JAS07-’, ‘KU-C’, ‘KUC’, ‘RAN-’, 

‘SD-’, ‘ST-0’, ‘ST-2’, ‘ST-4’, ‘TL-’, ‘TUL’, ‘VU-’, ‘WZ-4-’, ‘DAC-’, or ‘WY-01’. The total number 

of non-redundant perturbagens analyzed in each cell type are summarized in Table S1, corresponding 

to a union of 3,332 chemical and 3,934 genetic perturbagens. For chemical perturbagens, we manually 

curated primary mechanisms of action (MoAs) and, if available, the WHO Anatomical Therapeutic 

Chemical Classification codes (ATC codes) with associated LINCS metadata and MoA tag descrip-

tions (Figure S4 and Table S1). 

 

Discovery of recurrent perturbation–transcript regulatory associations. To mitigate cross-plate 

batch effects in LINCS L1000 data, in which most perturbation experiments were performed in only 

one biological replicate with no more than three technical replicates in a cell type, we followed the 

procedures for normalization as described below. For each of detection instances corresponding to a 

given perturbation p (of d6, d24, or sh96) treated in a given cell type c (one detection instance indi-

cates one well of measurement in a 384-well plate for fluorescence detection), we first subtracted the 

http://www.lincscloud.org/
http://api.lincscloud.org/
https://clue.io/api


 
 

15 

average expression values for all corresponding control experiments (of d6, d24, or sh96 in cell type 

c) on the same detection plate from the expression values for the perturbation instance. Next, for each 

detection plate, we subtracted the average expression values for all corresponding control experiments 

from each of the control instances. These processed values corresponding to the treatment (of pertur-

bation p in cell type c) and the relative control group were quantile-normalized separately to dissipate 

within-group deviation effects. Based on these normalized values, we computed the signal-to-noise 

ratios (SNRs) to rank genes in this context (namely, the difference of two means divided by the sum 

of two standard deviations from the ‘perturbed’ and ‘control’ groups) and combined them with a rank-

based method (Jacobsen et al., 2013) modified ad hoc to infer recurrent perturbation−transcript reg-

ulatory relationships. 

First, for a given perturbation p treated in a cell type c, we defined a relative rank for gene g 
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where Lp,c is the ordered (from negative to positive) vector of SNRs involving perturbation p in cell 

type c and rg,p,c is the rank for gene g in the vector Lp,c. Note that rrg,p,c is uniformly distributed on the 

interval (0, 1). Under the null hypothesis that no negative score exists between gene g and perturbation 

p across all n cell types (n = 10), we would expect twice the negative natural logarithm of the product 

of these uniformly distributed relative ranks to approximately follow a chi-squared distribution with 

2n degrees of freedom 
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In this way, the chi-squared test gave a one-sided P-value called p−. Alternatively, we could test the 

hypothesis at another side using the inverted rank (|Lp,c| − rg,p,c + 1), giving another statistic called p+. 

These two one-sided P-values, p− and p+, were multiplied by 2 to adjust for multiple testing. Finally, 

for a given perturbation p with measurements of gene g in at least half of the cell types (≥5 in this 

case), we could define a recurrence score REC as the signed logarithm of these P-values 
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To resolve the multiple testing problem, we used the Benjamini−Hochberg (BH) method to correct 

P-values as false discovery rates (FDRs) for all perturbation−gene pairs. The inference analysis was 

performed for each perturbation type (d6, d24, or sh96) separately, and those recurrent relationships 

with FDR < 0.001 are summarized in Figure 2A and Table S2. 

 To assess the robustness of recurrent perturbation−gene pairs against cell types, we resampled 

60% of cell types and repeated the analysis for 100 times for each perturbation type (d6, d24, or sh96). 

A recurrent perturbation−gene pair is recovered in one round of the resampling analysis if FDR < 

0.001. The robustness of a given recurrent perturbation−gene pair is then defined as the ratio of the 

number of cases in which they are recovered over the number of tested cases (Figure S1). 

 

Comparison with compound–target annotations. To allow comparison between transcript-level 

recurrences and compound–target interactions, we used the publicly available drug information re-

source DrugBank (Law et al., 2014) (version 4.3). We considered only the human targets, for which 

the action types ‘pending’, ‘unknown’, and ‘other’ were incorporated into ‘other/unknown’, corre-

sponding to a total of 11,045 drug−target pairs of miscellaneous action types (Figure S2). The map-

ping of compound names between DrugBank and LINCS was achieved using PubChem Compound 

Identifiers (CIDs) or compound aliases if available (Table S2), and the mapping between protein 

targets (DrugBank) and transcripts (LINCS) was made by gene symbols together with manual check 

(Table S2). This process by which to resolve many-to-many relationships for both compound and 

gene names between DrugBank and LINCS yielded 11,022 non-redundant compound–target annota-

tions for use in Figure 3. 

 

External validation of transcript-level recurrences. We performed differential gene expression 

analysis on relevant perturbation datasets available in Gene Expression Omnibus (GEO) to examine 

whether the inferred transcript-level recurrences within LINCS are adequately reproducible exter-

nally. We used the datasets with GEO accession numbers listed as follows: GSE28662 (triptolide at 

2, 4, and 6 h in MCF7 cells; Affymetrix Human Genome U133A Array), GSE69844 (vorinostat at 6 

h in HepaRG cells; Affymetrix Human Genome U219 Array), GSE69845 (clobetasol, vinblastine, or 

vorinostat at 6 h in MCF7 cells; Affymetrix Human Genome U219 Array), and GSE69849 (vinblas-

tine or vorinostat in Ishikawa cells; Affymetrix Human Genome U219 Array). For each dataset, we 

converted the probe set IDs into the gene symbols while taking the median expression values for each 

gene with multiple probes. For each perturbation experiment, the differentially expressed (DE) genes 

(two-sided unpaired Student’s t-test, BH-corrected P-value < 0.05 or 0.001) were compared with 

corresponding transcript-level recurrences (FDR < 0.001 or 10−6) for upregulated and downregulated 

genes separately using the hypergeometric test (Figures 4 and S3). 
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Analysis of small-molecule transcriptional regulatory modules. For each primary MoA or ATC 

code at any level (1–4), we first computed for each gene the ratio of recurrent hits (i.e., the number 

of REC scores with FDR < 0.001, considering both d6 and d24 relationships) over all recurrent and 

non-recurrent hits (i.e., the number of available REC scores) as the proportion of hits among the tested 

compounds belonging to the class. Examples of recurrently regulated genes for primary MoA gluco-

corticoid, antipsychotic, and heat shock protein (HSP) inhibitor and for ATC codes L01D (cytotoxic 

antibiotics and related substances), C01A (cardiac glycosides), and L01CA (vinca alkaloids and ana-

logues) are shown in Figures 5A, S5–S7, and 7A. 

To identify transcriptional regulatory modules across small-molecule classes, we then defined a 

gene with proportion of hits ≥ 20% (with consistent hits by ≥3 compounds belonging to a given class) 

to indicate a positive (+1) or negative (−1) regulation by a given class label (primary MoA or ATC 

code), or no (0) regulation otherwise. Small-molecule classes with at least one gene hit (i.e., not all = 

0) were included for analysis, and genes with ≥ 10% hits by the considered small-molecule classes 

were marked out as ‘ubiquitously’ regulated genes. The values of small-molecule-class gene regula-

tion (−1, 0, or +1) were used to define the similarity between any two genes x and y (across primary 

MoAs or ATC codes separately) by an element-wise Jaccard index (i.e., |x ∩ y|/|x ∪ y|), in which, 

for any class j for which two values xj and yj are elements of x and y, respectively, (xj, yj) = (+1, +1) 

or (−1, −1) falls within x ∩ y, whereas any (xj, yj) ≠ (0, 0) falls within x ∪ y. Using these Jaccard-

index-based distances (one minus the Jaccard similarity), we clustered genes (ubiquitously and non-

ubiquitously regulated genes separately) or small-molecule classes by WPGMA (weighted pair group 

method with arithmetic mean, using hclust in R package stats version 3.4.3 with method = "mcquitty") 

and selected the number of clusters k across a full range of possible values (k = 2,..., n – 1,where n is 

the number of genes or small-molecule classes) that yielded the highest silhouette score (Wiwie et al., 

2015), a quality measure that judges a clustering by its internal statistical properties (reaching the best 

score at +1 and the worst at −1). For gene clusters, this process resulted in ‘ubiquitous’ and ‘non-

ubiquitous’ clusters. To visualize these clusters, we showed the ubiquitous clusters first and then or-

dered the non-ubiquitous clusters according to which small-molecule class has the highest proportion 

of hits, ‘diagonalizing’ the results when possible (Figure 5B for primary MoAs and Figure S8B for 

ATC categories). The ubiquitous clusters are shown with the number of compounds accounting for 

consistent hits in each available small-molecule class (Figure 5C for primary MoAs and Figure S8C 

for ATC categories). 

We next tested whether the identified gene regulatory modules could be enriched for specific 

cancer hallmarks, using the hallmark gene sets (H) in the Molecular Signature Database 

(MSigDB (Subramanian et al., 2005); version 5.0). We performed hypergeometric tests on enrich-

ments of gene modules (of primary MoAs and ATC categories separately) for each of hallmark gene 

sets and adjusted P-values using the BH correction. The enrichment results were visualized by select-

ing gene modules with at least one significant enrichment (corrected P < 0.05) while grouping the 

enriched cancer hallmarks according to which gene module has the most significant P-value in a 

nearly ‘diagonal’ fashion. For each selected gene module, we indicated small-molecule classes that 
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regulated at least 50% of genes in the module (Figure 5D for primary MoAs and Figure S8D for ATC 

categories). 

 

Comparison with small-molecule sensitivity. We compared transcript-level regulatory recurrences 

with small-molecule sensitivity patterns that related an area under the dose–response curve (AUC) 

metric for each of 481 tested compounds to 18,543 basal (unperturbed) transcripts across 823 cancer 

cell lines (Rees et al., 2016), publicly accessible in the Cancer Therapeutics Response Portal (CTRP, 

version 2; http://portals.broadinstitute.org/ctrp.v2.2/). We used significant sensitivity–expression re-

lationships with Bonferroni-corrected two-sided P-values < 0.05 (corresponding to z-scored AUC 

correlation strength |z| > 4.69), in which a negative correlation indicates high expression of a given 

basal transcript correlates with sensitivity of a compound of interest whereas a positive correlation 

indicates low expression correlates with sensitivity. We overlapped perturbation–transcript regulatory 

interactions (in this study) with sensitivity–expression relationships (in CTRP) (Figure 6A and Table 

S6), and showed significantly correlated relationships for the compounds vorinostat and bortezomib 

and the transcripts TIMELESS and BAG3 in Figure S9. To examine overlapping relationships at the 

MoA level, we mapped the compound names in CTRP to our primary MoAs and counted occurrences 

of significant MoA–transcript overlapping pairs (including both d6 and d24 recurrent relationships) 

over twice the number of available compounds for each MoA in a given MoA–transcript pair (Table 

S7). The significant MoA–transcript overlapping pairs with occurrences ≥ 3 and the proportion of ≥ 

50%, or with occurrences ≥ 8 alone, are shown in Figure 6B. 

 

Expression-based therapeutic score. For each compound available in LINCS, we computed an ex-

pression-based therapeutic score as the extent of reversal relationships between small-molecule tran-

script-level recurrences (d6 and d24 separately) and a given disease gene signature (Figure S10A). In 

this study, we used the gene-expression signatures between primary tumors and tumor-adjacent nor-

mal tissues among eight cancer types from The Cancer Genome Atlas (TCGA) (Aran et al., 2017) 

(Bonferroni-corrected P-value < 0.05, |log2(fold change)| > 1, and log2(count per million) > 3), cor-

responding to n = 1,312 differentially expressed (DE) genes in bladder cancer (BLCA), n = 1,417 in 

breast cancer (BRCA), n = 1,503 in colon cancer (COAD), n = 962 in live cancer (LIHC), n = 1,446 

in lung cancer (LUAD), n = 568 in prostate cancer (PRAD), n = 759 in thyroid cancer (THCA), and 

n = 1,876 in uterine cancer (UCEC) (Table S8). We restricted our analysis to genes involved in both 

the inference of transcript-level recurrences and the derivation of disease gene signatures. 

 Formally, given a disease signature G and a perturbation p, we defined a therapeutic score 

 

http://portals.broadinstitute.org/ctrp.v2.2/
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where λ is the magnitude of the REC score for which FDR = 0.001, w(g) determines the weight of 

gene g (in this study, w(g) = log2fc(g) where fc(g) is the fold change of gene g), and h(p, g) summarizes 

the contribution from the transcript-level recurrence between perturbation p and gene g as 

 

        2, ,, ,logh p g rec sgp g p g pn rec rec g  >                 (5) 

 

in which ⟦∙⟧ returns 1 if the expression inside gives a TRUE value and returns 0 otherwise, rec(p, g) 

provides the REC score between perturbation p and gene g, and sgn(∙) is the sign function. The ther-

apeutic score provides a rough interpretation of the gene reversal such that suppose there are 1,000 

disease genes and a given perturbation can reverse exactly 100 genes with REC scores for which all 

FDRs were 0.001, then the therapeutic score is 0.1. Note that the therapeutic score in equation (4) can 

be rewritten as 

 

                , , ,score p G rev p G fwd p G                          (6) 

 

with 

 

                                r, , 0rev p G score p G                             (7) 

                               f, , 0fwd p G score p G                            (8) 

 

such that w(g)h(p, g) < 0 for all g’s in Gr (corresponding to reverse hits), w(g)h(p, g) > 0 for all g’s in 

Gf (corresponding to forward hits), and Gf and Gr are disjoint subsets of G. To assign statistical sig-

nificance to the therapeutic score for each perturbation p given a disease signature G, we shuffled the 

genes in the perturbation signature and re-computed a permuted therapeutic score, and this procedure 

was repeated 1,000 times. We then computed an empirical permutation P-value (Pecdf) as the ratio of 



 
 

20 

the number of permuted therapeutic scores whose absolute values were greater than or equal to that 

of the actual therapeutic score over the number of permutations (n = 1,000; Figure S10D). If Pecdf < 

1/100, we used the generalized Pareto distribution (GPD) to model the P-value distribution (Knijnen-

burg et al., 2009) (the number of exceedances used for fitting GPD was 250, and the parameters were 

estimated by the probability weighted moment (PWM) method using the gpdFit function in the R 

package fExtremes (version 3042.82) with the arguments type = "pwm" and information = "expected") 

and computed an improved estimate (Pgpd) for this low Pecdf. Finally, the permutation P-value for each 

perturbation p given a disease signature G was defined as Pgpd if Pecdf < 1/100, or Pecdf otherwise. To 

address the multiple testing problem, we used the BH method to correct permutation P-values for all 

perturbations p’s across the tested disease signatures G’s (n = 8). For visualization in Figure 7A, we 

selected chemical perturbagens with at least one significant therapeutic score ≥ 0.05 (d6 or d24; cor-

rected P-value < 0.05) across the tested disease signatures (Table S9) and, if available, computed the 

median dose–response AUC across cancer cell lines of each corresponding cancer type for each se-

lected chemical perturbagen (Rees et al., 2016), using the mapping information available in the Ge-

nomics of Drug Sensitivity in Cancer (GDSC) (Iorio et al., 2016). 

 For computing the therapeutic score for a given drug combination, we used a strategy that checks 

the consistency of hits (reverse, forward, or neither) among the compounds involved in the combina-

tion (Figure S10B). Formally, given a disease signature G = {g1, …, gm} and a combination Π involv-

ing n perturbations p1, …, pn, we defined a combinatorial therapeutic score 
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Note that when n = 1 (i.e., a single perturbation), equation (9) is reduced to equation (4). In this study, 

we calculated the combinatorial therapeutic scores for two-way combinations of chemical perturba-

tions whose therapeutic scores ≥ 0.01 with corrected P-values < 0.05. We adopted a similar procedure 
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as done for single therapeutics to assess statistical significance of the combinatorial therapeutic score 

for each given combination Π given a disease signature G by shuffling the genes in each perturbation 

signature of the combination independently, except that the number of permutations was 100 and the 

number of exceedances used for fitting GPD was 50. 

Based on individual and combinatorial therapeutic scores for the chemical perturbations and the 

combinations of them respectively, we predicted synergistic drug combinations for cancer (Figure 

S10C). Formally, for a given combination Π involving perturbations p1, …, pn with therapeutic scores 

s1, …, sn, respectively, where s1 ≥ ... ≥ sn ≥ 0, we defined a threshold τΠ 
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where we set α = 0.75. Let TΠ be the actual combinatorial therapeutic score for the combination Π, 

then Π is predicted to be synergistic if TΠ > τΠ. 

For visualizing the predicted synergistic drug combinations across cancer types in Figure 7B, 

drug combinations were ordered by the sum of magnitudes of synergistic combinatorial therapeutic 

scores with corrected P-values < 0.05 (Table S10), with the median dose–response AUC value across 

cell lines of each corresponding cancer type for each drug in the combination shown if available. The 

occurrences of the combinations of primary MoAs among the top 100 synergistic drug pairs across 

cancer types are summarized in Figure 7C. 

We validated our approach first by determining the enrichment of effective compounds we iden-

tified for liver cancer in the top compound list generated by Chen et al. (Chen et al., 2017) using the 

technique of gene set enrichment analysis. The effective compounds identified by our approach were 

those with d6 or d24 therapeutic scores > 0 and corrected P-value < 0.05 in the liver cancer signature 

(n = 260; Table S9). The compound list was obtained from Chen et al. but restricted to the compounds 

with definable therapeutic scores (Table S9), with sRGES scores used for enrichment analysis. The 

statistical significance was evaluated by shuffling the compounds in the list for 10,000 times to obtain 

a distribution of permuted enrichment scores, from which we used the GPD model as described above 

to approximate the permutation P-value (Figure S13). We also compared the effective compounds for 

cancer in this study with those compounds identified by OncoTreat for their ability to target metastatic 

master-regulator protein activities in neuroendocrine tumors (Table S11) (Alvarez et al., 2018). 

 

Drug-combination experimental validation. Cell culture and chemicals. MDA-MB-231, MCF7, 

H1299, and A549 cells were purchased from American Type Culture Collection (ATCC). Cells were 

cultured in Dulbecco's Modified Eagle's Medium (DMEM) supplemented with 10% fetal bovine se-

rum (FBS), incubated at 37 °C in humidified atmosphere with 5% CO2, and routinely passaged when 
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90–95% confluent. Cells tested negative for mycoplasma. CD-437 (1549) was purchased from Tocris 

biosciences. Sirolimus (SLKS1039) was ordered from Selleckchem. Narciclasine (MCEHY-16563) 

and purvalanol A (MCEHY-18299A) were purchased from MedChem Express. DMEM (12800), FBS 

(A3160601), and trypsin-EDTA (15400054) were obtained from Thermo Fisher Scientific. 

 Clonogenic assay. Cells (1,000 per well for H1299 and A549 cells and 5,000 per well for MDA-

MB-231 and MCF7 cells) were seeded in six-well plates and allowed to adhere overnight in culture 

media. Cells were then treated with drugs as indicated for 12 days during which the culture media 

with or without the drugs were replaced every three days. The remaining cells were fixed with 100% 

methanol, stained with 1% crystal violet, and recorded by a digital scanner. Crystal violet was ex-

tracted from the stained cells by 10% acetic acid, and growth inhibition was quantified by the follow-

ing steps: (1) the absorbance at 595 nm (A595) was measured using a ELISA reader (Bio-Rad); (2) 

relative growth was represented by A590 values with background correction and normalized with the 

corresponding control group as 100%; and (3) growth inhibition was calculated as one minus relative 

growth. Two technical replicates were performed for each of two independent biological replicates. 

 Analysis of drug synergy. Drug synergy was assessed by the delta score (Yadav et al., 2015), 

ranging from −1 (antagonism) through 0 (additive effect) to +1 (synergy), which is based on the zero 

interaction potency (ZIP) model and has been shown to produce superior accuracy for classifying 

drug combinations with known interaction modes compared with those based on the Loewe additivity 

or Bliss independence model. For each tested drug combination in a given cell line, we took the 

average (Figures 7D and S11) or individual values (Figure S12) of clonognic growth inhibition across 

biological replicates to calculate delta scores, using the ZIP function in the R package synergyfinder 

(version 1.4.2) with the arguments correction = TRUE and nan.handle = "L4".  
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