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Fighting bias with bias: How same-race endorsements
reduce racial discrimination on Airbnb
Minsu Park1*†, Chao Yu2†*, Michael Macy3,4*

Recent studies have documented racial discrimination in online interactions, mirroring the historic bias ob-
served offline. The sharing economy is especially vulnerable due to greater dependence on mutual trust in
sharing a ride, residence, or date with a stranger. These services rely on user recommendations to build trust,
but the effects of these peer evaluations on racial bias are only beginning to be explored. Using data from
Airbnb, we examine in-group preference for same-race hosts as well as same-race recommendations. The unex-
pected result is that these two manifestations of racial bias are offsetting, not reinforcing. White guests largely
overcame their racial bias in host selection when hosts were endorsed by previous white guests. Moreover, we
found no evidence of racial bias in the affective enthusiasm of endorsements, which suggests that the prefer-
ence for same-race endorsements is motivated by the race of the recommender, not the content of the
recommendation.
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INTRODUCTION
Over the past decade, the online sharing economy has flourished in
several domains, including lodging, transportation, and even dating
(1–3). This success is unexpected, given the risk to personal safety of
sharing a home, accepting a ride, or going on a date with a complete
stranger (4). Sharing economy platforms have addressed this chal-
lenge by designing user-driven reputation systems (e.g., reviews,
badges, and ratings) that discourage misbehavior and encourage
mutual trust (1, 4). In addition, most platforms also display users’
names and photos, thereby reducing anonymity and conveying au-
thenticity and accountability (1).

However, recent studies have documented an unintended conse-
quence. Names and photos also reveal sociodemographic character-
istics that can enable racial discrimination in users’ choices of
individuals with whom to interact (1–3, 5), thereby reinforcing
racial barriers to participation in the sharing economy (5–9).
These barriers are well documented. Black users wait longer for
shared rides (10) and are more likely to have the driver cancel (3).
Black hosts on Airbnb had 20% less demand than similar white-
owned properties (11) and earn 12% less (12), while lodging re-
quests from Black guests are 16% less likely to be accepted (2).

In response, Uber, a popular ridesharing platform, discontinued
the display of racial identities of drivers and passengers when algo-
rithmically optimizing matches (3). Although the design change
was intended to combat racial bias, the strategy backfired. Although
racial discrimination was avoided at the ride-request stage, it resur-
faced in higher driver cancellation rates once the match was made
and users’ demographic information was revealed (3). Worse still,
removing racial identities at the ride-request stage may have unin-
tentionally strengthened the normative legitimacy of racial
discrimination.

Previous research shows that reputation systems can reduce dis-
crimination in the sharing economy (5, 13, 14). A study using 1
million Airbnb requests for accommodation found that the age
and gender diversity of guests increased with the number of
reviews a host received (13). Another study found that a single pos-
itive review of an Airbnb guest was sufficient to eliminate host re-
luctance to rent to guests with names that sounded African
American (14).

Other studies show that users pay more attention to and place
greater trust in third-party recommendations from in-group
members. For example, Racherla et al. (15) found that “perceived
similarity” based on the reviewer’s photo, name, and bio-sketch in-
creased the willingness to stay in a reviewer-recommended hotel,
while inconsistent effects were reported in a similar study of
digital camera recommendations (16). An experiment involving
third-party racial similarity found that racially biased white partic-
ipants were more responsive to criticism of racist language on
Twitter when the criticism came from a user believed to be white
(17). These findings are consistent with a half-century of social
identity research on in-group bias that suggests greater responsive-
ness to same-race peer recommendations (18–20).

Growing evidence of in-group bias in third-party recommenda-
tions poses the central question that motivates our study: Does
racial bias in the response to peer endorsements promote or atten-
uate racial bias in the selection of exchange partners in the sharing
economy? The preference of whites for same-race recommenda-
tions, combined with racial bias in the strength of reviewers’ en-
dorsements, could reinforce racial discrimination against Black
providers with few white customers and even fewer white endorse-
ments. If so, previous studies may have overstated the effects of
racial discrimination against Black providers by failing to control
for the confounding effects of racial bias in third-party
endorsements.

To find out, we analyzed data on host selection and peer recom-
mendations in New York City using “instant bookings” collected
from Airbnb, the leading online marketplace for shared accommo-
dations. New York City has the booking density needed to control
for neighborhood racial composition, and instant bookings are
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needed to isolate guests’ racial preferences since they allow guests to
select a host but do not permit hosts to choose a preferred guest. We
used the Face++ facial recognition algorithm to classify users’ race
based on their profile photos (www.faceplusplus.com/). Visually re-
vealed racial identities may differ from the user’s self-identification,
but Airbnb does not include race in user profiles and it is the racial
identity perceived by guests that influences their behavior (see Ma-
terials and Methods for details on the data collection, facial recog-
nition, and measurement of racial bias).

Our analysis focused on two patterns of possible racial bias
among white users: guest preference for same-race hosts and
guest responsiveness to same-race recommendations. We then
tested whether racial bias in peer recommendations reinforces or
attenuates racial bias in the selection of a host. We measured
racial bias in host selection by comparing the probability that a
white guest will select an Airbnb host, broken down by the race of
the host. We measured host preferences among Black and Asian
guests as a benchmark for the assessment of racial bias among
white users. As an additional benchmark, we report the probability
to choose a host whose race is unidentified (i.e., the host does not
have a profile photo or their photo could not be algorithmically
labeled by Face++).

Our focus on racial discrimination among white guests is not
because they exhibit more pronounced same-race preferences com-
pared to Black or Asian guests. On the contrary, all three racial
groups share a similar preference for same-race hosts. We focus
on white discrimination because of racial inequality in access to
the sharing economy in general and the underrepresentation of dis-
advantaged minorities on Airbnb in particular. Same-race prefer-
ences are important for all three groups but for very different
reasons and with very different policy implications. In-group bias
among white guests reinforces racial inequality, while in-group
bias among Black and Asian guests promotes more equal opportu-
nity for hosts from underrepresented groups.

RESULTS
Preference for same-race hosts
In Fig. 1, the x axis represents the host’s race and the y axis reports
the probability of choosing the host relative to the expected proba-
bility if the choice were random. The expected probability corrects
for the overrepresentation of white users on Airbnb (see Materials
and Methods for additional details). The x axis also includes hosts
that are racially unidentified, as a comparative baseline. The prob-
ability of choosing a racially unidentified host is close to the expect-
ed probability for each of the three guest groups, which confirms the
randomization procedure used to account for the effects of the racial
composition of hosts on Airbnb.

The results show that white guests are nearly three percentage
points more likely to choose a white host (M = 0.027, P < 0.001)
than would be expected by chance (given the racial distribution of
hosts in the Airbnb population). White guests are also below chance
in their likelihood to stay with Black (M = −0.046, P < 0.001) and
Asian hosts (M = −0.016, P < 0.001).

The same-race preference is not limited to white guests. Asian
(M = 0.030, P < 0.001) and Black (M = 0.052, P < 0.001) guests
are also more likely to choose same-race hosts. Although white
and Asian guests have roughly equal same-group preferences,

white guests are more reluctant to stay with Black hosts than are
Asian guests (D = −0.041, P < 0.001).

Same-race preference for a host does not necessarily reflect racial
bias among white guests. An alternative explanation is racial in-
equality in the distribution of wealth such that white hosts can
afford more premium amenities and better locations. An obvious
problem with this explanation is that a racial disparity in property
attributes cannot explain same-race preferences among Black and
Asian guests. Nevertheless, we confirmed the robustness of the
results reported in Fig. 1 controlling for a set of measures for the
intrinsic appeal of the property, including price, amenities,
privacy, and neighborhood racial composition (see tables S3, S5,
and S7). We found little between-race difference in listing attributes
and little change in the preference for same-race hosts when con-
trolling for intrinsic appeal.

Preference for same-race endorsements
The results in Fig. 1 are consistent with previous studies on racial
bias in the selection of exchange partners in the sharing economy.
Same-race preferences in host selection could reflect racial bias in
how guests write and respond to endorsements, but this possibility
has received comparatively little attention in previous research. It is
the problem to which we now turn.

Racial bias could affect how endorsements are written as well as
how readers respond. We used VADER (Valence Aware Dictionary
for Sentiment Reasoning) (21) to compare the level of enthusiasm
between endorsements from same- and other-race guests (see the
“Sentiment analysis” section in Materials and Methods for addition-
al details). The sentiment score can range from −1 (most negative)
to 1 (most positive), with scores between −0.05 and 0.05 considered
to be neutral. The mean sentiment scores for endorsements written
by same-race (0.968) and other-race guests (0.970) were close to 1.0
(the upper limit) and nearly identical (P = 0.305), indicating that
there were almost no negative reviews and other-race endorsements
were no less positive than endorsements for hosts of the same race.

Using the Linguistic Inquiry and Word Count (LIWC), we also
tested six additional affective measures: certitude, moralization, po-
liteness, prosocial, risk, and dissatisfaction (see fig. S7). For Black
hosts, all three groups of guests used polite words more frequently
than they did for other hosts, Black and Asian guests used prosocial
language more often, Black guests referred to risk more often, and
white guests expressed lower certitude. For white hosts, Asian guests
expressed higher certitude. For Asian hosts, there were no statisti-
cally significant differences in content compared to other hosts. The
magnitude of these differences was very small and only marginally
significant, and there were no significant differences for any of the
other three LIWC measures that we tested. In short, using eight af-
fective measures in two lexical sentiment analysis tools, we found no
evidence of higher enthusiasm in same-race endorsements. If there
is racial bias in peer recommendations, it is mainly in the response
to endorsements, not in their content.

We isolated guest responses to endorsements from responses to
the host’s race by using bookings with racially unidentified hosts.
Airbnb displays up to six endorsements on the listing’s front
page, without the need for the guest to click through to see earlier
reviews (see Materials and Methods for details on the measurement
of guest responses). In Fig. 2A, the x axis reports the number of
front-page endorsements from previous guests of the same race as
the guest, among hosts with six front-page endorsements. Note that,
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in all cases, the hosts had six endorsements on their front pages; all
that varies is the number of endorsements written by a previous
guest of the same race as the current guest. We pooled five or
more same-race endorsements together due to the smaller
number of same-race reviews by Black guests (given the underrep-
resentation of Black users on Airbnb). The y axis is the probability of
choosing a racially unidentified host relative to the expected prob-
ability if the choice were random, broken down by the race of the
guest (identical to the measure used in Fig. 1 except that the host is
racially unidentified).

The results show that the impact of same-race endorsement is
greater than the impact of same-race host. The probability that a
white guest chooses the host increases markedly with the propor-
tion of endorsements that were from previous guests who were
also white, from −0.240 to 0.056 points (P < 0.001) as the number
of same-race endorsements increases from zero to five or more.

As with the same-race preference for hosts, the effect of same-
race endorsements is not limited towhite guests. The booking prob-
ability increases from −0.033 to 0.296 points (P < 0.001) for Black
guests and from −0.025 to 0.189 points (P < 0.001) for Asian guests.
Figure 2A also shows that the overall booking probabilities for white
guests are much lower, compared to Black and Asian guests. This
indicates that white guests are more reluctant than other guests to
book with hosts whose race is unknown.

Given that the race of the host is unknown, a plausible interpre-
tation is that guests use the racial composition of endorsements as a
proxy for the unknown race of the host. We therefore replicated
Fig. 2A using bookings where the race of the host is known;
hence, the effect of same-race endorsement is not needed to infer
the race of the host. The results in Fig. 2B are nearly identical to
Fig. 2A except that the race of the host is known to the guest. The
y axis measures the probability of booking with a randomly chosen
host of known race, with equal weighting for hosts regardless of
race. The probability that a white guest chooses a host of known

but random race increases from −0.195 to 0.045 (P < 0.001) as
the number of same-race endorsements increases from zero to
five or more. Same-race endorsements also increase the probability
of a booking for Black (from −0.025 to 0.248, P < 0.001) and Asian
guests (from −0.024 to 0.157, P < 0.001).

Racial bias in host selection (Fig. 1) and in the response to en-
dorsements (Fig. 2) is consistent with decades of social identity re-
search on in-group demographic preferences (18–20). Figure 3
addresses the central question that motivates this investigation:
Are these two manifestations of racial bias mutually reinforcing?
The results show the opposite. Figure 3 is identical to Fig. 2,
except that the y axis now measures the booking probability when
the race of the host is known, broken down by race. The figure
reports results for hosts of the same race (orange) and different
race (navy). The choices of other-race hosts were sufficiently
similar that we simplified the analysis by combining both other-
race groups (see fig. S1 for results with all nine combinations of
the race of guest and host).

The results show that same-race endorsements markedly in-
crease not only the probability that white guests will choose a
host of the same race but also the probability that they will
choose a host of a different race. Among white guests (upper
panel), the probability of choosing a same-race host relative to
chance increases from −0.155 to 0.067 (P < 0.001) and the proba-
bility for a host of a different race increases from −0.213 to 0.041
(P < 0.001) as the number of same-race endorsements increases
from zero (all endorsements were other race) to five or more (all
endorsements were the same race). The gap between the orange
and navy lines diminishes as the number of same-race endorse-
ments increases. This gap measures the difference in the effect of
white endorsements, depending on the race of the host. The reduc-
tion in the size of the gap with the number of same-race endorse-
ments indicates that the effect of white endorsements on white
guests is stronger for Black and Asian hosts.

The middle (Asian guests) and lower (Black guests) panels show
similar main effects of same-race endorsement but the opposite in-
teraction with the race of the host. Among Asian guests, the booking
probability with a host of the same race increases from −0.024 to
0.229 (P < 0.001) as the number of same-race endorsements increas-
es from zero to five or more. The booking probability for a host of
another race also increases from −0.027 to 0.131 (P < 0.001).
Among Black guests, the booking probability increases from
−0.011 to 0.350 (P < 0.001) and from −0.036 to 0.233 (P < 0.001)
for a host of the same race and of another race, respectively.

Although the effect of same-race endorsements is similar for all
three groups of guests, the interaction with the race of the host is
very different. As the number of same-race endorsements increases,
the gap between the orange and navy lines gets larger for Black and
Asian guests, while it gets smaller for white guests (see fig. S2 for
additional analysis). This suggests that, compared to Black and
Asian guests, white guests are less affected by the race of the host
as the number of same-race endorsements increases.

As with Fig. 1, we tested the robustness of the results reported in
Fig. 3 controlling for a set of measures for the intrinsic appeal of the
property (see tables S4, S6, and S8). Including the controls had no
qualitative effect. We also replicated Fig. 3 using the total number of
same-race endorsements out of all reviews, not just those on the
host’s front page (see fig. S3).

Fig. 1. Racial bias in host selection broken down by race. The y axis reports the
probability to choose a host depending on the race of the host (x axis). Left to right:
Each panel represents white, Asian, and Black guests’ choices of hosts. As expect-
ed, racially unidentified hosts were close to chance in guest preferences. In con-
trast, guests clearly preferred same-race hosts. Black guests had stronger same-race
preference than Asian (D = 0.022, P < 0.001) andwhite (D = 0.025, P < 0.001) guests.
While Black and Asian guests had similar levels of reluctance to stay with other-race
hosts, white guests preferred Asian over Black hosts (D = −0.030, P < 0.001).
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DISCUSSION
Although racial discrimination is against the law in the United
States (22), in-group preferences still affect many daily behaviors,
such as choosing friends and neighborhoods (23–26). These in-
group preferences are also evident in the sharing economy, from
rides to dating (2, 3). Using data from Airbnb in New York City,
we confirmed previous studies showing that racial bias exists in
online lodging markets as well.

We also tested for racial bias in peer recommendations. We
found no difference in the affective strength of endorsements for
same- and other-race hosts. Instead, racial bias in endorsements
occurs in the response that they elicit. The race of endorsers had
even more impact than the race of hosts. Yet, unexpectedly, the
higher responsiveness to same-race endorsements had a net positive
effect on guests’ willingness to choose a host from a race other than
their own.

The effect of white endorsements on the willingness of white
guests to book other-race hosts is not because white guests write
more positive reviews. On the contrary, nearly all reviews are posi-
tive, regardless of the race of the host or the reviewer (27, 28). More-
over, guests of all races are more responsive to same-race
endorsements, which suggests that it is the race of the reviewer,
and not racial differences in review content, that accounts for the
same-race responsiveness.

Nevertheless, there is an important difference in the effect of
same-race endorsements on the willingness to book with other-
race hosts. Because the market is white dominated, a Black or
Asian host is more likely to be endorsed by white guests than is a

white host to be endorsed by Black or Asian guests. Thus, the net
effect of same-race endorsement is to reduce racial discrimination
on Airbnb.

These results have policy implications for reducing racial in-
equality in access to the sharing economy. Complaints about this
inequality have led some companies to obscure the racial identity
of users by removing profile photos (3). However, this strategy
can also backfire, by shifting discrimination to the point where
racial identities become apparent and by undermining trust when
transactions are between anonymous users (3, 29).

Instead, our study suggests that it may be possible to algorithmi-
cally harness racial bias to combat racial inequality. Same-race
booking preferences limit opportunities for Black hosts to be
booked by, and thus reviewed by, guests of other races. Instead of
hiding profile photos, platforms should selectively display the
same racial composition of front-page endorsements for all provid-
ers, creating a level playing field in the positive effects of same-race
endorsements on the willingness of white guests to book with hosts
of a different race. Increasing the exposure of white guests to white-
authored endorsements of Black hosts may lead to more white
bookings, thereby making the algorithmic correction less necessary
over time.

Our study has several limitations. First, despite the high (68%)
reviewing rate (30), guests who did not leave reviews are missing
from the data. This imposes a selection bias in favor of previous
guests who were motivated to write reviews. Although this makes
the endorsements unrepresentative of all user experiences, what
matters for host selection is the racial distribution observed by the

Fig. 2. Response to same-race endorsements of a racially unidentified or randomly chosen host. The x axis is the number of same-race endorsements for a racially
unidentified host (A) and a randomly chosen host (B), out of five or more front-page reviews. The y axis is the probability that a white (top), an Asian (middle), or a Black
guest (bottom) chooses a host, compared to chance. In (A), as same-race endorsement increases from zero to five or more, the normed probability of booking with a
racially unidentified host (relative to chance) increases from −0.240 to 0.056 for white guests, from −0.025 to 0.189 for Asian guests, and from −0.033 to 0.296 for Black
guests (P < 0.001 for all three groups). In (B), the probability of booking with a randomly chosen host of known race, with equal weighting for hosts regardless of race,
shows almost identical results. As the number of same-race endorsements increases from zero to five or more, the normed probability increases from −0.195 to 0.045
points for white guests, from −0.024 to 0.157 points for Asian guests, and from −0.025 to 0.248 points for Black guests (P < 0.001 for all three groups).
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guest, not the true underlying distribution which the guest has no
way to see.

Second, hosts also review guests, but we were unable to obtain
these data. Future research is needed that uses host-authored en-
dorsement of their guests to test for racial bias among hosts in the
endorsement of guests and how these endorsements might affect
racial diversity of reviews written by guests.

Third, we cannot rule out the possibility that our measure for
same-race preference is confounded by unmeasured listing attri-
butes that make guests more likely to book with and recommend
the host. We tested the robustness of the results when controlling
for privacy, amenities, price, and neighborhood racial composition,
but a property can have special attributes (e.g., proximity to the
beach and view of the mountains) that we cannot measure and
therefore cannot control.

Fourth, we used time slices (before and after the start of 2017) to
confirm the robustness of our temporally aggregated results (see the
“Robustness check for temporal differences” section in the Supple-
mentary Materials). However, our analyses were static and do not
examine trends in racial bias. Changes to the Airbnb booking

system and user interface may have altered the behavior and racial
composition of users during the time period for which we have data
(2009 to 2018). Future research could leverage these changes to
open up opportunities for causal inference that go beyond the de-
scriptive account presented here.

Fifth, the racial composition and distribution of guest-host pair-
ings could differ markedly from one neighborhood to another. We
confirmed the robustness of our results by replicating the analyses
using neighborhood-specific measures (see the “Robustness check
for spatial differences” section in the Supplementary Materials),
but future research could go further by using neighborhood varia-
tion to investigate ecological and contextual constraints on same-
race preferences.

Sixth, our data are limited to users in New York City, which may
understate the bias that might be observed in less cosmopolitan lo-
cations. However, New York City afforded the population density
and diversity needed for the neighborhood-specific measures
used to confirm the robustness of the spatially aggregated results.

Last, we did not investigate gender differences in racial bias. Al-
though gender distributions do not vary by race in the larger pop-
ulation, gender is known to strongly influence pairing probabilities
in the sharing economy (31). We controlled for gender to confirm
the robustness of the reported results (see the “Robustness check for
intrinsic appeal” section in the Supplementary Materials), but
future research should focus on the intersection of gender and
race in guests’ booking behavior, reviews, and responses to
endorsements.

MATERIALS AND METHODS
Dataset description
All data used in this study were obtained from Inside Airbnb (http://
insideairbnb.com/), an independent third-party platform that spe-
cializes in the collection and distribution of Airbnb data. The data
were collected for bookings in New York City between 12 March
2009 and 6 August 2018. We only collected listings that were
“instant bookable,” i.e., a listing that a guest can book immediately
without needing to send a reservation request to a host for approval.
Instant bookings are needed to isolate racial bias in the selection of a
host from bias by hosts in approving of a guest. The dataset contains
13,663 instant bookable listings from 11,633 hosts and 407,295
time-stamped reviews from 377,086 guests. These data represent
34.6% of total listings and 40.4% of total reviews before excluding
those that allowed hosts to reject guest applications. The rates of
instant bookings are nearly identical across racial groups. After re-
moving guests who could not be racially identified, the data used for
the reported analyses consisted of 150,570 time-stamped guest
reviews of 7147 hosts across 7903 instant bookable listings. To
confirm the robustness of our results based on instant bookings,
we replicated the analyses only with requested bookings and the
results are almost identical (see the “Robustness check for
booking type” section in the Supplementary Materials).

Racial classification using facial recognition
Airbnb guests cannot look up a host’s racial identity in their user
profile, nor can guests see the host’s last name, which previous
studies have used for labeling the race of online users (31, 32).
However, guests can infer the race of a host or reviewer from
their profile photo. (Airbnb recommends that users upload their

Fig. 3. Response to same-race endorsements of same- and other-race hosts.
The x axis is the number of same-race endorsements of the host (out of five ormore
front-page reviews). The y axis is the probability that a white (top), an Asian
(middle), or a Black guest (bottom) chooses a host, compared to chance. Color in-
dicates whether the race of the host is the same as the guest. As same-race en-
dorsement increases from zero to five or more, the normed probability of
booking with the host increases, regardless of the race of the guest or host.
However, among white guests, the increase in booking probability is larger for
other-race hosts (D = 0.254, compared to D = 0.222), while among Black and
Asian guests, the increase is larger for same-race hosts (D = 0.361 and
D = 0.253), compared to other-race hosts (D = 0.269 and D = 0.158), among
Black and Asian guests, respectively.
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real profile photos and informs users that many hosts require that
guests have a profile photo.) We have no way to know if the host’s
race, as perceived by the guest, matches the host’s own racial iden-
tity. However, it is the perceived race of the host that should be used
to measure a guest’s racial bias. For example, we regard the choice of
a host as racially biased if a white guest books with an other-race
host mistakenly perceived to be white. It is the guest’s perception
that matters, not the host’s own racial identity.

Like the guests, we also do not know the race with which the host
self-identifies, and like the guests, we used profile photos to ascer-
tain a user’s race. The photos were labeled on Face++ (www.
faceplusplus.com/), an online facial recognition service, because
the number of users in our dataset was too large to use human
coders. Face++ provides a reliable pretrained facial recognition al-
gorithm that identifies demographic attributes including age and
gender as well as race. Face++ classifies users into three racial cate-
gories: white, Black, and Asian. The racial distribution among the
profile photos in our dataset was as follows: 59.82% of guests and
57.24% of hosts were white; 16.21% of guests and 22.01% of hosts
were Black; and 23.97% of guests and 20.75% of hosts were Asian.
As a reference point, the racial composition of New York City is
41.3% white, 23.8% Black, and 14.3% Asian in 2021 and 44.6%
white, 25.1% Black, and 11.8% Asian in 2010, according to U.S.
Census Bureau QuickFacts (www.census.gov/quickfacts/). The
comparison with Census data indicates that white users are
greatly overrepresented on Airbnb, while Black users are underrep-
resented (assuming random error in the visual classifications).

Face++ racial classification has been validated using the Chicago
Face Database (82.8% accuracy) and the 10k US Adult Faces Data-
base (72.9% accuracy) (33). However, those tests did not use Airbnb
profile photos. We therefore tested for accuracy using a stratified
random sample of 3000 profile photos matched with user IDs in
our dataset. The photos were obtained using Airbnb URLs and
were not locally stored. Each profile picture was evaluated by
three independent coders recruited from Amazon Mechanical
Turk. Each coder was asked to assign a perceived race with an
option of “Other/None of the Above.” Each profile picture was
labeled with the race identified by at least two coders (N = 2872)
and otherwise labeled as ambiguous (N = 128). The average agree-
ment between Face++ and human coders was 83.3%. Although the
agreement is less than ideal, the errors appear to be random, which
means that the racial bias that we report is, if anything,
underestimated.

We labeled users as racially unidentified if they did not have a
profile photo or their photo did not contain an algorithmically de-
tected individual human face; 89.69% of guests and 80.97% of hosts
in our data used images of people with identifiable human faces as
their profile photos. Among users with algorithmically identifiable
photos, 20.62% of guests and 11.79% of hosts had profile photos
with more than one face, nearly all of which show the faces of a
same-race couple or family. We excluded users with more than
one face in their profile photos for three reasons: Multiple faces
in profile photos are susceptible to greater error in algorithmic la-
beling due to the inability to distinguish between background and
foreground faces, reduced facial resolution in the background, and
more opportunities for error (e.g., if the algorithm has p probability
to correctly label a single face, the probability to correctly label all n
faces is pn). Instead, we assume that there are no qualitative differ-
ences in how guests respond to a host or reviewer between a single

individual and a couple. Photos with multiple faces suggest an op-
portunity for future research to test whether guest preferences for
interracial hosts more closely match their preferences for same-
race or other-race individual hosts.

Front-page reviews
Airbnb posts up to six of a host’s most recent reviews on the host’s
front page, without the need for the guest to click through to see the
others. Previous studies have shown that front-page reviews are the
most influential (34, 35). However, the data we obtained do not
identify which reviews are front page. We therefore used the
review date to label up to six of the most recent reviews as front
page. We validated the labeling method using 100 manually
coded front-page reviews. Ninety-seven of 100 were correctly
labeled using recency of the review as a proxy.

Our analysis of racial preference for same-race reviews is based
on an equal number of reviews for all hosts, regardless of race—the
six most recent reviews posted on the host’s front page. Hosts with
fewer than six reviews were excluded from the analysis and we
pooled five or more same-race endorsements together to ensure suf-
ficiently large numbers for statistical reliability. All analyses in the
main text used front-page reviews, but replication using all endorse-
ments confirms the robustness of the reported results (see fig. S3).

Observed and expected host-selection probability
We measured racial bias by comparing the observed probability of
host selection with the probability expected if race were randomly
assigned. Random assignment was implemented by randomly shuf-
fling the guests to produce a set of random pairings while preserving
the original racial distribution. The difference between the observed
and expected probabilities then captures the effects of racial prefer-
ence that are over and above the distributional effects. Statistical sig-
nificance of the difference was estimated using the magnitude of the
difference in standard errors (the SD of the expected probability
over 1000 reshuffled samples).

Sentiment analysis
The number of same-race endorsements fails to capture differences
in the level of enthusiasm expressed in each endorsement and may
include reviews that are critical of the host. We used VADER to
measure the difference in mean review sentiment between endorse-
ments from same- and other-race guests. VADER is a lexical senti-
ment analysis tool that is tuned for short texts in online social media
(21). We validated the lexical measures by randomly selecting 50
negative reviews and 50 positive reviews as coded by VADER.
Two human coders then independently classified the reviews as
positive or negative. The intercoder reliability measured by Krip-
pendorff’s alpha was 0.94 (P < 0.001) and the average agreement
between human coders and VADER classification was 0.93, where
1.0 indicates perfect agreement. We excluded the small number of
negative reviews (1.44%) and labeled the remaining reviews as
endorsements.

VADER’s limited number of sentiment measures led us to also
measure enthusiasm using LIWC (the 2022 edition). LIWC in-
cludes 131 “certitude” words (including “really,” “actually,” and
“of course”), 356 “moralization” words (e.g., “wrong,” “honor*,”
“deserv*,” and “judge”) that are used to convey moral judgment,
142 “politeness” words (e.g., “please” and “thank you”), 242 “proso-
cial” words (e.g., “care” and “help”), 128 “risk” words (e.g., “secur*,”
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“protect*,” “pain,” and “risk*”), 89 “lack” words (e.g., “want,” “hope,”
“wanted,” “wish,” and “didn’t have”), 56 “want”words, and, lastly, 49
“fulfill” words (e.g., “enough,” “full,” “complete,” and “extra”) that
convey dissatisfaction. We binned all the reviews for each of the
nine host-by-guest combinations of white, Black, and Asian users.
For each bin, we counted the number of instances in which any
word in the dictionary appeared in each bin and divided this
number by the number of words in the bin. Each of the nine bins
was analyzed using the following word lists: certitude, moralization,
politeness, prosocial, risk, and dissatisfaction (combining “want,”
“lack,” and “fulfill,” aligned for similar direction) and we calculated
the standard errors by bootstrapping 1000 randomly drawn samples
of the same size (with replacement).

Ethical considerations
This research was reviewed by the host university’s Institutional
Review Board and classified as exempt because the data were pub-
licly available (under CC BY 4.0), although the research involved the
use of automated face classification (Face++). Face recognition al-
gorithms have lower accuracy for members of underrepresented and
marginalized groups that can exacerbate racial inequalities in appli-
cations that rely on face recognition as inputs for active user deci-
sion-making. However, our study only relies on face recognition to
label data passively and therefore is not susceptible to the ethical
problems that arise when the algorithms are used in user-driven
applications.
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