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RNA sequencing is widely used to measure gene expression across a vast range of animal and plant tissues and conditions.

Most studies of computational methods for gene expression analysis use simulated data to evaluate the accuracy of these

methods. These simulations typically include reads generated from known genes at varying levels of expression. Until

now, simulations did not include reads from noisy transcripts, whichmight include erroneous transcription, erroneous splic-

ing, and other processes that affect transcription in living cells. Here we examine the effects of realistic amounts of transcrip-

tional noise on the ability of leading computational methods to assemble and quantify the genes and transcripts in an

RNA sequencing experiment. We show that the inclusion of noise leads to systematic errors in the ability of these programs

tomeasure expression, including systematic underestimates of transcript abundance levels and large increases in the number

of false-positive genes and transcripts. Our results also suggest that alignment-free computational methods sometimes fail to

detect transcripts expressed at relatively low levels.

[Supplemental material is available for this article.]

Over the past decade,many computationalmethods have been de-
veloped to analyze data from RNA sequencing (RNA-seq) experi-
ments (Li et al. 2010; Trapnell et al. 2012; Bray et al. 2016; Patro
et al. 2017; Kovaka et al. 2019). The primary data from these exper-
iments consist of a large collection of short sequencing reads, usu-
ally 100–150 bp in length, that themselves derive from transcribed
RNA molecules in a tissue sample. Genome-guided transcriptome
assembly methods (Trapnell et al. 2012; Maretty et al. 2014;
Kovaka et al. 2019) map these reads to the genome of the target or-
ganism and then reconstruct and quantify full-length RNA mole-
cules from the alignments. Alignment-free methods (Patro et al.
2014, 2017; Bray et al. 2016) use annotated transcripts to construct
an index for exact lookup of short subsequences (k-mers). K-mers
in each sequenced read are then matched against the index to
determine which transcripts produced each read. These methods
run much faster because they skip the alignment step, but they
give up the ability to detect any genes or transcripts that are not al-
ready present in the annotation.

Both types of algorithms produce, for each transcript detect-
ed, an estimate of the level of expression of that transcript. These
expression-level estimates are, in turn, used to determine expres-
sion values of full genes and to compute which genes and tran-
scripts are differentially expressed in different experimental
samples.

In testing and evaluating methods for RNA-seq data analysis,
many published reports have relied on simulated data (Trapnell
et al. 2012; Patro et al. 2014, 2017; Bray et al. 2016; Shao and
Kingsford 2017; Kovaka et al. 2019). For example, Patro et al.
(2017) used simulated data sets generated by Polyester (Frazee
et al. 2015) and RSEM-sim (Li and Dewey 2011), Bray et al.

(2016) used RSEM, and Kovaka et al. (2019) used FluxSimulator
(Griebel et al. 2012) to generate reads. The reads themselves includ-
ed sequencing errors, but all transcripts produced by the simula-
tors were considered to be correct for the purposes of evaluating
the RNA-seq abundance estimations. The need for simulations
arises because we do not have an RNA-seq data set for which the
ground truth is known, that is, for which we know precisely which
genes and transcripts were expressed and at what levels they were
present. Most evaluations therefore rely on a combination of real
and simulated data to estimate the accuracy of these methods.

Several biases in RNA-seq protocols have been investigated as
potential confounding factors in the downstream analysis (Patro
et al. 2017; Ma and Kingsford 2019). These observations led to
the development of targeted simulation protocols for accurate
comparison of abundance quantification methods (Li and
Dewey 2011; Frazee et al. 2015). Additionally, recent interest in
the analysis of prespliced mRNA molecules (La Manno et al.
2018) led to modifications of quantification methods to account
for the presence of unspliced isoforms for specific protocols (Bray
et al. 2016).

Recent studies have shown that the human transcriptomehas
many “noisy” transcripts, that is, transcribed RNA sequences that
do not represent functional genes (Struhl 2007; Cavallaro et al.
2020). These noisy transcripts have been estimated to comprise
up to one-third of the RNA molecules in a cell, although most of
them are present at very low levels (Van Bakel et al. 2010;
Djebali et al. 2012; Palazzo and Lee 2015; Pertea et al. 2018).
Despite this phenomenon, no previous study has simulated noisy
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transcripts as part of an evaluation of RNA-seq assembly or quan-
tification programs. We wanted to test the hypothesis that the
presence of noise might have a significant effect on the output
of these programs.

In this study, we first developed a collection of methods to
quantify the amount of noise in bulk RNA-seq experiments and
to create simulated data sets that would reflect the types and abun-
dance of transcriptional noise that were observed in large studies
such as GTEx (The GTEx Consortium 2013). This noise includes
intergenic transcripts, erroneous splicing, and incompletely spliced
transcripts. We then generated a set of simulated RNA-seq experi-
ments and analyzed themwith three of the leading programs for es-
timating gene expression: StringTie2, Salmon, and kallisto.

Results

Properties of transcription in GTEx and simulation

In this analysis, we investigated four distinct types of biological
and technical variation, by partitioning transcriptome assemblies
previously computed from the GTEx data set into (1) known tran-
scripts, (2) erroneous transcripts caused by retained introns
(“intronic noise”), (3) erroneous transcripts caused by the use of
the wrong splice site (“splicing noise”), and (4) erroneous tran-
scripts caused by transcription in intergenic regions (“intergenic”),
as summarized in Table 1.

In our analysis, we found that most known genes were ex-
pressed in at least one sample of a typical tissue (Fig. 1A). In con-
trast, fewer than half of both known loci and isoforms were
actively expressed in a typical sample (Fig. 1B,C). We also found
that known transcripts were more likely to occur in multiple sam-
ples of the same tissue (∼26%) compared with noisy transcripts
(1.8% for intergenic noise, 0.5% for intronic noise, and 1.4% for
splicing noise). Thus, although the complete GTEx data set con-
tained a much higher number of noisy transcripts overall, at the
level of a particular tissue, the number of noisy transcripts was gen-
erally lower than the number of real ones (Fig. 1B,C).

Each type of transcription in our analysis displayed distinct
expression properties within the data set. Importantly, we found
known isoforms to dominate the expression within annotated
genes. For a typical gene in our simulation, 80%–90% of the reads
derived from known isoforms, similar to the proportion observed
in the GTEx data set. As shown in Figure 1E, between 17% and
32% of transcription in our simulation comes from noisy isoforms
(µ=∼25%). This is comparable to the average of 25.7% noisy ex-
pression observed across samples in GTEx, with intergenic,
intronic, and splicing noisy transcripts comprising on average
4.8%, 2.1%, and 18.8%, respectively, of the total expression
(Supplemental Fig. S1).

We applied our simulation protocol (Methods) to create a
data set composed of three tissues, each represented by 10 samples.

Our comparisons between inter- and intra-sample properties of the
simulated data set revealed that all targeted properties of the GTEx
data set were preserved, while providing a high degree of
randomization.

Abundance estimation

In our analysis below, we present results based on the cumulative
contribution of different types of noisy expression to the output of
RNA-seq analysis tools. A breakdown of the results by specific type
of noise is presented in Supplemental Figures S2 through S8.

Transcript-level effects

For all methods considered here, the introduction of noisy expres-
sion led to a consistent increase in the number of transcripts falsely
identified as expressed (Fig. 2A). False-positive rates (FPRs) and
false-negative rates (FNRs) both in the absence and presence of
noise are reported in Supplemental Figures S7 and S8.We observed
that StringTie2 had both the smallest number of false positives
(FPs) in the absence of noise (μ=18,844; FPR=7%) and the small-
est increase in FPs, bringing its average up to 23,494 (∼25% in-
crease; FPR=8%). In comparison, Salmon had a slightly higher
number of FPs in the absence of noise (μ=21,546; FPR= 8%), but
these had a much greater increase of ∼70% (μ=36,677; FPR=
13%) in the presence of noise. The number of FP observations
for kallisto was highest with noise-free data (μ=34,316; FPR=
12%), and when noise was added, it produced the largest number
of false-positive (FP) transcripts, averaging more than 51,000
(∼50% increase; FPR=18%). On average, methods reported similar
sets of FP transcripts across simulated samples with greater similar-
ity observed between Salmon and kallisto (Supplemental Fig. S9).

A common strategy to reduce FPs from RNA-seq analysis is to
eliminate isoforms with low expression using predefined thresh-
olds. To account for this in our analysis, we examined abundance
estimates of the FP transcripts (Fig. 2B). We observed that
StringTie2’s FPs had the lowest median abundance, at 0.14 tran-
scripts per million (TPM) with noise and 0.15 TPM without noise.
Salmon and kallisto, in contrast, assigned substantially greater
abundance to their FPs. Specifically, their median abundance esti-
mates in the absence of noise were 0.4 TPM (Salmon) and 0.19
TPM (kallisto), and when noise was included, these increased to
0.85 and 0.39, respectively. In addition, Salmon and kallisto’s
abundance estimates showed a larger statistical dispersion, with
many FPs having an expression level above 2.0.

If we used a minimumTPM threshold of one, as is sometimes
done in RNA-seq analysis, then across 30 simulated samples in the
absence of noise, Salmon and kallisto reported 262,085 and
290,537 FP transcripts, respectively, whereas StringTie2 reported
126,735. When noisy transcripts were added, all of these numbers
went up, but the increases were much greater for Salmon and kal-
listo. In particular, across the 30 samples with noise, StringTie2 re-
ported 171,087 FP transcripts with expression >1 TPM, whereas
Salmon and kallisto reported 524,694 and 588,177, respectively.

We then evaluated the number of false negatives (FNs), that
is, the number of transcripts that appeared in the simulated data
but that each program failed to identify. For kallisto, we observed
the smallest number of FNs in the absence of noise (μ= 1233;
FNR=5%) with an increase of ∼41% (FNR=7%) after the introduc-
tion of noise (Fig. 2C). StringTie2 had more FNs (μ=2109; FNR=
8%), but this number actually decreased by ∼1.1% when noise
was added. We found that Salmon had the greatest number of
FNs (μ=3061; FNR=12%), which increased ∼12% (FNR=13%)

Table 1. Types and abundance of transcripts and genes of different
types observed in an assembly of nearly 10,000 GTEx RNA-seq exper-
iments (Pertea et al. 2018)

Transcript type Number of transcripts Number of loci

Known transcripts 301,632 40,210
Intronic noise 5,839,526 27,192
Splicing noise 11,498,210 39,062
Intergenic 3,109,133 638,709
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after the introduction of noise. In contrast with the FPs, however,
the FNs reported by StringTie2 were consistently different from
those reported by Salmon and kallisto (Supplemental Fig. S9).

As with the FPs, StringTie2’s FNs were expressed at very low
levels, with nearly all of themhaving TPM<1 (Fig. 2D). By looking
at simulated abundance of FNs, we observed that both in the ab-
sence and presence of noise, StringTie2’s FNs had amedian expres-
sion of 0.4 TPM. The FNs for Salmon and kallisto, in contrast, had
much highermedian expression, at 2.02 and 1.84 TPM, respective-
ly (for noise-free data), and slightly higher in the presence of noise.
Additionally, among all transcripts with TPM>1 across all 30 sam-
ples, Salmon and kallisto failed to identify 66,659 and 24,064 tran-
scripts, respectively, comparedwith StringTie2missing just 14,079
transcripts. When noise was introduced, this number increased to
14,289 for StringTie2, whereas Salmon’s and kallisto’s total FNs in-
creased to 77,644 and 36,871, respectively.

We hypothesized that the introduction of transcriptional
noise into the samples might increase abundance estimates pro-
portionally with the number of noisy reads that overlapped anno-
tated sequences. For all three methods, we observed reported
abundances to be, on average, 20% lower than the estimate in
the absence of noise (Supplemental Fig. S6). We suspect that the
decrease occurs because noisy transcripts led the programs to re-
port a greater number of FPs (as shown in Fig. 2A), which then ab-
sorbed many of the reads that instead should have been assigned
to true-positive transcripts and altered the normalization factor
of the TPM calculation.

Lastly, by analyzing the contributions of the three types of
transcriptional noise, we found that >99% of the effects on RNA-
seq analysis programs are caused by splicing noise (Supplemental
Figs. S2–S8). Transcriptional noise that is entirely contained with-
in introns or that is purely intergenic had little effect on the ability

A
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Figure 1. Properties of the GTEx data set computed from transcriptome assemblies built for the CHESS database (Pertea et al. 2018) compared with
simulated data. (A) Distributions of the number of annotated and intergenic loci observed per tissue. (B) Distributions of the number of annotated and
intergenic loci observed per sample. (C) Distributions of the number of transcripts representing each noise type in a sample. (D) Fraction of expression
in a typical sample that comes from real isoforms versus noisy isoforms. Only loci having both annotated and noisy transcripts being expressed are included.
(E) Fraction of total expression from noisy transcripts in simulated samples.
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of any of the methods to accurately capture and quantify known
annotated genes.

Gene-level effects

Transcriptional noise produces similar effects when we consider
gene-level (as opposed to transcript-level) abundance estimates
(Fig. 3; Supplemental Figs. S10, S11). A tradeoff between specificity
and sensitivity was observed for all methods in our comparison:
StringTie2 had the fewest FPs but the highest number of FNs,
whereas Salmon and kallisto each had far more FPs but very few
completely missed genes. The addition of transcriptional noise in-
creased the number of FPs for all themethods (Fig. 3A), but in con-
trast to the transcript-level results, noise had almost no effect on
the rate of FNs (Fig. 3B). Likewise, all three evaluated methods
tended to report similar sets of genes as FPs on average, whereas
overlaps between FNs were generally much smaller (Supplemental
Fig. S12).

Furthermore, our analysis confirmed an expected relation-
ship between the accuracy of expression estimates and the amount
of noise relative to the expression of a locus (Fig. 3C): All methods

were affected more in regions where
more reads came from noise. We ob-
served that the introduction of noise
had amuch greater effect on the accuracy
of gene-level quantification of pseudo-
alignment algorithms, even though the
estimates for loci where only a small frac-
tion of expression came from noise were
better than for alignment-based assem-
bly methods.

Discussion

Our understanding of transcriptional
processes in complex genomes is still in-
complete. In particular, we do not yet
know the extent of erroneous transcrip-
tion, whether it is caused by splicing
errors, read-through events, or other fac-
tors (Djebali et al. 2012; Palazzo and Lee
2015; Saudemont et al. 2017). Until the
transcriptome is studied and understood
more thoroughly, relying too strongly on
a predefined set of expressed sequences
may lead to substantial errors in the
downstream analysis (Pickrell et al.
2010).

The experiments described here
show that perfect, noise-free simulations
present an inaccurate picture of the per-
formance of methods for assembly and
quantification of RNA-seq experiments.
Although other biases in RNA-seq exper-
iments have been shown to confound re-
sults (Li et al. 2010; Bray et al. 2016; Patro
et al. 2017), the presence of transcrip-
tional noise—that is, transcripts that do
not represent functional genes—in the
data may lead to both under- and overes-
timates of expression.

High numbers of FPs in expression
analysis may propagate downstream in unexpected ways. Even
in the absence of noise, our analysis showed that the leading pro-
grams generated thousands of FP transcripts, and the addition of
noise added thousandsmore. These FPs, in turn, seemed to absorb
manyof the reads from true positives, with the result that allmeth-
ods reduced their average estimates of expression levels by ∼20%
when realistic amounts of transcriptional noise were present
(Supplemental Fig. S6). Although we noticed a similar reduction
of expression for all methods, the reasons for this change are prob-
ably different between methods. Although alignment-free meth-
ods incorrectly allocated reads to other annotated isoforms that
were not expressed, StringTie2 used those reads to assemble novel
isoforms, mostly at low expression levels.

After adding noisy transcription to our simulated data, we ob-
served increases in both FPs and FNs as compared with noise-free
controls. We speculate that such observations are primarily ex-
plained by the fact that themajority of loci in a given tissue express
only a small number of functionalmolecules (Trapnell et al. 2010),
while producing many overlapping nonfunctional splicing vari-
ants (Tress et al. 2017a,b). Reads from these noisy transcripts are
sometimes counted toward expression of nonexpressed isoforms,

A B

C D

Figure 2. Effects of transcriptional noise on the transcript-level abundance estimation quantified across
the 30 samples in the simulated data set. (A) Distribution of the number of false-positive (FP) observations
per sample, with (brown) and without (blue) noise. (B) Expression levels assigned to FPs in the absence
and presence of noise. (C) Distribution of the number of false-negative (FN) observations per sample. (D)
Expression levels of FNs in the absence and presence of noise.
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creating FP results, such as the one illustrated in Supplemental
Figure S13.

Repetitive elements in the genome could also explain some of
the FPs that we observed. We found that close to 50% of bases in
intronic and intergenic isoforms overlap regions masked by
RepeatMasker (Smit et al. 2015), whereas splicing noise transcripts
overlap a much lower proportion of repeats, similar to the fraction
of repeats in known transcripts (Supplemental Fig. S14). However,
because our analysis of the GTEx data set revealed that very few
intronic and intergenic transcripts exist within a sample (Fig.
1C), the high percentage of repeats contained in those regions is
unlikely to significantly alter the results.

In our analysis, we also observed a slight decrease in FN tran-
scripts for StringTie2 after noisewas added, in contrast with the in-
creases observed for alignment-free methods. Because assembly
methods are dependent on sufficient and complete coverage of se-
quenced molecules, the introduction of reads from noisy tran-
scripts that overlap true positives may have helped cover some of
the problematic areas, aiding in the assembly process.

At the gene level, StringTie2 had fewer than 1000 FPs, and
this number increased only modestly when noise was present. In
contrast, both Salmon and kallisto reported 6000–8000 FP genes,
and these numbers increased by approximately 5000 in the pres-
ence of noise. However, the number of completely missed genes
(FNs) for both Salmon and kallisto was very low, regardless of the
presence of noise. This makes sense as both programs rely heavily
on a predefined gene list that, in our simulations, contained all the
true-positive genes. Thus, they were able to detect the true genes
accurately, even those expressed at low levels.

Another phenomenon observed here was that when abun-
dance was measured in TPM, transcriptome assembly methods
such as StringTie2 inherently produced lower abundance esti-
mates than did alignment-free methods, because TPMs are nor-
malized with respect to the effective length of transcripts.
Annotation-dependent methods will always have the same total
length of expressed transcripts, which is provided by the reference
annotation. In contrast, assemblymethods produce a unique tran-
scriptome for each experiment, which affects the TPM

A B

C

Figure 3. Effects of noisy transcription on gene-level abundance estimation. (A) Distributions of the number of FP genes per sample, that is, the number
of reported gene loci at which no actual transcripts were expressed. (B) Distributions of the number of FN genes per sample, that is, the number of gene loci
for which the simulated data contained at least one expressed transcript but where the program failed to report any. (C ) Percentage of change in the num-
ber of reads assigned to a gene as a function of the fraction of expression at that locus that comes from unannotated transcripts. Percentage of change was
computed relative to the total number of reads simulated for all annotated transcripts at each locus. Only loci with more than zero reads from annotated
transcripts are shown.
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normalization for length and results in lower TPMvalueswhen the
fragmentation of the transcriptome is increased. This finding is in
agreement with previous reports (Zhang et al. 2017), and although
this phenomenon tends to result in an underestimate of expres-
sion values, the same property may aid in the filtering of FPs.

We should point out that some of the transcripts that were
considered noisy in the CHESS data set, and from which we mod-
eled our simulated noisy data, might in fact come from rarely ex-
pressed but functional isoforms. The results presented here were
computed relative to the set of annotated transcripts, and there-
fore, the conclusions about how their abundances are affected
should not change if some of those isoforms later turn out to be
real.

Although our findings indicate that all methods are chal-
lenged by the presence of transcriptional noise, effects on accuracy
differ among the methods. For applications that require higher
specificity, Salmon and kallisto might be preferred (Figs. 2, 3).
With 90% of total expression coming from real isoforms in a typ-
ical gene (Fig. 1D), all methods showed highly accurate abundance
estimation (Fig. 3C). Similar observations extend to the transcript
level. However, in applications inwhich one is interested in know-
ing the precise isoform mixture at each locus, a lower rate of FPs
might be preferred, in which case StringTie2 has an edge because
of its ability to assemble unannotated isoforms and because its
FPs have lower abundances.

It is important to understand that our analysis might in fact
be underestimating the scope of the problem.Our filtering criteria,
which we used to remove redundancy and less prevalent types of
noisy transcription from GTEx, resulted in the removal of approx-
imately 10 million assembled molecules, nearly one-third of the
total number. Because nonintergenic noisy transcripts not includ-
ed in our analysis would by definition have overlapped annotated
features, the bias introduced by the reads contained in those tran-
scripts would likely lead to a greater effect on the accuracy of RNA-
seq analysis programs.

Finally, we hope that the approach used in this study will
guide future assessments of RNA-seq abundance quantification
methods by providing a set of simulated data sets that were based
on curated experimental data and that include realistic amounts of
transcriptional noise outside of the annotated transcripts. If new
tools and protocols continue to be evaluated without accounting
for unannotated transcription, we will be left with an incomplete
and possibly erroneous perception of their performance.

Methods

The tools described here were designed to create realistic simula-
tions at themultitissue level by computing parameters fromnearly
10,000 RNA-seq experiments produced as part of the GTEx project
(The GTEx Consortium 2013).We computed gene- and transcript-
level expression values from the simulated data using three state-
of-the art quantification methods: StringTie v.2.1.2, Salmon
v.0.14.0, and kallisto v.0.46.1.

Data filtering

We examined transcriptome assemblies of the GTEx data set from
the CHESS project (Pertea et al. 2018) at the level of individual
samples, at the level of individual tissues, and across the full data
set. To reduce the number of confounding factors in our analysis,
we removed any noisy isoforms that overlapped annotated loci on
the opposite strand, contained annotated loci within their introns,
or were in close proximity of known genes but did not overlap

their exons. After filtering, we retained 20,748,278 assembled iso-
forms out of the initial set of about 30 million.

Typing of transcripts

Transcripts were compared to the full database of CHESS genes and
transcripts using gffcompare (Pertea and Pertea 2020). We labeled
a transcript as real if all its introns matched a transcript found in
the CHESS annotation (small differences in the positions at the be-
ginning and end of transcription were disregarded). If an isoform
was contained within an intronic region of a known gene, it was
labeled as intronic noise. Splicing variants that overlapped known
loci but that contained unannotated exons, introns, or exon
chains were labeled as splicing noise. Transcripts sharing no
overlap with the annotated loci were labeled as intergenic noise
(Table 1).

Quantification

By using the mappings between annotated and noisy transcripts
across levels of assembly, we quantified the following parameters
for the GTEx data set:

1. The number of real and intergenic loci expressed in each tissue
and sample.

2. The number of transcripts of each type and their corresponding
TPM values. For each locus (gene), observations from all sam-
ples per each tissue were grouped together.

3. The number of reads in each sample.

Simulated tissue and sample generation

After choosing a set of transcripts from randomly selected loci to be
expressed in a tissue, we proceeded by generating a set of possible
expression values for each transcript. In this step, observations
fromdifferent types of transcripts (real +noisy) were treated jointly
for each locus in a simulated sample. Sample-level observations
were similarly grouped and treated jointly at the tissue level. This
step was required to preserve the inherent relationships between
(1) transcripts of different types in a single sample and (2) expres-
sion of the same transcript in different samples from the same
tissue.

Annotations and expression values for each sample were
simulated next by randomly picking one set of possible transcript
observations for each locus. The order of transcripts and corre-
sponding expression values were shuffled before being linked
and remained constant for each sample. This guaranteed preserva-
tion of any relationships between expressions of transcripts in dif-
ferent samples of the same tissue, observed in themodeled data set
(Fig. 1A).

Read counts per transcript

We then calculated the expression values to be used with the
Polyester simulator. Polyester requires coverage to be provided
for each transcript in a simulation (Frazee et al. 2015). To compute
the target number of reads to be simulated, we reversed the TPM
calculation:

Ci = Ei × Li
∑N

j=0 (Ej × Lj)
×N × l

( )

4 Li,

whereCi is the coverage of transcript i, Ei is its expressionmeasured
in TPM, Li is length,N is the number of reads in the sample, and l is
the read length (Li and Dewey 2011).
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Simulation parameters

For our analysis, we simulated three hypothetical tissues, each con-
taining 10 samples. Single-end 101-bp reads for each sample were
generated using Polyester with an error rate of 0.4%.

In our preliminary analysis, we noticed Polyester was unable
to accurately model paired-end sequences. In particular, for tran-
scripts shorter than the fragment length, Polyester left gaps in
the coverage.We also observed that Polyester was unable to extend
read coverage to the end of the last exon in the transcript when
simulating single-end reads. We were able to bypass these issues
by simulating single-end reads with Polyester and setting the frag-
ment length to be the same as the read length, with a standard
deviation of zero. We combined reads generated from real tran-
scripts, splicing noise, intronic noise, and intergenic noise tran-
scripts together for each sample.

Analysis

For quantification of genes and transcripts, we used three of the
most widely used current methods for transcriptome quantifica-
tion: StringTie2, Salmon, and kallisto. Each method was run using
the recommended parameters, as described in the Supplemental
Methods. For StringTie2, alignments were produced using
HISAT2 v.2.2 (Kim et al. 2019).

To avoid unnecessary complexity, we restricted our analysis
to the primary chromosomes of the GRCh38.12 human assembly
(Schneider et al. 2017), excluding all alternative scaffolds and
patches. For annotation, we used the version of CHESS 2.2 human
gene catalog tailored for transcriptome assembly, which is also re-
stricted to main scaffolds only.

Additionally, in our analysis we took care to avoid creating
differences in gene expression that might be owing to the normal-
ization method. TPM is widely used to measure gene expression
because it is more stable than other abundance metrics (Conesa
et al. 2016); however, they are dependent on the cumulative effec-
tive length of the underlying transcriptome being quantified.
Because our comparison includes a method (StringTie2) that dis-
covers novel isoforms, the normalization factor in TPM computa-
tion is very different from the one used by Salmon and kallisto,
which rely exclusively on a predefined annotation. These differ-
ences result in different TPM values, even where the read counts
and inferred transcript lengths are the same.

Wherever possible, therefore, normalized expression values
were compared as a percentage of change from estimates obtained
in the absence of noise to estimates computed in the presence of
noise within each method. For fairness when evaluating FNs, sim-
ulated TPMs were computed based on all transcripts present in a
sample (real, splicing, intronic, intergenic) as well as all transcripts
in the sample that matched the annotation.

Gene-level abundance

Each method in our analysis estimates abundances at the tran-
script level by default. Computing abundances at the gene level in-
volves using separate tools for different methods. Abundance
measurements such as TPM typically factor cumulative effective
length of the transcribed sequences into the equation (Li and
Dewey 2011). This presents a distinct challenge for comparing an-
notation-agnostic methods such as StringTie2 to pseudomapping
approaches like Salmon and kallisto, which always rely on a prede-
fined set of transcribed sequences. To reduce the impact of the dif-
ference in normalization factors, we performed gene-level
abundance comparisons based on the raw read-count aggregation.

Software availability

Our simulation and evaluation protocols are available as
Supplemental Code as well as from GitHub (https://github.com/
alevar/simann, and https://github.com/alevar/tx_noise).
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All assemblies, mapping files, filtered data, and simulated
data from this study are provided at CyVerse Data Commons
(https://doi.org/10.25739/v903-wd86) and ftp://ftp.ccb.jhu.edu/
pub/avaraby/RNAseqNoise.
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