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  The rapid development of artificial intelligence (AI) technology is due to the significant progress in big data, da-
tabases, algorithms, and computing power, and medical research is a vital application direction of AI. The inte-
grated development of AI and medicine has improved medical technology, and the efficiency of medical servic-
es and equipment has enabled doctors to better serve patients. The tasks and characteristics of the anesthesia 
discipline also make AI necessary for its development, and AI has also been initially applied in different fields 
of anesthesia. Our review aims to clarify the current situation and challenges of AI application in anesthesiol-
ogy to provide clinical references and guide the future development of AI in anesthesiology. This review sum-
marizes progress in the application of AI in perioperative risk assessment and prediction, deep monitoring and 
regulation of anesthesia, essential anesthesia skills operation, automatic drug administration systems, and 
teaching and training in anesthesia. Also discussed herein are the accompanying risks and challenges of ap-
plying AI in anesthesia: patient privacy and information security, data sources, and ethical issues, lack of cap-
ital and talent, and the “black box” phenomenon.
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Background

Artificial intelligence (AI) is a new technical science to research 
and develop theories, methods, technologies, and application 
systems for simulating and extending human intelligence, 
mainly using algorithms for reasoning about problems and 
performing tasks. Since the Dartmouth Conference in 1956, 
AI has been developed for more than 60 years and has expe-
rienced different development stages, including computing in-
telligence, perceptual intelligence, and cognitive intelligence. AI 
technologies include learning methods such as machine learn-
ing (ML) and deep learning (DL), natural language processing, 
speech and image recognition, and expert systems [1,2]. DL 
includes convolutional neural networks (CNNs), artificial neu-
ral networks (ANNs), and recurrent neural networks (RNNs) 
(Figure 1). CNNs are characterized by utilizing filters to extract 
features and then correlating features in its different layers 
by utilizing convolutions rather than general matrix multiplica-
tion. Image processing, computer vision, and pattern recogni-
tion are applications of CNNs [3]. ANNS, usually simply called 
neural networks (NNs) or neural nets, are computing systems 
inspired by the biological neural networks that constitute ani-
mal brains. Application areas include system identification and 
control (vehicle control, trajectory prediction, process control, 
natural resource management), quantum chemistry, gener-
al game playing, and pattern recognition (eg, radar systems, 
face identification, signal classification, and medical diagno-
sis). ANNs have been used to diagnose several types of can-
cers and to distinguish highly invasive cancer cell lines from 
less invasive lines using only cell shape information [4]. RNNs 
are a class of artificial neural networks where connections be-
tween nodes can create a cycle, allowing output from some 
nodes to affect subsequent input to the same nodes. This al-
lows it to exhibit temporal dynamic behavior. Applications of 
RNNs include machine translation, robot control, time series 
prediction, speech recognition, speech synthesis, and brain–
computer interfaces. There are several prediction tasks in the 

area of business process management and prediction in med-
ical care pathways [5].

AI has been applied to various aspects of medicine, from numer-
ous diagnostic applications in radiology and pathology to more 
therapeutic and interventional applications in cardiology and sur-
gery [6-9]. The 2017 State Council development Plan for a New 
Generation of Artificial Intelligence and the 2018 Government 
Work Report highlighted the application of AI in the medical 
field [10]. Anesthesiology as a field is positioned on multiple 
elements of clinical care, including perioperative and intensive 
care, pain management, and drug delivery and discovery [11]. 
The application of AI in the field of anesthesia is also thriving, 
including in airway management, ultrasonic-assisted diagnosis, 
intelligent drug infusion systems, accurate intraoperative mon-
itoring and early warning, perioperative complications, and fa-
tality prediction and intensive care treatment; this can change 
clinical anesthesia practice, optimize treatment processes, and 
improve patient prognosis. Thus, mastering AI technology is cru-
cial to providing safe, efficient, and cost-effective clinical anes-
thesia [12]. In addition, with the development and maturity of 
AI systems in the medical field, AI will be widely used in clinical 
work. This could also impact traditional medical models, thus 
causing new social, economic, and legal problems. Dealing with 
the many issues brought about by AI and ensuring its safe and 
controllable development is also a crucial problem. Therefore, 
in this review, the current situation of AI in the field of anes-
thesia is summarized, the prospects and challenges of AI in an-
esthesia are discussed, and relevant policy suggestions for the 
application and development of AI in anesthesia are presented.

Basics of AI and Its Characteristics in the 
Development of Anesthesia

AI is a vast field where machine learning (ML) forms a sub-
field. ML is a good form of AI best suited to the predictive 

Arti�cial Intelligence (AI)
Arti�cial Neural Network (ANN)

Arti�cial neural networks (ANNs), usually simply called neural networks (NNs) or
neural nets, are computing systems inspired by the biological neural network that
constitute animal brains

Convolutional Neural Network (CNN)
In deep learning, a convolutional neural network (CNN or ConvNet) is a class of
arti�cial neural network (ANN), most commonly applied to analyze visual imagery

Recurrent Neural Network (RNN)
A recurrent Neural Network (RNN) is a class of arti�cial neural networks where
connections between nodes can create a cycle, allowing from some nodes to a�ect
subsequent to the same nodes. This allows it to exhibit temporal dynamic bevavior

Machine Learning (ML)

Deep Learning (DL)

Figure 1.  The relationship of AI, ML, and DL. (Software: ProcessOn, https://www.processon.com/view/link/638acc2d1e08536bffa302e4).
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analytics required for clinical decision-making [13]. ML focus-
es on developing computer systems that can learn from big 
data (or data of such volume, collection velocity, or complex-
ity that it is difficult or impossible to process using tradition-
al methods) [14], identifying patterns, and making decisions 
with minimal human intervention [15].

Over the last half century, improvements in short-acting drugs 
and patient monitoring have sparked interest in anesthesia ad-
ministration as a target for automation [16]. In the field of anes-
thesia, AI and ML have penetrated many health areas, and the 
application of both in anesthesia is booming. Large amounts of 
medical and health data can be generated in electronic medi-
cal records, perioperative monitoring devices, or portable elec-
tronics worn by patients. Meanwhile, AI and ML have signifi-
cant advantages in airway management, ultrasound-assisted 
diagnosis, intelligent drug infusion systems, accurate intraop-
erative monitoring and early warning, perioperative complica-
tions, fatality prediction, intensive care treatment, and others. 
It can change clinical anesthesia practice, optimize the treat-
ment process, and improve patient prognosis. Therefore, mas-
tering AI technology is crucial to providing safe, efficient, and 
cost-effective clinical anesthesia.

Prospect of AI in the Development of 
Anesthesia

Role	of	Artificial	Intelligence	in	Preoperative	Medicine

Comprehensive and accurate preoperative evaluation is an in-
tegral part of the work of clinical anesthesiologists; it can iden-
tify risk factors, screen patients at high risk, and help them to 
improve their preoperative preparation. Active intervention to 
reduce risks guarantees improved quality of anesthesia man-
agement and reduced incidence of perioperative complica-
tions and mortality.

Anticipating difficulty airway assessment has been the focus 
of preoperative anesthesia evaluation for many years, perhaps 
since the advent of anesthesia. Existing methods typically use 
a combination of history and physical examination to estimate 
the challenge of airway management [17,18]. Several AI meth-
ods use objective measures, such as body mass index and thy-
roid distance, as predictive features, whereas others also use 
computerized facial analysis and photographs [19-21]. The 
latter approach may prove beneficial, as many preoperative 
clinical assessments have been partially or fully converted to 
telemedicine modalities, driven by the COVID-19 pandemic. 
Automatic generation of challenging airway alerts can allow 
preoperative physicians to discuss potential airway manage-
ment techniques with patients, including risks and benefits, and 
inform intraoperative clinicians to prepare appropriate airway 

equipment [22,23]. Moreover, perioperative hypotension is an 
independent risk factor for adverse postoperative outcomes.

Early identification of high-risk groups, optimized induction, 
maintenance, and recovery regimens improve patient outcomes. 
Kendale et al [24] analyzed the occurrence of induced hypoten-
sion in 13 323 patients by taking preoperative comorbidities, 
preoperative medication, induction medication, and intraoper-
ative vital signs as clinical characteristics. Logistic regression, 
random forest, support vector machine, Naive Bayes, k-near-
est neighbors, linear discriminant analysis, neural network, and 
gradient boosting were used for modeling. The model was op-
timized, and the results confirmed that the ML algorithm could 
successfully predict the occurrence of hypotension after gen-
eral anesthesia. Hatib et al [25] determined the compensato-
ry ability of the circulatory system and created a hypotension 
prediction model according to the characteristics of the inva-
sive arterial pressure waves (eg, arterial pressure wave time, 
wave amplitude, area under the curve, slope features, Flotrac 
algorithm features, CO-Trek features, baroreflex features). The 
advantage of the model is that the probability of hypotension 
occurrence can be predicted 15 min before its onset, with a 
sensitivity of 88% and a specificity of 87%. This will provide 
clinicians with a high-value warning with sufficient time to cor-
rect the potentially life-threatening dysfunction and prevent the 
occurrence of severe hypotension. For the risk assessment of 
perioperative complications, traditional risk estimation meth-
ods mainly rely on carefully constructed cohorts or case-con-
trols to reduce bias, using hypothesis testing and logistics re-
gression to speculate on the relationship between outcome and 
risk factors. However, in the field of big data, the data struc-
ture is often incomplete, and the traditional statistical meth-
ods are relatively limited (such as being sensitive to missing 
values, requiring at least 10-15 events per study variable, and 
not including too many variables). In these cases, ML shows 
a great advantage [26,27]. Thottakkara et al [28] used logistic 
regression and a generalized additive model, Naive Bayes, to 
support vector machine, and other ML methods to analyze 50 
318 high-dimensional clinical data files from the University of 
Florida Health database to establish postoperative sepsis and 
acute kidney injury prediction models. Compared with logistic 
regression, the generalized additive model and support vector 
machine algorithm significantly improved the prediction per-
formance. Another study, by Corey et al, analyzed 194 clini-
cal characteristics (patient demographics, comorbidities) of 66 
370 patients who underwent 99 755 invasive procedures to 
create and validate an ML model for identifying high-risk sur-
gical patients. Additionally, this tool has been shown to out-
perform the ACS NSQUIP calculator [29].

Successful integration of AI into surgical decision-making re-
quires data standardization, efficiently interpretable mod-
els, accuracy of clinical monitoring, and attention to ethical 

e938835-3
Indexed in: [Current Contents/Clinical Medicine] [SCI Expanded] [ISI Alerting System]  
[ISI Journals Master List] [Index Medicus/MEDLINE] [EMBASE/Excerpta Medica]  
[Chemical Abstracts/CAS]

Song B. et al: 
Necessity and importance of developing AI in anesthesia
© Med Sci Monit, 2023; 29: e938835

REVIEW ARTICLES

This work is licensed under Creative Common Attribution-
NonCommercial-NoDerivatives 4.0 International (CC BY-NC-ND 4.0)



challenges. However, the direct doctor–patient relationship 
and the role of human intuition in the decision-making pro-
cess must be maintained. When appropriately applied, AI has 
the potential to optimize different stages of the periopera-
tive pathway, from surgical indications and the informed con-
sent process to the management of risk factors and adverse 
events (Table 1).

Application	of	AI	in	the	Deep	Monitoring	and	Regulation	of	
Anesthesia

The depth of anesthesia (DoA) is the response to the central 
nervous systems between the inhibition of anesthetic drugs 
and the irritation of nociceptive stimuli. In recent years, many 
studies have shown that anesthesia that is too deep is close-
ly related to postoperative mortality, whereas that which is 
too shallow increases the risk of patients suffering intraoper-
ative awareness. Close monitoring and timely adjustment of 
the depth of anesthesia is the core work of clinical anesthe-
siologists and the essential requirement of accurate anesthe-
sia. The clinical anesthetic depth monitoring method is mainly 
based on analysis of EEG signals, among which the bispectral 
index (BIS) is the most widely used. However, its stability and 
anti-interference ability still need to be improved, the corre-
lation with nociceptive stimulation is also poor. A more com-
prehensive and accurate anesthetic depth monitoring meth-
od is still a subject of significant clinical research.

One of the advantages of AI is its strong data processing abil-
ity and self-learning ability. The computer can perform statis-
tical analysis of redundant and repeated monitoring data or 
input signals in the anesthesia machine and monitor. Multiple 
studies have confirmed that ML models built through AI can 
be used for perioperative anesthesia management. ML is very 
suitable for analyzing complex data streams like EEG, which 
can build advanced models using multiple linear and nonlin-
ear data to better reflect the drugs’ quantity-effect response. 
Mirsadeghi et al [30] used the ML algorithm to analyze the EEG 
power, total power, spindle score, and entropy in different bands 
to reflect the EEG characteristics of the awake-anesthesia state. 
The results showed that the ML algorithm could achieve more 
accurate effects than BIS (88.4% vs 84.2%). Shalbaf et al [31] 
targeted multiple characteristics of the EEG, using the ML al-
gorithm to study the characteristic changes of the EEG at dif-
ferent anesthetic depths. The results show that the accuracy 
of the machine learning algorithm can reach 92.91%, much 
higher than the entropy index (77.5%). Furthermore, the ef-
fect of EEG by different general anesthesia states or drugs on 
EEG varies significantly, evaluating the DoA efficacy based on 
a single feature. Moreover, AI can strengthen EEG anesthesia 
and consciousness transition characteristics, which makes it 
suitable for analyzing complex EEG data streams.

A growing number of studies are conducting DoA monitor-
ing of the direct analysis of EEG signals through AI and spec-
trum analysis to optimize clinical anesthesia management. 
Park et al [32] developed and optimized the DoA monitor-
ing system based on real-time EEG and a deep neural net-
work (DNN) algorithm, enabling real-time and accurate pre-
diction within 20 ms. The performance is significantly better 
than that of BIS. Gu et al [33] evaluated DoA based on multiple 
EEG frequency domains, and entropy features combined with 
an ANN, with high classification accuracy for awake, shallow, 
and moderate anesthesia. Ramaswamy et al [34,35] extract-
ed EEG spectrum features using clinical trial datasets, logistic 
regression, support vector machine, and random forest mod-
el training. The results showed that the EEG pattern trained 
by the RF model was similar to non-NREM sleep phase 3 and 
accurately predicted its sedation depth. In conclusion, an AI 
model based on EEG features can be used for accurate predic-
tion of DoA, in which nonlinear dynamic brain function mon-
itoring indicators (such as entropy) are better than in tradi-
tional BIS, while ML through multiple parameter EEG features 
is better than that through single features. Through the opti-
mization of AI algorithm performance, prediction accuracy will 
be improved, and AI will play an essential role in the devel-
opment and application of DoA monitoring systems (Table 1).

Intelligent Automatic Drug Administration System

The mechanism by which general anesthetic drugs induce 
the reversible loss of consciousness is still an urgent scientif-
ic problem in anesthesia. As early as the 1950s, scientists, ac-
cording to the pharmacokinetic and pharmacodynamic mod-
els of anesthetics, adjusted the infusion speed of anesthetics, 
controlled the depth of anesthesia, and designed an automat-
ed anesthetic drug infusion system so that the anesthetics 
would maintain a stable target blood concentration. Recently, 
the target-controlled infusion technique has been widely used 
in clinical anesthesia. However, a computer cannot dynami-
cally regulate the plasma target concentration or the effector 
compartment to achieve a new balance once the patient’s he-
modynamic changes. This single closed-loop system limits the 
application of an automatic delivery system.

AI can build mathematical models using various linear or nonlin-
ear data through deep learning and calculate the drug’s quanti-
ty–effect relationship according to the pharmacodynamics and 
its characteristics. AI can guide and optimize the target control 
of the drug infusion according to the input monitoring data, 
such as heart rate, blood pressure, and BIS. Absalom [36] used 
the proportional-integral-derivative (PID) control algorithm for 
anesthesia induction with a uniform effect chamber concen-
tration and then for anesthesia maintenance with its designed 
closed-loop target control infusion system. This prevents drastic 
oscillations in the depth of anesthesia and reduces the control 
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AI in preoperative 
medicine

AI in the deep 
monitoring and 
regulation of 
anesthesia

Intelligent automatic 
drug administration 

system

AI in the operation 
of basic anesthesia 

skills

AI in postoperative 
analgesia

AI in teaching 
and training in 

Anesthesia

Predict body mass 
index and thyroid 
distance and describe 
computerized 
facial analysis and 
photographs [19-21]

Mirsadeghi et al 
[30] used the ML 
algorithm to analyze 
the EEG power, 
total power, spindle 
score, and entropy 
in different bands 
to reflect the EEG 
characteristics of the 
awake-anesthesia 
state. The results 
showed that the 
ML algorithm could 
achieve more 
accurate effects 
than BIS (88.4% vs 
84.2%)

Absalom uses the 
proportional-integral-
derivative (PID) 
control algorithm for 
anesthesia induction 
with a uniform 
effect chamber 
concentration and 
then for anesthesia 
maintenance with its 
designed closed-loop 
target control infusion 
system. This prevents 
drastic oscillations 
in the depth of 
anesthesia and reduces 
the control error [36]

Lederman et al. 
[43] began to 
use the Gaussian 
mixed model 
framework to 
learn and train 
the anatomical 
characteristics 
such as 
esophageal, upper 
tracheal segment, 
and tracheal 
bulge; the system 
determined that 
the correct rate 
of endotracheal 
intubation could 
reach 95%

An ML model 
reported by Mišic 
et al. was proposed 
that could be 
used to predict 
a patient’s risk 
of readmission 
at 30 days 
postoperatively, 
with the area 
under the curve 
values ranging 
from 0.85 to 
0.87. The model’s 
performance was 
confirmed using 
data from the 
first 36 hours 
postoperatively, 
with the advantage 
that the patient 
was still in the 
hospital [50]

Zhou et al [63] 
conducted a study 
of 60 practice 
nurses during 
the pandemic. 
This study aims 
to analyze the 
effectiveness 
of the micro-
video method for 
distance teaching 
of Massive Open 
Online Course 
(MOOC). This is 
compared with the 
traditional teaching 
model. It was 
observed that the 
overall satisfaction 
of teachers and 
students in the 
MOOC group was 
higher

Kendale et al used 
logistic regression, 
random forest, support 
vector machine, Naive 
Bayes, k-nearest 
neighbors, linear 
discriminant analysis, 
neural network, and 
gradient boosting 
for modeling. Which 
could successfully 
predict the occurrence 
of hypotension after 
general anesthesia [24]

Park et al [32] 
developed and 
optimized the 
DoA monitoring 
system based on 
real-time EEG and 
a deep neural 
network (DNN) 
algorithm, enabling 
real-time and 
accurate prediction 
within 20 ms. The 
performance is 
significantly better 
than that of BIS

Schamberg et al 
[37] developed a 
deep learning neural 
network based on 
pharmacodynamics, 
which is trained in a 
simulated environment 
using a “cross-
entropy” method, 
aiming to control the 
depth of anesthesia. 
The advantage of 
the model lies in 
determining the 
appropriate dose for 
each patient reaching 
different depths of 
anesthesia and is 
more robust than the 
PID model in terms of 
individual differences 
in pharmacogenetics 
and efficacy

The neural 
network model 
constructed by 
Hetherington et al 
can automatically 
identify the 
vertebral body, 
vertebral space, 
and other 
anatomical 
positioning 
and assist 
anesthesiologists 
in epidural 
puncture and 
catheterization, 
with accuracy as 
high as 95% [45]

Ai-PCA is a 
new analgesic 
management 
system developed 
in recent years, 
when patients 
feel mild pain, 
the pain can be 
relieved by pressing 
the automatic 
control button. Ai-
PCA can indicate 
“insufficient 
analgesia” or 
“poor analgesia” 
by analyzing the 
press frequency 
and reminding 
the APS medical 
staff to adjust the 
infusion dose of 
analgesic drugs 
in time to avoid 
the occurrence 
of moderate 
and severe pain. 
Applying the Ai-
PCA system 
effectively reduced 
the incidence of 
postoperative pain 
and related adverse 
reactions, and 
patient satisfaction 
was significantly 
improved [58,59]

Virtual patients are 
used to develop 
clinical examination 
skills, procedural 
learning, and 
communication 
skills while 
working with 
actual patients62. 
Meanwhile, the 
role of simulators 
has grown in 
importance during 
the health crisis 
of the pandemic. 
This is used as a 
complementary 
learning tool to 
impart clinical skills 
[64]

Table 1. Prospect of AI in the development of anesthesia.
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Table 1 continued. Prospect of AI in the development of anesthesia.

AI in preoperative 
medicine

AI in the deep 
monitoring and 
regulation of 
anesthesia

Intelligent automatic 
drug administration 

system

AI in the operation 
of basic anesthesia 

skills

AI in postoperative 
analgesia

AI in teaching 
and training in 

Anesthesia

Hatib et al [25] 
determined the 
compensatory ability 
of the circulatory 
system and created a 
hypotension prediction 
model according to 
the characteristics of 
the invasive arterial 
pressure waves 
(arterial pressure wave 
time, wave amplitude, 
area under the curve, 
slope features, Flotrac 
algorithm features, 
CO-Trek features, 
baroreflex features, 
etc.). The advantage 
of the model is 
that the probability 
of hypotension 
occurrence can be 
predicted 15 min 
before its onset, with a 
sensitivity of 88% and 
a specificity of 87%

Gu et al [33] 
evaluated DoA 
based on multiple 
EEG frequency 
domains, and 
entropy features 
combined with 
an ANN, with 
high classification 
accuracy for 
awake, shallow, 
and moderate 
anesthesia

The emergence 
of AI can help 
anesthesiologists 
analyze complex 
ultrasound data. 
The constructed 
machine learning 
algorithm can 
automatically 
measure 
parameters such 
as the heart’s 
ejection fraction 
and quickly 
evaluate heart 
function [46]

Thottakkara et al [28] 
used logistic regression 
and generalized 
additive model, 
Naive Bayes, support 
vector machine, and 
other ML methods to 
analyze 50 318 high-
dimensional clinical 
data information 
from the University 
of Florida Health 
database to establish 
postoperative sepsis 
and acute kidney injury 
prediction models. The 
generalized additive 
model and support 
vector machine 
algorithm significantly 
improved the 
prediction performance

Ramaswamy et al 
[34,35] extracted 
EEG spectrum 
features using 
clinical trial 
datasets, logistic 
regression, support 
vector machine, 
and random forest 
model training. The 
results showed that 
the EEG pattern 
trained by the RF 
model was similar 
to non-NREM 
sleep phase 3 and 
accurately predicted 
its sedation depth

Gil applied the 
machine learning 
algorithm to the 
segmentation 
of ultrasound 
neural images. 
The feature 
extraction stage 
adopted a specific 
nonlinear wavelet 
transformation 
and adopted 
Gaussian 
processing 
to realize the 
automatic 
identification 
of the neural 
structure [48]
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error. Schamberg et al [37] has developed a deep learning neu-
ral network based on pharmacodynamics, which is trained in a 
simulated environment using a “cross-entropy” method, aim-
ing to control the depth of anesthesia. The algorithm first con-
ducts the batch simulation according to specific rules to obtain 
the point error and decide the following direction according to 
the error information. After multiple learning, the neural net-
work gradually learns the correspondence between the anes-
thetic state and propofol concentration. The advantage of the 
model lies in determining the appropriate dose for each pa-
tient reaching different depths of anesthesia and is more ro-
bust than the PID model in terms of individual differences in 
pharmacogenetics and efficacy. However, the automatic drug 
administration system is imperfect. The following are some of 
its limitations: 1) Module composition is relatively simple, main-
ly composed of sedation, analgesia, and muscle relaxation sin-
gle modules, whereas the advanced automatic drug delivery 
system should be composed of sedation, analgesia, muscle re-
laxation, fluid management, blood pressure control, and other 
modules [38]. 2) The accuracy of the pharmacodynamics feed-
back index needs improvement. Many studies have reflected 
the variability of the BIS value, which makes researchers ques-
tion the current use of the BIS value as a feedback index. Some 
people suggest using new parameters, such as the nociception 
index, as an analgesic parameter [39]. 3) Lack of uniform stan-
dards – different device manufacturers use various literature 
searches and consultants to develop their products indepen-
dently. Having other models for the same intravenous anes-
thetic may confuse anesthesiologists unfamiliar with pharma-
cology and limit the spread of this technology [40] (Table 1).

Application of AI in the Operation of Basic Anesthesia 
Skills

With the successful development of the Da Vinci robot-assist-
ed surgical system, many scholars have introduced the concept 
of the intelligent robotic arm to the essential operation relat-
ed to anesthesia to realize the intelligent and remote manage-
ment of anesthesia. In 2010, Tighe of the University of Florida 
School of Medicine reported using a Da Vinci robot to perform 
endotracheal intubation on a simulated patient [41]. In 2012, 
MacGill University successfully performed tracheal intuba-
tion using its Kepler intubation system (KIS) in 12 patients. 
However, the Kepler intubation system is the same as Da Vinci, 
so it is still not real automation [42]. In 2011, Lederman et al 
began to use the Gaussian mixed model framework to learn 
and train anatomical characteristics such as esophageal, upper 
tracheal segment, and tracheal bulge; the system determined 
that the correct rate of endotracheal intubation could reach 
95% [43]. The real-time image recognition function and active 
visual tracking technology based on machine learning provide 
a big step toward automation for the development of tracheal 
intubation robots. REALITI is an automated airway intubation 
robot based on laryngeal images, developed by the University 
of Zurich in Switzerland, which can be operated manually or 
systematically operated automatically. The system recogniz-
es the first anatomical sign, encouraging the operator to con-
vert the mode to the automatic mode. The prompt box appears 
around the identified anatomy, and the front end of the en-
doscope will move toward the glottal opening. Once it enters 
the glottis, the structural image of the tracheal cavity will be 
provided, and the operator will be prompted for manual con-
firmation [44]. Furthermore, a nerve block is one of the critical 

AI in preoperative 
medicine

AI in the deep 
monitoring and 
regulation of 
anesthesia

Intelligent automatic 
drug administration 

system

AI in the operation 
of basic anesthesia 

skills

AI in postoperative 
analgesia

AI in teaching 
and training in 

Anesthesia

Pesteie et al 
[49] used a CNN 
to identify the 
prelaminar base 
automatically. 
In addition, 
Hetherington et al 
[45] used a CNN 
to automatically 
identify the 
sacrum and L1-
L5 vertebrae and 
vertebral spaces 
in real-time 
from ultrasound 
images with up to 
95% accuracy

Table 1 continued. Prospect of AI in the development of anesthesia.
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techniques in clinical anesthesia. In the past 20 years, more 
guiding techniques and methods have been applied in nerve 
blocks, from the initial method of abnormal sensation to the 
current nerve stimulator and ultrasound guidance techniques. 
In recent years, nerve block guidance technology has dramat-
ically developed with regard to medical image fusion technol-
ogy and AI identification for medical imaging.

The application of AI in perioperative ultrasound can help anes-
thesiologists identify ultrasound images efficiently and quickly, 
improve the accuracy of perioperative ultrasound, and reduce 
the time needed to analyze and judge the results. For exam-
ple, the neural network model constructed by Hetherington 
et al can automatically identify the vertebral body, vertebral 
space, and other anatomical positioning and assist anesthe-
siologists in epidural puncture and catheterization, with ac-
curacy as high as 95% [45]. In addition, the emergence of AI 
can help anesthesiologists analyze complex ultrasound data. 
The constructed machine learning algorithm can automatical-
ly measure parameters such as the heart’s ejection fraction 
and quickly evaluate heart function. The accuracy of the re-
sults is equivalent to that of a cardiologist and they are more 
reproducible than those of a sonologist [46]. Meanwhile, driv-
en by the concept of enhanced recovery after surgery, ultra-
sound-guided nerve block has also been widely promoted as 
an essential operation in the discipline of anesthesia. However, 
there are many difficulties in acquiring and maintaining the 
skill sets involved in anatomical recognition and needle guid-
ance, limiting clinicians’ confidence in performing ultrasound-
guided regional anesthesia. Currently, most peripheral nerve 
blocks are performed by a small number of experts [47]. ML 
has been proved to have significant advantages in image rec-
ognition. In 2015, Gil applied the machine learning algorithm 
to the segmentation of ultrasound neural images. The feature 
extraction stage adopted a specific nonlinear wavelet trans-
formation and used Gaussian processing to realize the auto-
matic identification of the neural structure [48]. In addition to 
detecting images of specific structures in ultrasound, the re-
searchers used neural networks to help identify vertebral lev-
els and other anatomical landmarks for epidural placement. 
Pesteie et al [49] used a CNN to identify the prelaminar base 
automatically. In addition, Hetherington et al [45] used a CNN 
to automatically identify the sacrum and L1-L5 vertebrae and 
vertebral spaces in real-time from ultrasound images, with up 
to 95% accuracy (Table 1).

Application of AI in Postoperative Analgesia

AI technology can provide helpful surgical patient management 
tools even in the postoperative stage. The decision to discharge 
is a delicate one that often requires analysis of multiple fac-
tors simultaneously; understanding how to identify the most 
vulnerable patients is the basis for research into differentiated 

surveillance pathways. An ML model reported by Mišic et al 
was proposed that could be used to predict a patient’s risk of 
readmission at 30 days postoperatively, with the area under 
the curve values ranging from 0.85 to 0.87. The model’s per-
formance was confirmed using data from the first 36 h post-
operatively, with the advantage that the patient was still in 
the hospital [50].

Postoperative pain is a common complication during the peri-
operative phase, and more than 60% of surgical patients have 
moderate to severe acute pain after surgery [51]. Dolin et al [52] 
also noted that 41% of surgical patients had moderate to se-
vere postoperative pain, and 24% had inadequate pain relief. 
Incomplete postoperative analgesia can cause acute pain to de-
velop into chronic pain, leading to hyperalgesia and neuropath-
ic pain and affecting postoperative rehabilitation and quality 
of life. The incidence of chronic postsurgical pain (CPSP) was 
3% to 80%. Pain caused during the perioperative period is a 
physiological trauma for patients and an essential psychologi-
cal stressor [53]. Every 10% increase in severe pain time within 
24 h resulted in a 1/3 increase in the incidence of postopera-
tive CPSP [54]. Effective pain assessment is necessary to as-
sess the pain level and determine the appropriate time to give 
patients an individualized treatment regimen. Patients can use 
patient-controlled analgesia (PCA) technology to continuous-
ly press the additional key (Bolus) according to their pain de-
gree, owing to the significant individual differences in pain. In 
theory, postoperative PCA has its advantages, and the appli-
cation of PCA should be better than the traditional analgesic 
methods. It may improve the postoperative analgesic effect, 
which is widely used [55]. However, PCA also has disadvan-
tages: long PCA treatment cycle, incomplete information feed-
back, high incidence of incomplete analgesia, high call back 
rate, and frequent clinical complaints [56].

Because of these issues of PCA, clinicians are forced to find 
ways to innovate. With the help of AI technologies, AI patient-
controlled analgesia (Ai-PCA) technology has emerged. Ai-PCA 
is a new analgesic management system developed in recent 
years. Based on the traditional PCA, it integrates the Internet 
of Things (IoT) technology and AI operation, which helps to 
improve the work efficiency of acute pain service (APS) [57]. 
The Ai-PCA system can analyze and prompt relevant adverse 
events (eg, insufficient or poor analgesia, nausea and vom-
iting, excessive sedation, itching, dizziness, and respiratory 
inhibition through abnormal automatic critical pressing fre-
quency) to facilitate the early detection and treatment of APS 
doctors and nurses in a timely and effective manner. For ex-
ample, when patients feel mild pain, the pain can be relieved 
by pressing the automatic control button. Ai-PCA can indicate 
“insufficient analgesia” or “poor analgesia” by analyzing the 
press frequency and reminding the APS medical staff to ad-
just the infusion dose of analgesic drugs in time to avoid the 
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occurrence of moderate and severe pain. When patients have 
nausea, vomiting, itching, dizziness, and other adverse reac-
tions, they can reduce drug infusions by blocking the PCA lines. 
At this time, the APS medical staff can detect such patients 
early through a “blocking” alarm. In addition, the central anal-
gesia monitoring platform can also classify the real-time alarm 
to help medical personnel distinguish and prevent the bedside 
alarm sound from bothering patients. This study showed that 
applying the Ai-PCA system effectively reduced the incidence 
of postoperative pain and related adverse reactions, and pa-
tient satisfaction was significantly improved [58,59]. Current 
PCA devices are still not intelligent enough. These systems 
are not equipped with “brains” that can think and make deci-
sions independently. These devices have yet to break through 
the traditional sense of “intended or required” pain relief, pro-
viding salvage rather than preventive pain relief. Prophylactic 
analgesia is a broader perioperative pain management strat-
egy aimed at preventing the induction of central sensitiza-
tion, thereby reducing pain intensity and analgesic consump-
tion [60,61] (Table 1).

AI in Teaching and Training in Anesthesia

Owing to the outbreak of the COVID-19 pandemic, online ex-
ecutive teaching practices have replaced classroom teach-
ing methods. Students need to develop their clinical knowl-
edge continuously, even when real patient contact is limited. 
Hence, intelligent technologies are reliable to cultivate skills 
and knowledge [62]. Technology-based learning includes au-
dio recordings, video tutorials, online chatting, and mannequin 
simulators. This is possible with the help of online teaching 
apps such as Google meet, Zoom, Cisco Webex, Massive Open 
Online Course, and National Digital Library of India (NDLI). 
Zhou et al conducted a study of 60 practice nurses during 
the pandemic to analyze the effectiveness of the micro-video 
method for distance teaching of Massive Open Online Course 
(MOOC) compared with the traditional teaching model. It was 
observed that the overall satisfaction of teachers and students 
in the MOOC group was higher [63]. Virtual patients are used 
to develop clinical examination skills, procedural learning, and 
communication skills while working with actual patients [64]. 
Meanwhile, the role of simulators has grown in importance dur-
ing the health crisis of the pandemic. This is used as a com-
plementary learning tool to impart clinical skills.

Because demand outweighs resource availability, simulation 
focuses on executing programs efficiently. Therefore, resourc-
es can be fully utilized, and the best patient care can be pro-
vided. Singh et al reviewed an article based on anesthesiology 
simulators. Simulators can be device-based, patient-based, or 
environment-based. Simulator-based training can target mul-
tiple skills, such as chest compressions, central venous intu-
bation, tracheal intubation, tracheostomy, and cricothyrotomy. 

Research shows that residents who undergo a 6-week simula-
tion training program demonstrate better skills than tradition-
al residents. Anesthesiologists proficient in video technology 
find it easier to handle video laryngoscopy procedures. Proper 
hand–eye coordination can be achieved through this simula-
tion-based training program. Another perspective of AI-based 
simulation training can be used to assess the safety of new 
devices before entering the market [65] (Table 1).

Challenges of AI in Anesthesiology 
Development

With the development of AI systems in the medical field, AI 
is expected to be widely used in clinical work. However, this 
could impact traditional medical models, thus causing new so-
cial, economic, and legal problems.

Patient Privacy and Information Security

“Privacy security” is one of the most important topics; in tra-
ditional medical activities, patient privacy is mainly manifest-
ed as a kind of physical privacy, and the right to patient priva-
cy means that patients have the right to protect their private 
parts, medical history, physical defects, unique experiences, 
encounters, and so on, from unauthorized access. However, 
AI, sensor technology, and the IoT have realized the interac-
tion between patients and medical staff, medical institutions, 
and medical equipment, making medical services intelligent.

While data-driven intelligent medicine brings better medical 
services, data also faces the risk of disclosure in the process 
of collection, sharing, and use [66]. The medical information 
security of AI + smart hospitals is mainly reflected in network 
security. Once a virus attacks the network, or there are secu-
rity loopholes, patient privacy information and medical infor-
mation will be leaked. Under the premise of various countries’ 
GDPR and data security laws, using patient data legally and 
in compliance has become a considerable challenge for intel-
ligent medicine [67]. Some scholars use desensitization tech-
nology to desensitize patient data and then make it public, 
after which it can be used in various big data studies such as 
precision medicine. Desensitization refers to deleting sensi-
tive information in patient data (such as name, ID number, and 
mobile phone number) to hide the patient’s identity. However, 
attackers can also find the corresponding patient ID by com-
paring it with the public database, leading to information dis-
closure [68,69]. To address this problem, some scholars have 
used differential privacy technology to ensure that the patient 
data in use are processed before sharing. Patient data adds 
Gaussian noise, preventing a third party from checking the 
patient information during the sharing process. Still, privacy 
technologies need to make a trade-off between security and 
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accuracy. The more noise added to the patient data, the less 
accurate the machine learning algorithm becomes. This does 
not fit into the precision medicine scenario (Figure 2B) [70,71]. 
Faced with this problem, some scholars have proposed homo-
morphic encryption to protect the patients’ original data. The 
patients’ data with each institution are encrypted and shared 
with a third party in this process. The third party receives the 
data and uses them as training data for the AI technology and 
ML model. Homomorphic encryption technology ensures data 
operations of addition, subtraction, multiplication, and division 
under the ciphertext state are equal to state the same oper-
ation so that the homomorphic encryption technology can 
achieve non-destructive training. In addition, it can ensure the 
safety of patient data. However, the ciphertext operation in 

homomorphic encryption technology consumes a lot of time, 
which needs to be improved for medical treatment with high 
real-time requirements (Figure 2C) [72,73].

In response to these problems, the proposal of federated learn-
ing provides new ideas for healthcare and intelligent medical 
care. Under the framework of federated learning, each insti-
tution locally uses patient data to train a local model, which 
is aggregated and generated by sharing the local model. The 
global model achieves the purpose of training the model. In 
this way, patient data does not go out of the institution and 
does not need to be shared with other users, so the privacy 
of patient information is guaranteed. By sharing local models, 
patient data from various institutions can be used to improve 
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Figure 2.  (A) Federated learning technology in the patient’s privacy protection. (B) Differential privacy technology in the patient’s 
privacy protection. (C) Homomorphic encryption technology in the patient’s privacy protection. (Software: Microsoft Office 
Visio 2019).

the accuracy of prediction and provide the primary conditions 
for precision medicine (Figure 2A) [74,75].

Limited Number of DL Programs with External Validation

DL is a data-driven AI technology that requires a large amount 
of relevant data to train a good model to help relevant work-
ers perform classification or decision-making tasks. At pres-
ent, deep learning has a large number of applications in intel-
ligent recommendation, speech recognition, transportation, 
and medical fields. In terms of medical care, the deep learn-
ing model can infer abnormal lesions or disease risks by ana-
lyzing and modeling the medical data workload. An external 
validation study on assistive AI for ultrasound image interpre-
tation in regional anesthesia assessed the use of ScanNav™ 
(Intelligent Ultrasound, Cardiff, UK), an artificial intelligence-
based device that produces a color overlay on real-time ul-
trasound images to highlight anatomical structures of inter-
est. The device showed high true-positive/true-negative and 
low false-positive/false-positive rates in identifying key ana-
tomical structures for the performance of 9 peripheral nerve 
blocks [76]. Zhang et al’s study reported on the first deep-learn-
ing segmentation model to apply consensus definitions for 
the detection, classification, and quantification of geographic 

atrophy and its constituent features on optical coherence to-
mography and to assess potential clinical utility through high 
performance in a real-life external validation [77]. However, 
at this stage, due to personal data privacy concerns and the 
constraints of laws and regulations, data of the same struc-
ture cannot be used interchangeably, and the sample size of 
isolated data is not enough to support a high-precision mod-
el. First, patient data in medical institutions exist in isolation, 
and in some special studies, such as the sample size of rare 
diseases, it still cannot meet the large sample size required for 
deep learning model training. Therefore, the small sample size 
has become one of the biggest challenges facing artificial in-
telligence technology at this stage [78]. Second, the quality of 
training data is the most important issue determining whether 
the model is reliable or not. DL relies on a large amount of la-
beled data, and the quality of image-labeled data determines 
the results of DL model training. At present, the quality of do-
mestic image annotation has not yet reached a unified stan-
dard, and the quality of data is uneven and varied, which will 
definitely affect the accuracy of the model [79]. Third, for the 
model, strong generalization is another criterion to measure 
the quality of a model. Generalization means that the model 
obtained on the training set has the same good effect under 
different external data tests. Especially for rigorous disciplines 
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such as clinical medicine, strict external verification is need-
ed to ensure the correctness of decision-making results [80].

Data Sources and Ethical Issues

Research on AI + smart hospitals relies on big data, but domes-
tic medical big data is challenging to share owing to the prob-
lem of ownership confirmation, and it is challenging to apply 
owing to the large amount of poor-quality data. The depth and 
breadth of electronic medical records are insufficient in prac-
tical application, and there is a large construction gap in med-
ical treatment and medical management. Furthermore, it is 
challenging to ethically obtain medical data. Information frag-
mentation is still a problem; however, experts should annotate 
high-quality data accurately. The quantity and quality of anno-
tation directly affect the whole data set. In addition, each unit 
has its database, and the data and form of each disease are 
different. There is no unified standard to integrate it, and there 
is a lack of an extensive public database system [81]. In the 
process of AI and medical big data construction, many ethical 
issues arise, including informed consent of subjects, personal 
information privacy security, the fairness of data open sharing. 
Only with full protection of the security of personal informa-
tion it is possible to promote the standard governance of big 
data, the effective use of data to improve medical science, pro-
mote public health safety, and develop industrial applications.

Moreover, with the advent of AI medical care, many companies 
actively provide their developed products to hospitals for a free 
trial to collect a large amount of clinical trial data. The ethics 
committee of the AI medical device review notes should pay at-
tention to fair benefits, unemployment, patient privacy, medi-
cal safety, division of responsibilities, and supervision. However, 
the incomplete establishment of the database itself, hidden al-
gorithmic bias, and lack of legislation and regulation make the 
ethical review difficult [82]. There is a famous saying that “to 
cure, sometimes; to relieve, often; to comfort, always.” A hun-
dred years from now, looking back, people cannot say, “We have 
gone so fast, we have gone so far, so we forget why we start-
ed.” The future will be an era of human–computer interaction. 
Artificial intelligence will push medicine to unprecedented heights. 
Physicians will be transformed into knowledge managers with 
more time to communicate, care for patients, and advise deci-
sion-making. The process looks simple, but it is not. Numerous 
medical ethics and legal issues continue to emerge. Nevertheless, 
in the final analysis, “patient interests” should be the essential 
starting point to successfully start the ground-breaking journey 
and effectively promote the development of medical big data.

Lack of Capital and Talent

The development of AI in medicine cannot be separated 
from the training of talents. In particular, it involves 2 major 

disciplines – AI and medicine – which are specific interdisci-
plinary disciplines and require skills to be proficient in these 
2 aspects. However, AI engineers have less understanding of 
medical problems and are unfamiliar with the clinical complex-
ity, which will inevitably affect the research and development 
of AI systems. Doctors with medical backgrounds lack an un-
derstanding of engineering algorithms, and the system’s de-
velopment process is challenging, which will also affect the 
standardization of AI products [83-85]. However, many medi-
cal staff believe that AI may threaten their survival and lead to 
job loss. Thus, their resistance hinders the active application of 
AI. In addition, intelligent medical treatment faces many chal-
lenges, including the fact that some personnel are not good 
at operating intelligent equipment [86].

“Black Box” Phenomenon

The ML algorithm’s analysis ability is very high, better than 
classical statistics and modeling methods. However, its main 
disadvantage is the black box problem: ML algorithm data anal-
ysis is based on mathematical functions, algorithms, or mod-
els. Understanding the ML algorithm to obtain the mechani-
cal answer to the problem is challenging [87]. For example, in 
a neural network, a single neuron receives input signals from 
multiple neurons. After the weighted sum is summed, these sig-
nals are passed to subsequently connected neurons, and sub-
sequent neurons again receive signal input from the previous 
layer of neurons. Repeating these steps, layers of operations 
between the input and output ports will be created. It makes 
it challenging for anesthesiologists to understand the internal 
mechanisms of ML. Despite the success of ML algorithms in 
various trials, it is difficult for clinicians to determine wheth-
er errors occur within the “black box,” thus, it may be chal-
lenging for ML algorithms to obtain independence. Although 
ML can predict the results from variables, it cannot give the 
reason for the results; people cannot understand the mecha-
nism of the results, that is, ML cannot answer how the results 
are generated. Finally, the prerequisite for ML algorithms is to 
collect large amounts of high-fidelity physiological monitoring 
data from patients. If data are incomplete, unstable, biased, or 
incorrect in the training process, it may produce false results 
and lead doctors to make the bad decisions [88]. Therefore, 
the opacity and irrationality of the ML model operation mode 
will significantly limit its application.

Future Directions

In conclusion, AI algorithms have not surpassed human per-
formance; however, AI’s ability to quickly and accurately sift 
through large amounts of data and discover correlations and 
patterns imperceptible to human cognition will make it an in-
valuable tool for clinicians. ML algorithms play a vital role in 
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developing AI, and they play a critical role in image analysis, 
evaluation and prediction, decision-making assistance, and AI. 
The automation advantages will bring huge opportunities for 
the development of anesthesiology. In addition, most of the 
current applications of AI are limited to data analysis, saving 
doctors time otherwise spent on repetitive and low-tech op-
erations. More research is still needed to explore AI’s applica-
tion in anesthesia in the future. Anesthesiologists who keep 
pace with the times should enjoy the convenience brought 
by AI and explore more development possibilities of AI in the 
field of anesthesia and become pioneers of anesthesia. They 
also should continue to partner with data scientists and en-
gineers to provide valuable clinical insight into the develop-
ment of AI to ensure that the technology will be clinically ap-
plicable, that the data used to train algorithms are valid and 

representative of a broad population of patients, and that the 
interpretations of the data are clinically meaningful [89]. At 
the same time, in the process of AI design, manufacture, and 
application, the developers should always adhere to the con-
cept of being people-oriented, respect the autonomy of sub-
jects, and fully protect personal privacy under the premise of 
ensuring security, actively promote the accessibility of technol-
ogy, and establish and improve relevant laws and ethical norms 
to ensure the ethical application of AI in the medical industry.
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