
royalsocietypublishing.org/journal/rspb
Research
Cite this article: Sparks MM, Kraft JC,
Blackstone KMS, McNickle GG, Christie MR .

2022 Large genetic divergence underpins

cryptic local adaptation across ecological and

evolutionary gradients. Proc. R. Soc. B 289:
20221472.

https://doi.org/10.1098/rspb.2022.1472
Received: 29 July 2022

Accepted: 7 September 2022
Subject Category:
Evolution

Subject Areas:
evolution, ecology, genetics

Keywords:
countergradient variation, cogradient variation,

genetic assimilation, maladaptive plasticity,

perfect compensation, environmentally

covarying local adaptation
Author for correspondence:
Morgan M. Sparks

e-mail: msparks1309@gmail.com
© 2022 The Authors. Published by the Royal Society under the terms of the Creative Commons Attribution
License http://creativecommons.org/licenses/by/4.0/, which permits unrestricted use, provided the original
author and source are credited.
Electronic supplementary material is available

online at https://doi.org/10.6084/m9.figshare.

c.6198503.
Large genetic divergence underpins
cryptic local adaptation across ecological
and evolutionary gradients

Morgan M. Sparks1, Joshua C. Kraft2, Kliffi M. S. Blackstone1, Gordon
G. McNickle2,3 and Mark R. Christie1,4

1Department of Biological Sciences, 2Department of Botany and Plant Pathology, and 3Purdue Center for Plant
Biology, Purdue University, 915 West State Street, West Lafayette, IN 47907-2054, USA
4Department of Forestry and Natural Resources, Purdue University, 715 West State Street, West Lafayette,
IN 47907-2054, USA

MMS, 0000-0003-0787-2218; GGM, 0000-0002-7188-7265; MRC, 0000-0001-7285-5364

Environmentally covarying local adaptation is a formof cryptic local adaptation
inwhich the covariance of the genetic and environmental effects on aphenotype
obscures the divergence between locally adapted genotypes. Here, we system-
atically document the magnitude and drivers of the genetic effect (VG) for
two forms of environmentally covarying local adaptation: counter- and cogra-
dient variation. Using a hierarchical Bayesian meta-analysis, we calculated the
overall effect size of VG as 1.05 and 2.13 for populations exhibiting countergra-
dient or cogradient variation, respectively. These results indicate that the genetic
contribution to phenotypic variation represents a 1.05 to 2.13 s.d. change in trait
value between the most disparate populations depending on if populations are
expressing counter- or cogradient variation.We also found that while therewas
substantial variance among abiotic and biotic covariates, the covariateswith the
largest mean effects were temperature (2.41) and gamete size (2.81). Our results
demonstrate the pervasiveness and large genetic effects underlying environ-
mentally covarying local adaptation in wild populations and highlight the
importance of accounting for these effects in future studies.

1. Introduction
How and when populations can persist via adaptation to local environmental
conditions remain central questions in ecology and evolutionary biology [1].
Environmental gradients, where abiotic and biotic factors such as temperature,
salinity or predator type vary in a predictable manner, provide a framework to
formulate and test questions about the pattern and magnitude of local adap-
tation. Pairing environmental gradients with common garden or reciprocal
transplant studies, especially when there are many populations distributed
along these gradients, can lead to insights into how local adaptation covaries
with specific environmental factors [2,3].

Shared patterns of phenotypic variation along ecological gradients spurred
notable research on the environmental and genetic determinants of body size
and morphology and led to the establishment of eco-geographical ‘rules’
such as Bergmann’s, Allen’s, and Hesse’s rules and subsequent derivations
therein [4–9]. Foundational work by Levins [2,10] revealed a pattern whereby
fruit flies distributed along an elevation gradient expressed a similar body
size in their wild home environments, leading to the conclusion that the trait
was canalized. However, a subsequent study revealed that the higher elevation
populations were much smaller than lowland populations in common environ-
ments—expressing disparate phenotypes across all common environments, a
response believed to be related to desiccation—suggesting these populations
were locally adapted to different elevations. In concert, these findings provided
the first formal evidence of environmentally covarying local adaptation.
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Figure 1. Conceptual illustration of four types of phenotypic responses for two populations of a marine fish distributed along with the Atlantic coast of the United
States. Each row represents four related, but different responses: (a) environment alone ( phenotypic plasticity without local adaptation), (b) a genetic by environ-
ment response, (c) countergradient variation and (d ) cogradient variation. The first two columns illustrate how each of the four responses manifest in different
environments—shown is the expected phenotypic responses of both populations in their home environments (wild) and if they were exposed to a reciprocal
transplant experiment in their respective home habitats (reciprocal transplant). We also include the reaction norm for each response, where the base of the
arrow indicates a population in its home environment and the arrowhead its away environment. Notice that for the countergradient variation example, both
populations are the same size in the wild (i.e. perfect compensation), illustrating one way that local adaptation can be cryptic. (Online version in colour.)
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The variance components of phenotypic plasticity are
commonly expressed with reaction norm plots, where the
trait value of a genotype is plotted as a function of multiple
environmental values [11]. In a reaction norm, the slope of
a genotype’s response is representative of phenotypic plas-
ticity (the effect of the environment), and the difference
between genotype-specific reaction norms at each environ-
mental variable is representative of the genotypic difference
(the genetic effect). When different genotypes express the
same reaction norm (i.e. overlapping lines, figure 1a,
plasticity alone), this is representative of a purely environ-
mentally driven response where distinct genotypes would
express the same trait values (or phenotype) along an
environmental gradient. Alternatively, populations may be
locally adapted, such that the reaction norms—namely, fit-
ness or fitness-related traits—cross when comparing
populations in their respective home and away environ-
ments, which is indicative of a genotype by environment
interaction (figure 1b, genetic × environment). Finally, popu-
lations may exhibit a form of cryptic local adaptation,
where the genetic and environmental effects covary with
one another, either negatively or positively [12]. In this scen-
ario, the reaction norms for populations may have the same
or similar slopes, thus maintaining consistent rank order in
their trait values (figure 1, co- and countergradient variation).
For example, a high latitude population may have consist-
ently larger body sizes across environments than a low
latitude population, despite both expressing plasticity in
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body size. When the genetic portion of phenotypic variance
opposes the environmental portion, it is called countergradi-
ent variation (negative covariance; figure 1c), and when those
two factors act in the same direction it is termed cogradient
variation (positive covariance; figure 1d ) [2,13]. Thus, when
comparing among wild populations, phenotypic traits
appear more similar than they would if populations were
compared in a common environment for countergradient
variation, and vice versa for cogradient variation.

Counter- and cogradient variation constitute forms of
cryptic local adaptation because their true genetic effect on
phenotypic variation is masked by the environment [12–15]
(figure 1). Countergradient variation can be particularly
difficult to identify in wild populations because the environ-
mental influence on a phenotype can conceal the genetic
influence, such that the signal of local adaptation only appears
when individuals are reared in common environments. This
response has been termed perfect compensation (or exact com-
pensation) when wild-type phenotypes are equal across a
gradient in their home environments (figure 1c) (sensu Con-
over et al. [12]). Compensation can be thought of as a
measure of how similar phenotypic values are across popu-
lations in their home environments—and as an indicator of
whether selection may favour similar or disparate phenotypes
along an environmental gradient.

While Levins [10] was the first to formally describe
countergradient variation—which was followed by early
research by Berven and others [16,17] in Ranid frogs—it
wasn’t until two-and-a-half decades later that interest in
environmentally covarying local adaptation grew substan-
tially. Research with an eastern North American fish,
Atlantic silverside (Menidia menidia), revealed that popu-
lations had similar body sizes along a latitudinal gradient
that spanned from the Gulf of Maine to the Floridian Atlantic
Coast. Using a common garden approach, the researchers
found that the northern populations were consistently
larger than southern populations, regardless of the tempera-
ture in which they were raised (e.g. figure 1c). This finding
led to substantial follow-up research investigating the proxi-
mate and ultimate factors driving the trend [18,19], namely
faster growth and more efficient metabolism in response to
size-dependent winter mortality. A theoretical review by
the group outlined the evolutionary significance of counter-
gradient variation and described 20 prior studies with
results consistent with countergradient variation, though
generally without the original authors formally describing
their observations as such [13]. The early work highlighted
in that review and subsequent research substantiate a large
body of evidence for co- and countergradient variation
across diverse taxa including plants [20], bivalves [21],
fishes [22–25] and insects [26–28], and across ecological gradi-
ents such as temperature [29,30], salinity [31], carotenoid
availability [32,33] and urbanization [34].

Despite the attention paid to counter- and cogradient
variation, there have been few studies that describe the mag-
nitude and extent of these types of local adaptation, nor has
there been much investigation into the broader abiotic and
biotic factors that might contribute to their occurrence
[12,35,36]. Without understanding the extent of environmen-
tally covarying local adaptation, it is difficult to make
predictions about how locally adapted populations may
interact with a changing environment or how cryptic local
adaptation may aid or hinder conservation goals. Here we
use a Bayesian meta-analytical framework with hierarchical
models to describe the general effect size of local adaptation
resulting from counter- and cogradient variation as they
appear in the literature and to investigate what biotic and
abiotic factors are associated with the magnitude of adap-
tation. The effect sizes we calculate represent a direct
estimate of the s.d. of the mean difference in trait values for
the local populations being measured—or more generally,
they are the genetic effect of environmentally covarying
local adaptation. With respect to the classic representation
of phenotypic variance [37]

VP ¼ VE þ VG þ VðGxEÞ þ 2(covGE), ð1:1Þ
this study estimates VG or the total phenotypic variance
driven by genetic differences in populations that exhibit
environmentally covarying local adaptation (e.g. covGE < 0;
countergradient variation, or covGE > 0; cogradient variation,
figure 1c,d; electronic supplementary material, figure S1).

Counter- and cogradient variation as phenomena rep-
resent the negatively or positively covarying contributions
of VE and VG in equation (1.1) (covGE). To directly measure
this, covariation studies are limited to reciprocal transplants
or common gardens that recreate home environments
[36,38]. Additionally, while covGE may be large, little research
has explored how the different phenotypic variance com-
ponents in equation (1.1) are structured along gradients in
wild populations [38]. While VG represents the full effects
of genetic change on phenotypic variance (including drift
and gene flow), clinally covarying VG of fitness-related
traits covary specifically because of selection and the measure
of VG in this specific scenario is a suitable representation of
the magnitude of local adaptation in these populations. As
such, the goals of our analyses were to (i) quantify the genetic
variance component of countergradient and cogradient vari-
ation as an effect size, (ii) describe these effect sizes within
and across taxa, phenotypic traits and different gradient
types and (iii) quantify the effect size of compensation—or
how similar countergradient populations are in their home
environments—to assess if there are clear trends for phenotypic
similarity or dissimilarity along gradients.
2. Methods
(a) Review and selection
Overall, we collected 858 studies that investigated counter- and/or
cogradient variation. To generate a full list of studies, we first ana-
lysed studies indicated as showing counter- or cogradient
variation in the qualitative analysis from Conover et al. [12]. We
then searched the Web of Science topic field using the terms ‘coun-
ter*gradient variation’ in May of 2018 and ‘co*gradient variation’
(while excluding the previous search, as the wildcard renders
them redundant) in June of 2019, resulting in 384 and 34 results,
respectively. In August 2019, we also included studies citing the
Conover et al. [12] review, as well as the earlier review article by
Conover & Schultz [13]—682 studies in total (some of which
were redundant, with studies in the prior search resulting in a
total of 858 studies). These methods are discussed in more
depth in the electronic supplementary material, Methods.

To be further included in our analysis, a study had to meet a
set of qualifying criteria. Specifically, a study had to be designed to
include some form of a common environment—this may have
been in a common garden study or a reciprocal transplant using
wild populations or populations recently brought into laboratory



Table 1. Results of Bayesian metaregression mixed model with effect size fit
as a function of trait, gradient and organism class for countergradient data.
Random effects included trait nested in paper and paper alone, as well as a
phylogenetic species effects. Shown are the intercept and the effect of each
level of a covariate, along with their estimated error and 95% credible intervals.

estimate est.error Q2.5 Q97.5

intercept 1.19 1.23 0.16 4.34

body size 1.93 1.12 0.60 4.83

carotenoid concentration 0.87 0.84 0.13 3.08

ciliary activity 1.25 1.39 0.16 4.71

developmental rate 1.59 0.76 0.58 3.46

gamete size 2.81 2.18 0.52 8.68
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conditions. We did not include examples from domestic popu-
lations or laboratory-induced selection. Additionally, studies
must have included two or more common environments to deter-
mine the signal of local adaptation (countergradient, cogradient or
others such as G x E that were ultimately not included in this
study), as well as two or more populations to compare the geno-
typic difference of the phenotypic response between populations.
Finally, studies were determined to show counter- or cogradient
based on plotted reaction norms to verify that environmental
and genetic effects covaried—i.e. populations in their
respective home environments minimized (countergradient) or
maximized genetic variance (cogradient) (positive or negative
covariance, figure 1c,d)—and genotypes maintained their rank
order across environments (electronic supplementary material,
figure S1). Occasionally, studies investigated these distinctions
across multiple species in the place of populations and such
studies were discarded.
growth rate 1.19 0.53 0.47 2.50

metabolic rate 1.14 0.57 0.40 2.54

phenology 1.29 1.42 0.15 4.89

reproductive rate 1.56 1.40 0.25 5.26

thermal response 1.39 1.39 0.18 5.02

elevation 1.51 1.43 0.22 5.34

latitude 0.99 0.45 0.38 2.08

migration distance 1.85 1.87 0.25 6.89

photoperiod 1.66 1.63 0.25 5.88

predator presence 1.34 1.22 0.21 4.66

salinity 1.02 1.04 0.14 3.73

shade cover 1.08 0.78 0.24 3.03

soil phosphate 1.82 1.97 0.22 7.12

temperature 2.41 1.44 0.70 6.15

urbanization 0.74 0.65 0.13 2.46

wave action 1.57 1.32 0.30 5.05

Amphibia 1.41 1.13 0.27 4.42

Anthozoa 1.35 1.41 0.17 4.94

Bivalvia 1.24 1.31 0.14 4.65

Gastropoda 1.15 1.09 0.18 4.02

Insecta 1.22 0.98 0.25 3.92

Liliopsida 1.83 2.02 0.21 7.21

Magnoliopsida 1.31 1.46 0.15 5.12

Malacostraca 1.35 1.21 0.24 4.75

Reptilia 1.31 1.13 0.25 4.12

s.d. paper number 1.97 0.39 1.22 2.79

s.d. paper number:trait 2.26 0.28 1.82 2.91

s.d. species 3.41 1.35 1.13 6.46

.Soc.B
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(b) Statistical methods
To calculate effect sizes, we took data from both tables and figures
in manuscripts. For data in the form of figures, we used the soft-
ware WEBPLOTDIGITIZER [39] to extract the relevant data. Briefly, the
program works by importing a photo of the respective figure and
the user manually sets the scales for the x- and y-axes based on the
figure values and then, with their cursor, adds digital points to the
data of interest. The digital points are then translated to numeric
data via the imaging algorithm.

The statistic used to calculate effect size was Hedges’ d, which,
for this study, was a standardized mean difference with a correc-
tion for small sample sizes [40,41] to avoid bias in the test
statistic [42,43]. We calculated standardized mean difference
(synonymous with effect size in this paper) by comparing the
most disparate populations at each treatment level. For example,
if we had three populations collected from an elevational gradient
at 500 m, 1000 m and 1500 m in common gardens with three temp-
erature treatments (e.g. 10, 15 and 20°C, as was often the case
where latitude or elevation were proxies for temperature clines),
then we would collect the mean and variance for every population
in every treatment, but calculate the effect size (standardized mean
difference) by using the values from the 500 m and 1500 m popu-
lations at each treatment. Occasionally, not all populations were
used in all treatments; in these scenarios, we used only the treat-
ments for the most extremely distributed (with respect to the
gradient—e.g. very highest and lowest elevations) populations.
Some studies conducted multiple experiments measuring the
same trait. If multiple experiments measuring the same trait were
recorded, we calculated the effect sizes for each.

In all, we calculated 422 total effect sizes from 1204 individual
data points extracted from 83 studies. Many studies showed coun-
ter- or cogradient patterns in multiple traits and/or trials within a
given study. We collected all these data and controlled for their
non-independence using a robust, Bayesian hierarchical modelling
approach (discussed below). Hedges’ d was calculated using the
metafor package in R (v.3.6.3) [44] with the escalcl() function [45].
Additional metadata were collected from each study and included
features such as year the study was published, the species investi-
gated and the distance in metres (for elevational gradients) and
kilometres (for latitudinal gradients). The full list of these covari-
ates is available in our supplemental metadata (electronic
supplementary material, Data) and was collected to be used as
covariates in the mixed-effects model (table 1).

To estimate overall effect size and the effect of covariates,
Bayesian linear mixed models fit with random intercepts were
used in the R package brms [46,47], which is a high-level interface
in R for the Stan modelling language [48]. Linear mixed-effects
models were chosen owing to the hierarchical nature of this data-
set, where a study may have effect sizes estimated for multiple
traits in multiple experiments. For this approach, we fit the mul-
tiple estimates of effect size for a trait in an experiment by using
an estimate from each experimental level (electronic supplemen-
tary material, figure S1c)—for instance, using the prior example,
an estimate for each of 10, 15 and 20°C. This approach also allows
each treatment to have different effect sizes and accounts for
variability driven by genotype × environment interactions
(V(GxE) (equation (1.1)). As such, nested random intercepts
effect was used to control for this non-independence. We orig-
inally set out to nest traits in experiments in studies in our
random effects, but model parameterization necessary to over-
come divergent transitions (specifically, max tree depth in Stan)
extended model run time to be computationally intractable.
Random effects were instead reduced to traits nested in studies.
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Figure 2. Posterior distributions of effect size estimates from random effects
meta-analysis for counter- and cogradient variation. The circles indicate the
mean, the diamonds represent the median of the posterior distribution (over-
lapping in countergradient) and the solid, black lines, the 95% credible
intervals. The mean and credible interval values are also indicated with
text on the right. A total of 557 of the largest values (out of 50 000 in
each distribution) were removed because they extended beyond the x-axis
margin (see electronic supplementary material, figure S6 for all data
points). Purple represents the posterior distribution for the effect size of coun-
tergradient variation and green, cogradient variation. The dashed lines
illustrate the mean value of the posterior distribution for countergradient
( purple) and cogradient (green) variation. (Online version in colour.)
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Similarly, phylogenetic relationships may provide another
source of non-independence and were controlled for by using a
phylogenetic random intercepts effect for which we created a
variance–covariance matrix [49]. To do so, we generated a
pseudo-phylogeny using the taxize package in R [50]. Using the
classification() function, we extracted the full taxonomy of a
given organism in our dataset from the NCBI database. We
then used the class2tree() function to generate a phylogenetically
accurate tree in terms of taxonomic rank (e.g. all species within a
genus would have the same distance from one another, all genera
within a family would have the same distance—a full expla-
nation of the method is available in the electronic
supplementary material, Methods). The function not only clus-
ters taxa on their specific taxonomic rank but also within the
taxonomic clade, allowing for more accurate distance measures.
The tree created using this method was transformed into a
matrix and then used as a custom variance–covariance com-
ponent in our hierarchical model. The mathematical
representation of our random effects in all models is shown in
our electronic supplementary materials (electronic supplemen-
tary material, Methods). We used moderately informative
priors for our hierarchical models [51]—except for the metare-
gression, where a stronger prior was used to rein in variance.
Lists of priors and discussion of their role in controlling for
potential bias are available in the electronic supplementary
material, methods (electronic supplementary material, tables
S1–S4, diagnostic plots electronic supplementary material,
figures S2–S5). Because we used a Bayesian framework, the fol-
lowing effects are presented with the means and 95 per cent
credible intervals (indicated as 95% CI) of the posterior distri-
butions, unless otherwise noted.

The overall effect size for both co- and countergradient vari-
ation was estimated using random effects-only models, which is
the convention when assuming study effects may vary in meta-
analytical approaches [52]. We included the covariates of trait,
gradient and taxonomic class in our metaregression countergra-
dient model to assess how different biotic and abiotic factors may
contribute to the estimate of countergradient variation genetic
variance effect size.
(c) Compensation analysis
Finally, we analysed whether populations appeared to be under-,
over- or perfectly compensating (sensu Conover et al. [12]) when
comparing their home environment phenotypes. To do so, we
used the most extreme treatments and paired them with the
polarly (as in opposites, not necessarily geographically) distribu-
ted populations used in the study. For example, if we consider
three populations of fish from a range of saline conditions—fresh-
water, brackish and marine—then, the most saline treatment in the
experiment would be considered the home environment of the
marine population and the least saline the home environment of
the freshwater fish. We then compared the trait values of the
two polarly distributed populations and, using the previous
example, if the trait value was larger for the most saline popu-
lation than that of the least saline population the relationship
was classified as overcompensating, close to even was classified
as perfectly compensating, and negative was classified as under-
compensating. To standardize these data, we again used
Hedges’ d, because the values of different traits are generally
measured on different scales [53]. Because there are no quantitat-
ive definitions of compensation, our results were conservatively
classified as overcompensating if values were greater than 0.5, per-
fectly compensating if values were between −0.5 and 0.5, and
undercompensating if values were less than −0.5. Because com-
pensation measurements were computed as Hedges’ d, these
were meant to reflect a broad distribution around 0 for perfect
compensation (what amounts to a medium effect size in both
positive and negative directions [54]) that encapsulates the
inherent measurement error in the value.
3. Results
(a) Random effects models
The result of our random effects models that estimated overall
effect size for countergradient variation was 1.05 (95% CI =
0.30–2.49) and for cogradient variation 2.13 (95% CI = 0.35–
7.00) (figure 2; non-truncated in the electronic supplementary
material, figure S6). The heterogeneity parameter τ—the full
random effect standard deviation—was modelled with its
own prior distribution and resulted in 2.19 (95% CI = 1.79–
2.82) for countergradient variation and 9.33 (95% CI = 4.00–
22.45) for cogradient variation. We similarly included a
random effect for phylogenetic relatedness, which resulted in
an estimate of 2.54 s.d. (95% CI = 1.04–5.28) for countergradient
variation and 3.71 s.d. (95% CI = 1.03–14.82) for cogradient
variation (electronic supplementary material, tables S5 and S6).

(b) Metaregression
We also implemented a mixed-effects metaregression with our
countergradient dataset to estimate the effect size for trait classi-
fication, gradient classification and taxonomic class effect. The
mean effect, posterior distribution and 95% credible intervals
for each modelled covariate are presented in table 1, and
those same values are represented as the main effects estimated
marginal means with the posterior distribution and credible
intervals in figure 3 (non-truncated in the electronic supplemen-
tary material, figure S7). For each covariate, these results
illustrate similar mean values with large and overlapping
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Figure 3. Posterior distributions of estimated marginal means for the covariates in a metaregression analysis for countergradient variation. Yellow distributions
depict taxonomic class, green distributions depict environmental gradients and purple distributions depict trait covariates. The black circles indicate the mean
and grey diamonds the median of the posterior distributions. The thick solid, horizontal black lines depicts the 50% credible intervals for each covariate and
the grey lines the 95% credible intervals, some of which extend beyond the x-axis limit (the full 95% CI is indicated with text to the right). The x-axis limit
was set to 5 to better visualize the behaviour around the bulk of the posterior, as such 8949 of the largest values (of 60 000 thinned to 6000 in each distri-
bution—198 000 total) were removed because they extended beyond the x-axis margin (all values can be viewed in the electronic supplementary material,
figure S7). The dashed line illustrates each posterior distribution’s relationship to the study-wide effect size of 1.05 estimated from the random effects model
and shown in figure 2. (Online version in colour.)
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credible intervals. While variability was large across all covari-
ates, the mean coefficient estimates of the posterior
distributions for temperature (mean = 2.41, 95% CI = 0.70–
6.15) and gamete size (mean = 2.81, 95% CI = 0.52–8.68) were
much larger than the global estimate of 1.19. By contrast, the
estimate for urbanization (mean = 0.74, 95% CI = 0.13–2.46)
had lower credible intervals near zero and was much lower
than other estimates. These values are represented as main
effect marginal means in figure 3. The among study standard
deviation was 1.97 (95% CI = 1.22–2.79), while the among
trait (nested in study) standard deviation was 2.26 (95% CI =
1.82–2.91), and the s.d. for phylogenetic random effect was
3.41 (95% CI = 1.13–6.46), indicating that more variance was
accounted for among traits in studies and by phylogeny, than
among studies.
(c) Compensation analysis
The results of our compensation analysis were plotted to rep-
resent the conceptual relationship between home phenotypes
of populations exhibiting countergradient variation (sensu
Conover et al. [12]; figure 4). Our data provide support for
far more frequent over- and undercompensation than perfect
compensation, meaning that populations in our study
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Figure 4. Conceptual representation of two countergradient populations in their home environments and the reaction norms of those populations in the home and
away environments. Also shown are the results of our compensation analysis. (a) Represents an overcompensating relationship where the northern population is
larger than the southern population in all environments and the slope of the dashed line connecting their home phenotype (arrow bases) has a negative sign as it
decreases from the larger northern population to the smaller southern population. (b) Represents a perfectly compensating relationship, where phenotypes are equal
in their respective home environments and thus the slope is flat. (c) Represents an undercompensating relationship, where the southern population is larger than the
northern population in their respective home environments and the slope of the dashed line connecting their home phenotype (arrow bases) has a positive sign as it
increases from the smaller northern population to the larger southern population. (d ) Represents the results of our compensation analysis where overcompensating
was defined as an effect size greater than 0.5, perfect as less than or equal to 0.5 and greater than or equal to −0.5, and undercompensating less than −0.5. Of
these three responses, our data were distributed as 38.6% overcompensating, 25.4% perfectly compensating and 36.0% undercompensating. Points on the left are
the calculated effect sizes and are connected to a point at 0 to show a slope to match the conceptual panels and thick, bold lines indicate the mean of each
category. The larger figure is bounded at −15 and 7 (removing 7 values) to better show the results near 0 and perfect compensation, whereas the inset figure
includes all data. (Online version in colour.)
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generally have divergent home phenotypes as opposed to
identical phenotypes along a gradient. We considered any
value between −0.5 and 0.5 as perfectly compensating (or a
range of 1 effect size around 0 for a conservative estimate),
values less than −0.5 as undercompensating, and values
larger than 0.5 as overcompensating. We consider this
classification conservative because it allows for a medium
effect size in the positive or negative direction from zero
[52], despite the theoretical description of perfect compen-
sation being a value equal to zero [12]. These values were
distributed in our dataset were overcompensating = 38.6%,
undercompensating = 36.0% and perfectly compensating =



roya

8
25.4%. Effect sizes of compensation ranged from −70.38 to
36.45 but 5% and 95% quantiles were −27.74 and 6.49,
respectively.
 lsocietypublishing.org/journal/rspb
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4. Discussion
The ecological and evolutionary importance of co- and coun-
tergradient variation has been recognized for three decades
[13,18]. Here, we find that the genetic effect of populations
expressing counter- and cogradient variation are 1.05 and
2.13, respectively. Our measure of standardized mean differ-
ence, Hedges’ d, translates the difference between
populations into units of s.d. Thus, our results indicate that
the standardized mean difference between the most disparate
populations in our study—i.e. the genetic effect of environ-
mentally covarying local adaptation—is between one and
two standard deviations’ change in trait value. In other
words, countergradient populations that express the same
trait value in their home environments would diverge by
one standard deviation in a common environment owing to
their genetic differences, while cogradient populations
obscure a two standard deviation genetic deviation in
common environments because of the positive covariance
of genetic and environmental effects that appears strongly
plastic in the wild. Additionally, our results suggest
that populations expressing cogradient variation may express
twice the genetic divergence of those expressing countergra-
dient variation, but the results for cogradient variation are
based on a small sample set with significant variance. Our
findings demonstrate that the genetic divergence among
locally adapted, clinally distributed populations is large but
also obscured as a function of the covariance between
environmental and genetic effects and their interaction with
the phenotype.

We used a metaregression to investigate the effect sizes of
abiotic and biotic covariates of countergradient variation. Cov-
ariates were statistically indistinguishable from one another
owing to high variance in their estimates, though many
showed mean values that were large with distributions away
from 0 (effect sizes estimates of 1–3, table 1, figure 3). Particu-
larly, we estimated large effect sizes for gamete size (2.81)
and temperature (2.41). For gamete size, multiple studies in
fishes showed effects greater than 2.5 and as high as 13.41
[55]. The tradeoff between size and number of eggs produced
by female fishes is a well-established trend in ecology [56,57],
and particularly in marine fishes where there are strong links
between egg size and latitude [58]. The large effect size estimate
for gamete size from our metaregression then is less surprising
given the strong selection on gamete size across species and
environments, but also suggests that despite the tradeoff
between size and number of eggs there is benefit to larger
eggs moving poleward. While there were additional large
study-specific effects for temperature (four instances greater
than 4.5), we separated temperature and temperature-related
gradients based on the explicit distinction made by authors.
Temperature is a fundamental selective agent for wild organ-
isms, while latitudinal, elevational and shade cover gradients
serve as proxies for temperature—all three had estimates at or
near one standardized mean difference. The proxy measures
then likely fail to capture the full evolutionary dynamics driv-
ing environmentally covarying local adaptation at the same
resolution as that caused by temperature.
As far as the variability in our metaregression estimates,
we find that the inter-effect variability (τ2, or the variability
of our random effects) generally swamped the covariate-
specific effects estimates (table 1). The variability in this
random effect is also a measure of G x E (the variability of
multiple effect sizes for a trait in a study, Figure S1c) and indi-
cates that when environmentally covarying local adaptation
is present, this adaptation corresponds with a large popu-
lation-specific (or genotype-specific) G x E influence. While
the lack of predictive results in our metaregression may be
indicative that our data are not robust enough for differences
among covariates to emerge, we think it is more likely that
these results suggest that countergradient variation, when it
does occur, is an ecologically ubiquitous phenomenon for
species distributed along environmental gradients. Further-
more, we suspect that species or populations experiencing
similar agents of selection—for example, those along latitudi-
nal, elevational or temperature gradients—may achieve
adaptation through different mechanisms (as indicated by
the large G x E influence) and therefore contribute to the
variability observed in our models. In other words, while
the phenotypic solution may appear similar across species
and gradients, the processes driving the genetic divergence
of the phenotypes of different populations is idiosyncratic.
The conclusion that covariate-specific effects are idiosyncratic
is further supported by the lack of pattern with respect to lati-
tudinal distance and temperature difference regressions
analyses, neither of which were predictive (electronic sup-
plementary material, figure S8 and table S7). Thus, while
populations almost always showed a large effect of environ-
mentally covarying local adaptation—metaregression
estimates were 2.41 and 0.99 for temperature and latitudinal
gradients, respectively—the magnitude did not scale with
temperature or physical distance based on separate analyses
(electronic supplementary material, figure S8 and table S7).
This may be owing in part to microgeographic variation—
in which large adaptive phenotypic divergence occurs over
small spatial scales—as multiple studies reviewed as part of
this work indicated microgeographic variation as a driver
of phenotypic patterns across the landscape [59,60].

Even though the overall effect size of cogradient variation
was large, only 15 out of 858 studies were consistent with
cogradient variation and included enough information to cal-
culate effect sizes. This paucity may reflect an overall lack of
published research investigating and demonstrating cogradi-
ent variation (see also [12]). However, in a meta-analysis of
reciprocal transplant studies, Stamp & Hadfield [36] found
60% of traits exhibited a cogradient pattern. Our results (i.e.
the magnitude of effect size), in conjunction with the work
of Stamp & Hadfield [36], suggest that, while rarely reported,
cogradient variation constitutes an ecologically meaningful
phenomenon. We further hypothesize that cogradient vari-
ation may suffer from underreporting because its natural
sign mirrors environmentally induced plasticity that may not
drive researchers to investigate populations using common
gardens. While cogradient variation may be underreported,
standalone cases such as that by Trussell & Etter [61] can
show both the large effect of cogradient variation and how
home phenotypic differences can disguise that effect. In a reci-
procal transplant study, the researchers measured shell
thickness in marine snail populations, finding that, when in
their home environments, populations expressed a 3.18 stan-
dardized mean difference in shell thickness. But, when
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considered in shared environments, that difference reduced to
2.07 units. Notably, this result amounts to a substantial effect
size difference owing to genetic variation alone, but is approxi-
mately 2/3 value if the populations had only been observed
solely in their home environments. More importantly, if the
researchers had only investigated these populations in their
home environments without common gardens, a likely infer-
ence for the phenotypes would have been a strong plastic
response, which, while true, did not account for even half of
phenotypic variation in home environments.

Our compensation analysis for countergradient variation
revealed that populations in their home environments were
more commonly over- or undercompensasting, as opposed
to perfectly compensating (figure 4). In other words, the gen-
etic effect of countergradient variation was generally not equal
to that of the environmental effect. This result was clear, with
conservative bounds for perfect compensation (−0.5 to 0.5
standardized mean difference). Reducing those bounds to
the less conservative values of −0.2 to 0.2 (considered to be a
small effect size [54]) for perfect compensation resulted in
only 11.7 per cent of studies demonstrating perfect compen-
sation. While we caution that these results may not
necessarily point to clear biological trends about how
common and in what scenarios over- and undercompensation
may occur, it does suggest that either: (i) selection for main-
taining optimal phenotypes across broad environmental
gradients may not be the norm (sensu [12,13]), or (ii) the
response to selection may not be strong enough to effectively
minimize phenotypic variation across populations. If the
latter, the response to selection may be minimized by insuffi-
cient adaptive genetic variation or countervailing selection
on correlated traits specific to each local population [62].

Our results are indicative of a response to selection contri-
buting to strong genetic divergence in trait values distributed
along environmental clines, and they reinforce the evolution-
ary importance of counter and co-gradient variation. As such,
negatively or positively environmentally covarying selection
is a strong candidate as a mechanism for driving parapatric
speciation—if the selection pressure is consistent across the
gradient—or peripatric speciation—if selection is strongest
at the poles. Genetic differentiation may also be expected
by further anthropogenic change, where habitat fragmenta-
tion breaks up corridors of gene flow within clines [63], or
climate change disrupts habitat envelopes at the polar ends.
Both scenarios have significant implications for how popu-
lations exhibiting environmentally covarying local
adaptation are managed. This clinal breakdown may also
lead to underestimation of the importance of co- and counter-
gradient variation, as range-wide patterns may have already
been disrupted causing researchers to undercount their
occurrence or underestimate their historical magnitude if
the edges of clines are lost. Additionally, environmentally
covarying adaptation should be considered in conservation
and management efforts, as cryptic local adaptation may
lead to undesirable management outcomes if ignored, or
good candidates for translocation (e.g. genetic rescue [64]) if
well understood.
5. Conclusion
Our findings illustrate that environmentally covarying local
adaptation is pervasive across multiple gradients in a diverse
set of taxa. With this meta-analysis, we quantitatively charac-
terized the genetic effect on phenotypic divergence for
environmentally covarying local adaptation and find that the
result is one to two full s.d. from the mean trait value of a
population. While the genetic effect of co- and countergradient
variation may be large, the variability of response observed
across studies is also quite high, as indicated in the values of
our random effects, indicating strong G x E influences. More-
over, when analysing the mean trait difference between
home phenotypes of populations exhibiting countergradient
variation, we find no support for a strong signal of perfect
compensation, indicating that selection for optimal pheno-
types across a gradient can or does not perfectly minimize
variation in mean phenotypic trait values. Much like local
adaptation more generally, environmentally covarying local
adaptation necessitates close consideration when working
with populations distributed across ecological gradients. We
conclude that environmentally covarying local adaptation is
ubiquitous with a large effect size and argue that this form
of cryptic local adaptation deserves continued attention with
theoretical, experimental and genomic approaches.
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