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Abstract: Car operation requires advanced brain function. Currently, evaluation of the motor vehicle
driving ability of people with higher brain dysfunction is medically unknown and there are few
evaluation criteria. The increase in accidents by elderly drivers is a social problem in Japan, and a
method to evaluate whether elderly people can drive a car is needed. Under these circumstances,
a system to evaluate brain dysfunction and driving ability of elderly people is needed. Gaze estimation
research is a rapidly developing field. In this paper, we propose the gaze calculation method by eye
and head angles. We used the eye tracking device (TalkEyeLite) made by Takei Scientific Instruments
Cooperation. For our image processing technique, we estimated the head angle using the template
matching method. By using the eye tracking device and the head angle estimate, we built a system that
can be used during actual on-road car operation. In order to evaluate our proposed method, we tested
the system on Japanese drivers during on-road driving evaluations at a driving school. The subjects
were one instructor of the car driving school and eight general drivers (three 40–50 years old and five
people over 60 years old). We compared the gaze range of the eight general subjects and the instructor.
As a result, we confirmed that one male in his 40s and one elderly driver had narrower gaze ranges.

Keywords: gaze range calculation method; gaze estimation; head angle; eye tracking device;
template matching; gaze range

1. Introduction

In recent years, car accidents have occurred due to elderly people and patients with higher brain
dysfunction. Developing a driving ability evaluation system for the elderly and patients with higher
brain dysfunction is of great necessity. However, establishing criteria for judging the driving ability of
these groups is difficult [1]. The methods for evaluating the driving ability of patients with higher brain
dysfunction include off-road assessment by neuropsychological examination and on-road evaluation
in an actual vehicle. Of these evaluations, the most effective is on-road evaluation in an actual vehicle
because it most closely resembles real world scenarios [2]. Therefore, in order to systematically advance
the road driving evaluation of elderly drivers and patients with higher brain dysfunction, it will be
necessary that medical institutions and driving schools work together to make a new evaluation system.

About 90% of the information obtained when driving a car is said to be visual information [3].
Owsley et al. [4] modeled the relationship between eye health, effective field of view, and car accidents
involving elderly people (mean age = 70 years old). The authors found that the effective field of view
is most related to car accidents involving elderly people [4]. Therefore, the effective field of view range
is greatly involved in the driving ability of motor vehicles.

While driving, people often move their gaze extensively, and in most cases the head and eye
positions move simultaneously [5–8]. This relationship between head and eye movement is called
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eye–head cooperative movements, and human beings perform this movement reflexively, so the
analysis of the movement of the head and eyes has been of great interest in recent years [9]. Therefore,
we previously proposed the head angle detection method using an RGB-D (for Red, Green, Blue plus
Depth) sensor [10]. RGB-D sensor is a specific type of depth sensing devices that work in association
with an RGB camera. RGB-D sensor can augment the conventional image with depth information
(related with the distance to the sensor) in a per-pixel basis. In addition, we proposed a system that
combined RGB-D sensor and an electrooculogram (EOG) sensor to estimate the gaze [11,12]. However,
this proposed system did not have high enough accuracy to use for car driving evaluation (average
error of eyeball angle is over 10 degrees). Furthermore, the existing systems require the placement of
RGB-D sensors, but this sensor is not suitable for use in tight spaces, such as inside a car because it
requires about 1 m distance between the subject and the sensor.

Considering the problems of the previously proposed system, this paper proposes a method that
enables high-performance line-of-sight estimation with a single device and constructs a line-of-sight
estimation system at low cost. In this paper, eye movement is acquired using an eye tracking
device (TalkEyeLite [13]), and the head angle is estimated by image processing technology using
the TalkEyeLite’s view camera. We focused on the gaze range while driving. In our proposed
image processing technology, template matching was performed using the view camera attached to
TalkEyeLite. Our proposed method requires only TalkEyeLite, so, it can be said that our proposed
method is suitable to use in the limited space available inside a typical Japanese car. To test our proposed
system, we calculated the gaze range of nine subjects (one driving school instructor, 47 years old) and
eight general men subjects, of whom three were men, 40–50 years old and five were over 60 years old).
Furthermore, we calculated the gaze range of nine subjects and considered the car driving ability using
the gaze range.

2. Previous Study about Gaze Estimation Method for Driving the Car

With the increase in car driving accidents, studies of detection of fatigue during driving using
speech recognition [14] and detection of sleepiness using percentage of eyelid closure (PERCLOS) [15]
have been conducted. Although fatigue and sleepiness can be detected using these methods, they are
insufficient as a method for determining driving ability.

Several studies have been done on gaze estimation during driving [16,17]. Martin [16] modeled
drivers’ gaze behaviors in order to predict lane changing and lane keeping behaviors. However,
this research was limited to simulation, and the pragmatic application to actual vehicles was
not conducted.

A driver’s gaze can also be estimated from their head movement. Gaze estimation has been
performed by tracking the features of the driver’s head using a monocular camera attached to the
steering column [18]. Although there are some studies [18–22] that estimated the gaze direction via
head movement, the problem with this method is that the accuracy is not high enough to be reliable for
driving ability evaluation. In order to improve the gaze measurement accuracy, there has been research
on gaze estimation using the movement of both the head and the eyes—a system that can be used
while driving a car [23,24]. This research has utilized an “omnicam (3D panoramic camera)” and a
“noninvasive stereo camera” [23,24]. Although these two methods can be used anywhere, they require
recognition of the head and eyes via image processing, and the recognition rate is not enough.

In the case of car driving evaluation, it is necessary to determine whether the driver is looking at
a pedestrian or a traffic light. However, in previous research [5,16–24], it was not possible to know
whether the driver is aware of the information on the road (e.g., pedestrians, traffic lights, road signs).
Our proposed method can finally determine what specifically the driver is looking at using the image
from the view camera. Therefore, our system is a usable method for calculating the gaze range
while driving.
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3. Measurement System

3.1. Measurement System Using TalkEyeLite

The calculation of the eye movement angle of TalkEyeLite is a pupil image processing method.
TalkEyeLite [13] is a wearable eye movement measurement system that connects directly to the
processing computer and uses a USB camera for eye detection and recording visual field images.
Through its USB camera, TalkEyeLite can track the subject’s pupils, enabling us to record what the
subject is seeing and focusing on. The overlay display on the visual field image includes the center
axis of the gaze of both eyes in addition to the left and right viewpoints.

Figure 1a is a picture of TalkEyeLite goggles with labels indicating the view camera and the eye
camera, and Figure 1b is a picture of a lab member wearing TalkEyeLite goggles.
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proposed method has the merit that it can be easily used in various environments. Since the 
estimation of the line of sight and the head angle is performed during actual car driving, it is 
necessary to use a method that can estimate the line of sight given the restricted physical space 
available for equipment and measurement; template matching accomplishes this. We installed three 
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downward triangle) on the front glass of the car. We performed template matching using these three 
template images to estimate the head angle as described by Figure 4. 

Figure 1. The measurement system of TalkEyeLite. (a) TalkEyeLite Goggles. (b) Lab member wearing
TalkEyeLite goggles.

The gaze point of both eyes is indicated by the blue cross points in Figure 2. The eye motion
analysis program can analyze visual videos using the measurement data recorded by TalkEyeLite,
enabling us to know which target the subject was looking at. The angle of convergence can be calculated
using the angle data from both eyes. The angle of convergence is expressed in degrees and the value
ranges from −180 degrees to +180 degrees.
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Figure 2. The operation image of using TalkEyeLite.

3.2. The Head Angle Estimation Method Using Template Matching

We proposed a head angle estimation method using template matching. We used the viewing
camera of TalkEyeLite to obtain the head movement information. Although the head angle estimation
method using the RGB-D sensor needs to set a sensor, the head angle estimation method using
the proposed template matching uses a field of view camera attached to TalkEyeLite. Therefore,
our proposed method has the merit that it can be easily used in various environments. Since the
estimation of the line of sight and the head angle is performed during actual car driving, it is necessary
to use a method that can estimate the line of sight given the restricted physical space available for
equipment and measurement; template matching accomplishes this. We installed three templates as
shown in Figure 3 (Marker1, an upward triangle; Marker2, a circle; and Marker3, a downward triangle)
on the front glass of the car. We performed template matching using these three template images to
estimate the head angle as described by Figure 4.
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Figure 4. The flow of the head angle estimation method using template matching.

This system required calibration prior to data collection onset. We defined the forward-facing
position of the head as angle 0 (deg). We placed the markers (Marker1, Marker2, and Marker3) on the
dashboard of the car, with one of the three markers directly in front of the driver (0 (deg)). We asked
the driver to face forward for five seconds in order to record the reference position for each of the
three markers. These reference positions were used for template matching. The driver’s head angle
was calculated after determining the head movement amount “A” using the difference between the
current marker’s position and the reference position. Due to movement on the roll axis (Figure 5),
it was possible for two markers to be found during image processing; this problem is addressed in the
next section.
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Problems Caused by Inclination of the Head

As for the inclination of the head, there are three axis directions: the yaw axis, the pitch axis, and the
roll axis (Figure 5). The yaw angle and the pitch angle are necessary for gaze estimation. The yaw angle
and the pitch angle of the head are calculated using differences in the recorded marker coordinates.

However, if the yaw axis and the pitch axis change while the roll axis of the head is inclined,
the head orientation angle cannot be estimated correctly. An example is shown in Figure 6. When the
head roll axis (θ in Figure 6) is tilted and if the b (deg) moves to the right, the marker position moves a
pixel. Therefore, when the roll axis rotates, we must first determine the roll angle. After calculating the
roll angle, coordinate transformation was performed. The deviation of the estimated angle due to the
movement of the roll angle is shown in Figure 6. The deviation of the yaw axis can be calculated by
a-acosθ and the deviation of the pitch axis by asinθ. By considering these deviations, we obtained
coordinates converted to zero roll angle, solving the problem caused by inclination of the head.
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The closer the coordinates are to the center of the camera, the smaller the amount of head
movement. Therefore, the yaw angle is obtained from the marker close to the center of the x coordinate,
and the pitch angle is obtained from the marker close to the center of the y coordinate. The roll angle
calculation formula (Equation (1)) and the yaw angle (Equation (4)) and pitch angle (Equation (5))
calculation formulas in consideration of the roll angle are given below.

• Calculation of the roll angle

The formula for calculating the roll angle is shown in Equation (1). Letting the coordinates of
the two found markers be (x1, y1) and (x2, y2), the roll angle can be calculated by the Equation (1),
assuming that x2 > x1.

θ= tan−1
(

y2 − y1

x2 − x1

)
; (1)

θ: roll angle, (x1, y1) (x2, y2) : the coordinates of the two markers found.

• Calculation of yaw angle and pitch angle

The yaw angle and the pitch angle were calculated using the movement amount for a pixel
of the marker. The variables x and y indicate the coordinates of the marker before the coordinate
transformation, whereas the variables x’ and y’ indicate the coordinates after transformation. Equations
(2) and (3) are the equations for rotation conversion. Equations (4) and (5) are the equations for
calculating yaw angle and pitch angle. For example, if the coordinate of the marker moved a pixel
horizontally, the head inclined at an angle shown in Equation (4).

x′ = x cosθ− y sinθ (2)
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y′ = xsinθ+ ycosθ (3)

Yaw f ace angle =
a

Camera resolution
Camera viewing angle

(deg) (4)

a: horizontal movement amount of marker (pixel)

Pitch f ace angle =
b

Camera resolution
Camera viewing angle

(deg) (5)

b: vertical movement amount of marker (pixel)

4. Improved Measurement Method

The measurement system described above in Section 3 has the following two problems:

1. The gaze estimation angle range is narrow (about 42 degrees).
2. The processing time is long.

In Section 4, we describe our proposed solutions to these problems.

4.1. Expansion of the Gaze Estimated Range

In previous methods, there was a problem with the narrow range of the estimated head angle.
Therefore, we expanded the estimable range by including a new marker, and we evaluated the accuracy
of the improved method. In order to expand the estimation range, a new star marker (Marker4 in
Figure 7) was added to the left end. In order to calculate head movement and angle information, it is
necessary to record a reference position for each marker. As described previously, subjects performed
calibration by facing forward for five seconds before beginning to drive. The range of calibration is
shown in Figure 8. Calibration is performed with the forward-facing position. Marker4 is excluded
from calibration because Marker4 does not appear on the screen when facing the front. Therefore,
the reference position of the star marker was calculated using the ratio of α and β as shown in Figure 8.
The coordinates of Cx were obtained by transforming Equation (6), as in Equation (7), to Equation (9).
Using the obtained Cx, the accuracy of the head orientation calculation was estimated (Figure 9).

Bx =
βAx + αCx
α+ β

(6)

(α+ β)Bx =βAx + αCx (7)

−αCx =−αBx− βBx + βAx (8)

Cx =−
1
α

{
β(Ax− Bx) − αBx

}
(9)

(Cx < Bx < Ax)
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4.2. The Method of Reducing Processing Time

In our system, OpenCV was used for template matching. Since our proposed method searched
template matching over the entire image range, it took time to process. Therefore, in this section, we
propose an updated method to shorten the search time by narrowing the search range. We also verified
whether highly accurate template matching can be performed with this method.

4.2.1. Positional Relation of Markers to Reduce Search Range

First, we described the positional relationship of the markers used for narrowing the search range.
The markers are searched in the following order: the upward triangle marker (Marker1), then the
circle marker (Marker2), then the downward triangle marker (Marker3), and finally the star shape
marker (Marker4). For each marker, the search range was decided using the positional relation between
previously searched-for markers as applicable. The search range of each marker was determined by
the positional relationships between the markers, as follows:

• Marker2 is more to the right than Marker1.
• Marker3 is more to the right than Marker1 and Marker2.
• Marker4 does not appear in the same frame as Marker1 and Marker2.
• Marker4 is more to the right than Marker3.

Considering these four positional relationships, we reduced the search range as illustrated
in Figures 10–12. Only the yellow highlighted area was included in the search range for each
respective marker.
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4.2.2. Dividing the Search Range

Considering the method of Section 4.2.1, we next introduced a method for reducing the processing
time by: (1) dividing the search range into sections and (2) performing template matching beginning
from the section where there was a high probability that markers are present.

Only rarely does a driver’s head posture vary greatly up and down. Therefore, it was unlikely
for a marker to exist above and below the search range. To speed up processing, it’s important to
perform template matching beginning from the range where there the highest possibility that a marker
is present. Therefore, we divided the search range into three sections and searched for markers within
each section.

When we divide the search range into three sections, a marker may span two ranges as in Figure 13.
In this case, it was more likely for template matching to fail in both ranges, causing the drop of
recognition rate and the extension of processing time. To prevent these problems, we expanded the
search range up and down by ((length of the template image) – 1) (pixel). Figure 14 illustrates the
extended search range.

Template matching was performed in the following order: first, central section; second,
upper section; and third, bottom section. If the degrees of similarity in a section exceeded a constant
value, template matching was performed in the section.
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4.2.3. Extending the Search Range

We extended the search range to increase the recognition rate from template matching. In the
proposed method from Section 3.2, if the marker was found in a previous frame, template matching
was performed around the position of the marker in the previous frame. However, the template
matching would fail if the driver moved their head a large distance before turning the car left or right
because the marker would move out of the search range. Additionally, the division of the search range
into sections lengthened the processing time due to failed template matching. To address these issues,
we enabled the system to alter the search range based on the quantity of movement between the current
and previous frames. For example, if the marker moved significantly right from two frames before
to one frame before, the search range was extended to the right side by a constant range. Figure 15
illustrates an example. We judge that the marker moved significantly from the head movement angle
and the eye movement angle. We also judged from the visual field camera image.
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5. Verification of the Accuracy of the Proposed Method

First, in order to verify the accuracy of the proposed method, verification experiments were
performed indoors in an ideal environment. This was followed by a verification experiment using a
trial run at the driving school.
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5.1. Indoor Experiments: Conditions and the Results

In order to grasp the error of the head angle correctly, the indoor experiment was carried out
assuming the optimum environment. The indoors experimental environment is shown in Figure 16.
The mark (�) indicates 0 to 60 degrees and is not a marker for template matching. Markers were
set at 0, 10, 20, 30, 40, 50, and 60 degrees; 0 degrees is directly in front of the subject. The subject
was instructed to view the markers from 0 degrees to 60 degrees in the following order: 0 degrees,
10 degrees, 20 degrees, 30 degrees, 40 degrees, 50 degrees, and 60 degrees. The subject was one woman,
and the experiment was carried out once. Each marker had a true measured value as well as a value
calculated using our gaze estimation method. An error was calculated based on the gaze estimation
result. The result is shown in Table 1. The average error was 4.1 degrees. The recognition accuracy of
template matching is shown Table 2.
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Cx coordinates.

Table 1. Average error of estimated head orientation angle.

True Value (deg) Estimated Angle Error (deg)

10 1.9

20 4.3

30 6.1

40 7.3

50 4.1

60 0.9

Average 4.1

Table 2. Recognition accuracy of template matching.

Marker1 (Upward Triangle) 93.9%

Marker2 (Circle) 87.5%

Marker3 (Downward
Triangle) 91.4%

Marker4 (Star) 88.2%

A list of representative studies of head angle estimation method is shown in Table 3.
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Table 3. Representative studies and mean error of head angle estimation.

Approach Paper Mean Error (deg)

Appearance Template Methods
� Image Comparison J. Ng and S. Gong [25] 9.6

Nonlinear Regression Methods
� Neural Network M. Voit et al. [26] 10.5

Manifold Embedding Method
� Nonlinear Subspaces S. Yan et al. [27] 7.8

Tracking Methods
�Model Tracking Y. Wu and K. Toyama [28] 24.5

Hybrid Methods S. Ba and J.-M. Odobez [29] 9.4

Proposed Method
� Template matching 4.1

Table 3 shows that our proposed method has the lowest mean error compared to the other methods.
We also consider the gaze estimation method. Since the eye movement angle and head angle

work in coordination, the eye gaze angle is the sum of the estimation results of the eye movement
angle and the head estimation angle from TalkEyeLite. So, we represented the gaze angle E(t) by f 1(t)
and f 2(t) shown in Equation (10).

E(t) = f 1(t) + f 2(t) (10)

f 1(t): the eye movement angle;
f 2(t): the head angle;
t: the number of sampling data.

So far, we performed gaze estimation using three gaze estimation methods.

1. EOG and RGB-D sensor

EOG was used for gaze estimation. In the eye movements, a potential across the cornea and retina
exists, and it is a source of EOG. We chose the RGB-D sensor to determine the direction of the head,
and we proposed the system that estimates both the direction at the same time using the RGB-D sensor
and the EOG sensor and estimated the gaze high accuracy. However, we need to attach the electrodes
to use EOG. Also, the average error of the eyeball angle is over 10 degrees [30].

2. Tobii

Tobii is an eye tracking system using a camera [31]. Tobii can use the gaze to interact with computers
and machines without mounting. Tobii provides a very efficient eye-tracking (accuracy <0.6◦) naturally.
However, Tobii was not possible to pursue the eyeballs’ position in the angle of 36◦ or more. Moreover,
it is not suitable for wide-range gaze estimation because the face angle cannot be estimated.

3. Proposed Method

Our proposed method using TalkEyeLite can measure both head movement and eye movement.
The eye angle is calculated by TalkEyeLite. When the eyeball is irradiated with weak infrared light,
a reflected image of the light source is generated on the refractive surface of the cornea or crystal.
This reflection image, called the Purkinje–Sanson image, has the characteristic of little movement
relative to the pupil during eye movement. Both are photographed with a camera, and the “eye
movement angle” is calculated from the positional relationship. TalkEyeLite provides an efficient
eye-tracking (accuracy <3.0◦, according to our results). The proposed method is suitable for wide-range
gaze estimation because we set freely position markers. However, since TalkEyeLite is a goggle type
device, the proposed method has a load to wear.
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The method using EOG is inferior to both TalkEyeLite and Tobii in terms of accuracy. Tobii has
high precision, but Tobii cannot capture eye position in a wider range than 36◦. Therefore, the third
proposed method using TalkEyeLite and four markers has the advantageous ability to obtain both the
eye angle and the head angel in wide range over 36◦.

5.2. Outdoor Experiments (in an Actual Car): Conditions and the Result

We evaluated the accuracy of template matching and the shortened processing time during
on-road car driving. The subject was a driving school instructor who drove the driving school course
four times.

Table 4 shows the marker recognition performance evaluation results. Table 5 shows the processing
time for template matching after adding the search range expansion function and the processing time
reduction function. By comparing three representative videos before and after adding the functions, we
found that the time could be shortened considerably in each case. We also confirmed that the template
matching ratio did not decrease, and the time could be shortened without degrading the performance.

Table 4. Comparison of marker recognition rate between before and after adding functions.

Marker Before After

Marker1 (Upward Triangle) 93.2% 93.7%

Marker2 (Circle) 85.1% 89.8%

Marker3 (Downward
triangle) 90.8% 91.1%

Marker4 (Star) 83.7% 82.0%

Table 5. Comparison of processing time before and after adding functions.

Video Before After

Video1 (7 min 35 s) 15 min 1 s 10 min 48 s

Video2 (7 min 45 s) 15 min 20 s 10 min 59 s

Video3 (7 min 48 s) 16 min 1 s 11 min 33 s

6. Proposed Driving Evaluation Method

In this section, we introduce the evaluation method of this system.

• System Overview

The output screen of this system is shown in Figure 17. Our system showed the head angle,
the gaze angle, the driver’s gaze (red circle), and a classification of the area that the driver was looking
at. There were nine area classifications: “front,” “rearview mirror,” “meter,” “right mirror,” “right,”
“right back,” “left mirror,” “left,” and “left back.”
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6.1. The Performance of Gaze Estimation (During Actual Car Driving)

In order to verify the gaze estimation accuracy of our system in a real car driving environment,
we conducted the following experiments. To run the test course once required approximately eight
minutes. From the measurement data, we randomly extracted 30 points around five seconds before and
after left turns, right turns, and continued straight driving. For each of the 30 points, we determined
whether the judgment area of the system matched the field of view of the actual driver. From this, we
calculated the recognition rate. Table 6 shows the results of an outdoor experiment with one general
driver and the “Judgment Flag” column of Table 6 indicates at which area our system judged the driver
to be looking. The correct judgment rate was 93%, and the correct result was obtained in 28 out of
30 situations. For the two situations with judgment error (number 10 and 12), one error was caused by
incorrect template matching, and the other error was caused by incorrect eye measurement.

Table 6. Results of outdoor experiments. The background colors mean that the actual situation and the
Judgement flag are different.

Number Situation Time
Eye Head Gaze Judgement Flag

X_eye (deg) Y_eye (deg) X_head (deg) Y_head (deg) X_gaze (deg) Y_gaze (deg)

1 Left 01:28 −30.8 0.6 −25.3 −20.2 −56.1 −19.6 Left

2 Right 02:05 28.9 14.4 9.8 3.6 38.7 18 Right

3 Right 02:26 7.4 4.0 32.4 30.1 39.8 34.1 Right

4 Right 02:50 40.7 46.8 21.4 24.0 62.1 70.8 Right

5 Left 02:52 −11.5 9.0 −32.6 −18.8 −44.1 −9.8 Left

6 Left 03:13 −10.5 −3.4 −33.8 −16.2 −44.3 −19.6 Left

7 Left 03:22 3.4 2.1 −123.9 −12.4 −120.5 −10.3 Left

8 Left 03:38 −28.6 4.6 −112.4 −18.7 −141 −14.1 Left

9 Left 03:54 6.3 4.2 −96.6 −16.7 −90.3 −12.5 Left
10 Left 03:56 5.2 2.1 14.6 6.8 −29.5 16.8 Right
11 Left 04:27 −41.9 8.9 −35.0 −15.7 −76.9 −6.7 Left
12 Front 04:41 −5.4 6.8 33.9 11.5 −31.2 18.8 Left
13 Straight 04:45 −5.6 8.7 4.8 −20.4 −0.8 −11.6 Front

14 Left 05:26 8.7 3.7 −95.6 −21.9 −86.9 −18.2 Left

15 Left 05:50 −21.6 −0.5 −40.8 −17.8 −62.4 −18.3 Left

16 Left 05:51 −21.3 1.8 −40.8 −17.8 −62.1 −16 Left

17 Right 06:46 33.7 −20.8 −1.4 −11.2 32.3 −32.1 Right

18 Left 06:51 −24.6 0.4 −29.9 −13.8 −54.5 −13.3 Left

19 Right 06:56 22.8 −1.4 34.6 15.8 57.4 14.4 Right

20 Straight 07:03 2.0 −4.0 −9.3 −17.4 −7.4 −21.4 Front

21 Left 07:07 −5.9 −5.6 −121.4 −13.9 −127.3 −19.5 Left

22 Left 07:48 −19.8 −4.2 −22.1 −25.9 −41.9 −30.1 Left

23 Left 08:28 2.4 0.9 −119.7 −14.8 −117.3 −13.9 Left

24 Right 09:15 24.3 3.4 5.3 18.8 29.6 22.2 Right

25 Right 09:50 59.8 50.7 −3.1 −12.7 56.7 38 Right

26 Straight 10:13 −0.1 5.0 5.3 15.9 5.2 20.9 Front

27 Left 10:20 2.2 −1.9 −40.4 −7.7 −38.2 −9.5 Left

28 Right 10:23 17.7 8.8 25.0 14.7 42.6 23.4 Right

29 Straight 10:30 −5.1 −2.4 18.6 12.8 13.5 10.4 Front

30 Right 10:35 10.0 4.2 33.3 16.3 43.2 20.4 Right

6.2. Evaluation of the Gaze Range

In this study, gaze estimation was performed to evaluate the gaze range of elderly people during
driving. The gaze range means a person’s ability. The eye movement angle was obtained by TalkEyeLite
shown in Chapter 3, and the head movement angle was calculated using the template matching
method. The gaze range was estimated using the value obtained by adding the head angle and the
eyeball angle as the gaze. In order to evaluate participants’ gaze ranges using this system, on-road car
driving experiments were conducted at the driving school.

To evaluate the performance of this system in evaluating gaze range, an experiment was conducted
using an actual motor vehicle at the driving school. The subjects were one driving school instructor and
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eight general subjects (subject A: 60–69 years old, subject B: 60–69 years old, subject C: 60–69 years old,
subject D: 60–69 years old, subject E: 70–79 years old, subject F: 40–49 years old, subject G: 40–49 years old,
and subject H: 40–49 years old). The driving school instructor drove the test course four times, whereas
each of the eight general subjects drove the course once. The data of the driving school instructor was
taken as teacher data.

In order to compare the gaze ranges of the elderly participants and the instructor, the head
estimation angle, eye movement angle, and gaze angle were compared using histograms. Figure 18 is
an example histogram of a participant’s gaze. The vertical axis represents the number of occurrences,
the horizontal axis represents the X direction (left and right for the participant; the positive direction
on the axis is right, the negative direction on the axis is left), and the depth represents the Y direction
(up and down for the participant; the positive direction on the axis is up, the negative direction on the
axis is down). A gaze range calculated with Gaussian fitting (95% confidence interval) is given by the
shaded area. In other words, a wide shaded area indicated that the participant’s gaze range during
driving is wide.
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Figure 18. Example histogram of the gaze.

Figures 19 and 20 are histograms of the head angle, the eye movement, and the gaze during car
driving, which means the head angle, eye movement angle, and gaze angle are distributed in the area
during running. Figure 18 shows the histograms from the driving school instructor, and Figure 19
shows the histograms from subject B (60–69 years old). The amount of data varied by subject.
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When the threshold value is 5%, the maximum value in the X direction is Xmax and the minimum
value is Xmin. We defined X as Xmax–Xmin. Similarly, Y is Ymax–Ymin in the Y direction. The gaze
range was calculated by X × Y, and the gaze ranges of the instructor and the general subjects (subject
A to subject H) were compared (Figure 21). We found that subject B (60–69 years old) and subject G
(40–49 years old) had narrow gaze ranges.
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7. Conclusions

In this paper, we calculated the gaze range of nine subjects and considered the car driving ability
using the gaze range. Since gaze range greatly contributed to car accidents, we evaluated driving
ability by focusing on gaze range in this paper. We mainly carried out the following three things:

(1) In order to extend the range in which head angle estimation can be performed, we proposed the
head angle estimate method using markers, and we evaluated the accuracy of this method;

(2) Shortening the processing time of template matching, we changed the range that performed
template matching;

(3) The gaze range during driving was compared between eight general subjects and one driving
school instructor. As a result, we found that the gaze ranges of two subjects were extremely narrow.

We expanded the range of head angle estimation using the template matching method. The
average error of estimated head angle was 4.1 degrees, and the recognition accuracy of template
matching was 90.3%, which were enough for gaze estimation.

In order to evaluate the shortening result of the processing time of template matching, the accuracy
under the situation in the vehicle was evaluated. As a result of verifying the three videos, we found
that the time could be shortened considerably in each case. Processing time was been reduced by 28%.

The gaze range while driving plays a major role in driving a car. In particular, elderly people
generally have a narrow field of view [32,33], but there has not been much research on the gaze range
during actual vehicle driving. In this paper, we compared the gaze range with one instructor and
eight general subjects and considered driving ability. In the evaluation, we found that subject B (60s)
and subject G (40s) had a narrower gaze range than the instructor. By performing Gaussian fitting,
we evaluated the driving ability based on the gaze range by comparing the gaze range of the instructor
and the general subjects.

The future methods for evaluating driving ability may benefit from considering both fields of view
range and other aspects of driving ability (e.g., attention to road signs and lights). Errors in template
matching are caused by the change in the shape of the template when the driver’s head moves a large
distance or at a high speed. In the future, we will introduce machine learning techniques to address
this issue in an attempt to reduce errors.

TalkEyeLite requires wearing goggles, and the weight of the goggles is a bit on the user load.
In the future, there is the possibility of developing an evaluation using devices with less load.

Author Contributions: K.S. from University of Miyazaki developed the system, performed the experiments and
wrote the manuscript; H.T. from University of Miyazaki managed the research project and revised the manuscript.

Funding: This research was funded by OFA SPPORT INC.

Acknowledgments: Support from the OFA SPPORT INC is gratefully acknowledged.

Conflicts of Interest: The authors declare no conflicts of interest.



Sensors 2019, 19, 4774 17 of 18

References

1. Schultheis, M.; Deluca, J.; Chute, D. Handbook for the Assessment of Driving Capacity; Academic Press: San
Diego, CA, USA, 2009.

2. Regger, M.A.; Welsh, R.K.; Watson, G.; Cholerton, B.; Baker, L.D.; Craft, S. The relationship between
neuropsychological functioning and driving ability in dementia: A meta-analysis. Neuropsychology 2004,
18, 85–93. [CrossRef] [PubMed]

3. Hartman, E. Driver Vision Requirements; Society of Automotive Engineers, Technical Paper Series, 700392;
Erlbaum: Hillsdale, NJ, USA, 1970; pp. 629–630.

4. Owsley, C.; Ball, K.; Sloane, M.; Roenker, D.L.; Bruni, J.R. Visual/cognitive correlates of vehicle accidents in
older drivers. Psychol. Aging 1991, 6, 403–415. [CrossRef] [PubMed]

5. Collins, C.J.S.; Barnes, G.R. Independent control of head and gaze movements during head-free pursuit in
humans. J. Physiol. 1999, 515, 299–314. [CrossRef] [PubMed]

6. Ron, S.; Berthoz, A. Eye and head coupled and dissociated movements during orientation to a double step
visual target displacement. Exp. Brain Res. 1991, 85, 196–207. [CrossRef] [PubMed]

7. Barnes, G.R. Vestibulo-ocular function during co-ordinated head and eye movements to acquire visual target.
J. Physiol. 1979, 287, 127–147. [CrossRef] [PubMed]

8. Tawari, A.; Chen, K.H.; Trivedi, M.M. Where is the driver looking: Analysis of Head, Eye and Iris for
Robust Gaze Zone Estimation. In Proceedings of the IEEE Conference on Intelligent Transportation Systems,
Qingdao, China, 8–11 October 2014; pp. 988–994.

9. Dodge, R. The latent time of compensatory eye movements. J. Exp. Psychol. 1921, 4, 247–269. [CrossRef]
10. Chung, M.G.; Park, J.; Dong, J. A Simple Method for Facial Pose Detection. IEICE Trans. Fundam. Electron.

Commun. Comput. Sci. 2004, 87, 2585–2590.
11. Sakurai, K.; Yan, M.; Inami, K.; Tamura, H.; Tanno, K. A study on human interface system using the direction

of eyes and face. Artif. Life Robot. 2015, 20, 291–298. [CrossRef]
12. Sakurai, K.; Yan, M.; Tamura, H.; Tanno, K. Comparison of two techniques for gaze estimation system using

the direction of eyes and head. In Proceedings of the 2016 IEEE International Conference on Systems, Man,
and Cybernetics (SMC), Budapest, Hungary, 9–12 October 2016. [CrossRef]

13. Takei Scientific Instruments Cooperation: URL. Available online: http://www.takei-si.co.jp/en/ (accessed on
10 September 2019).

14. Krajewski, J.; Trutschel, U.; Golz, M.; Sommer, D.; Edwards, D. Estimating fatigue from predetermined
speech samples transmitted by operator communication systems. In Proceedings of the Fifth International
Driving Symposium on Human Factors in Driver Assessment, Training and Vehicle Design, Big Sky, Montana,
22–25 June 2009.

15. Daza, I.G.; Hernandez, N.; Bergasa, L.M.; Parra, I.; Yebes, J.J.; Gavilan, M.; Quintero, R.; Llorca, D.F.;
Sotelo, M.A. Drowsiness monitoring based on driver and driving data fusion. In Proceedings of the
14th international IEEE conference on intelligent transportation systems (ITSC), Washington, DC, USA,
5–7 October 2011; pp. 1199–1204.

16. Martin, S.; Vora, S.; Yuen, K.; Trivedi, M.M. Dynamics of Driver’s Gaze: Explorations in Behavior Modeling
and Maneuver Prediction. IEEE Trans. Intell. Veh. 2018, 3, 141–150. [CrossRef]

17. Jimenez, P.; Bergasa, L.M.; Nuevo, K.; Hernandez, N.; Daza, I.G. Gaze Fixation System for the Evaluation of
Driver Distractions Induced by IVIS. IEEE Trans. Intell. Transp. Syst. 2012, 13, 1167–1178. [CrossRef]

18. Vicente, F.; Huang, Z.; Xiong, X.; De la Torre, F.; Zhang, W.; Levi, D. Driver Gaze Tracking and Eyes of the
Road Detection System. IEEE Trans. Intell. Transp. Syst. 2015, 16, 2014–2027. [CrossRef]

19. Hansen, D.W.; Ji, Q. In the eye of the beholder: A survey of models for eyes and gaze. IEEE Trans. Pattern
Anal. Mach. Intell. 2010, 32, 478–500. [CrossRef] [PubMed]

20. Zhang, H.; Smith, M.; Dufour, R. A Final Report of Safety Vehicles Using Adaptive Interface Technology:
Visual Distraction. Available online: http://www.volpe.dot.gov/coi/hfrsa/work/roadway/saveit/docs.html
(accessed on 10 September 2019).

21. Doshi, A.; Trivedi, M.M. Tactical driver behavior prediction and intent inference: A review. In Proceedings of
the IEEE International Conference on Intelligent Transportation Systems, Washington, DC, USA, 5–7 October
2011; pp. 1892–1897.

http://dx.doi.org/10.1037/0894-4105.18.1.85
http://www.ncbi.nlm.nih.gov/pubmed/14744191
http://dx.doi.org/10.1037/0882-7974.6.3.403
http://www.ncbi.nlm.nih.gov/pubmed/1930757
http://dx.doi.org/10.1111/j.1469-7793.1999.299ad.x
http://www.ncbi.nlm.nih.gov/pubmed/9925900
http://dx.doi.org/10.1007/BF00230001
http://www.ncbi.nlm.nih.gov/pubmed/1884758
http://dx.doi.org/10.1113/jphysiol.1979.sp012650
http://www.ncbi.nlm.nih.gov/pubmed/311828
http://dx.doi.org/10.1037/h0075676
http://dx.doi.org/10.1007/s10015-015-0228-7
http://dx.doi.org/10.1109/SMC.2016.7844609
http://www.takei-si.co.jp/en/
http://dx.doi.org/10.1109/TIV.2018.2804160
http://dx.doi.org/10.1109/TITS.2012.2187517
http://dx.doi.org/10.1109/TITS.2015.2396031
http://dx.doi.org/10.1109/TPAMI.2009.30
http://www.ncbi.nlm.nih.gov/pubmed/20075473
http://www.volpe.dot.gov/coi/hfrsa/work/roadway/saveit/docs.html


Sensors 2019, 19, 4774 18 of 18

22. Doshi, A.; Cheng, S.Y.; Trivedi, M. A novel active heads-up display for driver assistance. IEEE Trans. Syst.
Man Cybern. 2009, 39, 85–93. [CrossRef] [PubMed]

23. Doshi, A.; Morris, B.T.; Trivedi, M.M. On-road prediction of driver’s intent with multimodal sensory cues.
IEEE Pervasive Comput. 2011, 10, 22–34. [CrossRef]

24. Huang, K.S.; Trivedi, M.M.; Gandhi, T. Driver’s view and vehicle surround estimation using omnidirectional
video stream. In Proceedings of the IEEE Intelligent Vehicles Symposium, Columbus, OH, USA,
9–11 June 2003; pp. 444–449.

25. Ng, J.; Gong, S. Composite Support Vector Machines for Detection of Faces Across Views and Pose Estimation.
Image Vis. Comput. 2002, 20, 359–368. [CrossRef]

26. Voit, M.; Nickel, K.; Stiefelhagen, R. Head Pose Estimation in Single- and Multi-View Environments Results
on the CLEAR’07 Benchmarks. In Proceedings of the International Workshop on Classification of Events,
Activities and Relationships, Baltimore, MD, USA, 8–9 May 2007.

27. Yan, S.; Zhang, Z.; Fu, Y.; Hu, Y.; Tu, J.; Huang, T. Learning a Person-Independent Representation for Precise
3D Pose Estimation. In Proceedings of the International Workshop on Classification of Events, Activities and
Relationships, Baltimore, MD, USA, 8–9 May 2007.

28. Wu, Y.; Toyama, K. Wide-Range, Person- and IlluminationInsensitive Head Orientation Estimation.
In Proceedings of the IEEE International Conference Automatic Face and Gesture Recognition, Grenoble,
France, 28–30 March 2000; pp. 183–188.

29. Ba, S.; Odobez, J.-M. From Camera Head Pose to 3D Global Room Head Pose Using Multiple Camera Views.
In Proceedings of the International Workshop on Classification of Events, Activities and Relationships,
Baltimore, MD, USA, 8–9 May 2007.

30. Sakurai, K.; Yan, M.; Tamura, H.; Tanno, K. A Study on Eyes Tracking Method using Analysis of
Electrooculogram Signals. In Proceedings of the 22th International Symposium on Artificial Life and
Robotics 2017 (AROB 22nd 2017), Beppu, Japan, 19–21 January 2017.

31. Gibaldi, A.; Vanegas, M.; Bex, P.J.; Maiello, G. Evaluation of the Tobii EyeX eye tracking controller and Matlab
toolkit for research. Behav. Res. Methods 2017. [CrossRef] [PubMed]

32. Owsley, C.; Ball, K.; McGwin, G.; Sloane, M.E. Visual processing impairment and risk of motor vehicle crash
among older adults. J. Am. Med Assoc. 1998, 279, 1083–1088. [CrossRef] [PubMed]

33. Sekuler, A.B.; Bennett, P.J.; Mamelak, M. Effects of aging on the useful field of view. Exp. Aging Res. 2000,
26, 103–120. [PubMed]

© 2019 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access
article distributed under the terms and conditions of the Creative Commons Attribution
(CC BY) license (http://creativecommons.org/licenses/by/4.0/).

http://dx.doi.org/10.1109/TSMCB.2008.923527
http://www.ncbi.nlm.nih.gov/pubmed/19068432
http://dx.doi.org/10.1109/MPRV.2011.38
http://dx.doi.org/10.1016/S0262-8856(02)00008-2
http://dx.doi.org/10.3758/s13428-016-0762-9
http://www.ncbi.nlm.nih.gov/pubmed/27401169
http://dx.doi.org/10.1001/jama.279.14.1083
http://www.ncbi.nlm.nih.gov/pubmed/9546567
http://www.ncbi.nlm.nih.gov/pubmed/10755218
http://creativecommons.org/
http://creativecommons.org/licenses/by/4.0/.

	Introduction 
	Previous Study about Gaze Estimation Method for Driving the Car 
	Measurement System 
	Measurement System Using TalkEyeLite 
	The Head Angle Estimation Method Using Template Matching 

	Improved Measurement Method 
	Expansion of the Gaze Estimated Range 
	The Method of Reducing Processing Time 
	Positional Relation of Markers to Reduce Search Range 
	Dividing the Search Range 
	Extending the Search Range 


	Verification of the Accuracy of the Proposed Method 
	Indoor Experiments: Conditions and the Results 
	Outdoor Experiments (in an Actual Car): Conditions and the Result 

	Proposed Driving Evaluation Method 
	The Performance of Gaze Estimation (During Actual Car Driving) 
	Evaluation of the Gaze Range 

	Conclusions 
	References

