
Vol.:(0123456789)

SN Computer Science (2022) 3:74 
https://doi.org/10.1007/s42979-021-00958-1

SN Computer Science

REVIEW ARTICLE

Sentiment Analysis in Social Media Data for Depression Detection 
Using Artificial Intelligence: A Review

Nirmal Varghese Babu1 · E. Grace Mary Kanaga1

Received: 23 August 2021 / Accepted: 29 October 2021 / Published online: 19 November 2021 
© The Author(s), under exclusive licence to Springer Nature Singapore Pte Ltd 2021

Abstract
Sentiment analysis is an emerging trend nowadays to understand people’s sentiments in multiple situations in their quotidian 
life. Social media data would be utilized for the entire process ie the analysis and classification processes and it consists of 
text data and emoticons, emojis, etc. Many experiments were conducted in the antecedent studies utilizing Binary and Ternary 
Classification whereas Multi-class Classification gives more precise and precise Classification. In Multi-class Classification, 
the data would be divided into multiple sub-classes predicated on the polarities. Machine Learning and Deep Learning Tech-
niques would be utilized for the classification process. Utilizing Social media, sentiment levels can be monitored or analysed. 
This paper shows a review of the sentiment analysis on Social media data for apprehensiveness or dejection detection utilizing 
various artificial intelligence techniques. In the survey, it was optically canvassed that social media data which consists of 
texts,emoticons and emojis were utilized for the sentiment identification utilizing various artificial intelligence techniques. 
Multi Class Classification with Deep Learning Algorithm shows higher precision value during the sentiment analysis.

Keywords  Sentiment analysis · Natural language processing · Social network analysis · Feature extraction · Multiclass 
classification · Emoticons & Emojis · Machine learning · Deep learning · Depression

Introduction

Data Analysis

The process which involves collection, cleaning, transforma-
tion, and modelling of data to capture important information 
for various processes for decision making is called as Data 
analysis. The main use is to collect information from the raw 
data. It consists of steps like Data requirement gathering, 
Data collection, Data cleaning, Data analysis, Data inter-
pretation, and Data visualization. The need for data analysis 
should be found out, initially. Then, the data for the research 

should be collected from different data sources. The very 
next important step is data cleaning. The data should be 
error free, for that all the unwanted details like duplicate 
records, white spaces, and mistakes will be removed from 
the collected data. In the Analysis step, the critical analysis 
will be done on the cleaned and processed data. After ana-
lysing the data, the data/results will be interpreted either in 
the form of simple words or charts or tables, etc. The final 
step is data visualization, where the results will be visual-
ized in the form of charts, graphs, etc., as the final output. 
Figure 1 shows the necessary data analysis steps.

Natural Language Processing

Natural Language Processing is a method that communi-
cates with an intelligent system using a natural example, 
say English. It can be used to perform many tasks on these 
intelligent systems. Lexical Analysis involves identifying 
and analysing the original structure of the words in the sen-
tence. Identifying the grammar and relationships among the 
different words available is called as Syntactic Analysis. 
The exact meaning or the dictionary meaning of the text is 
extracted using the Semantic Analysis. Discourse Integration 
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means identification of the meaning of the given sentence 
corresponding to the meaning of the previous sentence. Re-
interpretation of the words will be done in the Pragmatic 
Analysis.

Sentiment Analysis

The classification of the block of text is whether positive, 
negative, or neutral, is called Sentiment Analysis. The main 
aim will be to analyse people’s interest in a way that it can 
help the businesses expand. It depicts not only on polarity 
(positive, negative neutral) but also on emotions (happy, sad, 
angry, etc.). It uses various Natural Language Processing 
algorithms. It is the contextual mining of words that indi-
cates the social sentiment of a brand. It also helps to deter-
mine the business whether the product in which they are 
manufacturing is going to make a demand in the market or 
not. Figure 2 shows the necessary sentiment analysis steps.

Two techniques that involves in Sentiment analysis are:

–	 Rule-based sentiment analysis It uses rules and a col-
lection of words labelled by polarity to identify the text 
opinion. Sentiment value typically need to be combined 
with extra powers to understand sentences containing 
sarcasm, negations, or dependent clauses.

–	 Machine learning-based sentiment analysis Involves 
training a Machine Learning model to understand the 
polarity based on the word order using a sentiment-
labelled training set.

Social Network Analysis

Social network analysis means the process of identifying 
and realizing the relationships and data flow between peo-
ple, groups, organizations, computers and other connected 
information entities. The network nodes are the groups 
and people, whereas the links show relationships between 
the respective nodes. It performs analysis like visual and 
mathematical analysis of human relationships. Researchers 
measures the activity of network for a node that involves 
the concept of degrees—the total number of connections a 
node has directly.

A centralized network is identified by one or a few nodes 
known as central nodes. Central nodes are damaged or 
removed if the network quickly fragments into unconnected 
sub-networks. It can become a single point of failure. A cen-
tralized system around a well-connected hub can fail if that 
hub is removed or disabled. Hubs are nodes with a high 
degree centrality.

Depression

A medical condition which affects how you feel, think and 
act. Various feelings like sadness and a loss of interest in 
activities you once enjoyed are the symptoms of depres-
sion which may decrease your ability to function at work 
and home. American Psychiatric Association states “It 
affects one in 15 adults (6.7%) in any given year. Depres-
sion affects One-sixth of the people (16.6%) will experience 
in their life”. Women are more likely than men to experience 
Depression, studies said. One of three women will share a 
significant depressive behaviour in their lifetime. There is a 

Fig. 1   Data analysis steps

Fig. 2   Sentiment analysis steps
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high chance of inheriting when first-degree relatives (par-
ents/children/siblings) have Depression.

Section 1. Deals with the Introduction to the paper.
Section 2. Describes the Preliminary Review that done 
on the study.
Section 3. Explains the Outcome of Survey.
Section 4. Depicts the Summary, Conclusion and Future 
Work.
Section 5. Deals with the Compliance with the Ethical 
Standards.

Preliminary Review

Survey was conducted on various papers from different 
research areas which include :

–	 Data analysis.
–	 Social media analysis.
–	 Natural language processing.
–	 Sentiment analysis.
–	 Depression detection.

Various research papers were collected from the above 
mentioned areas whereas the paper other than these areas 
were excluded. Total of 101 papers collected from differ-
ent journals which belongs to the above mentioned areas or 
domains. The journals which includes the selected papers 
are IEEE, Springer, ACM and other Medical Journals. The 
journals of different issuing years were collected for the sur-
vey. A comparative study was conducted among different 
papers to understand or identify the methods and techniques 
followed by different authors. Figure 3 shows the total num-
ber of papers based on the research area.

Study was conducted on various research papers and 
a comparative study conducted between them. Different 

techniques and methods in the journals were compared and 
a review paper was made based on that. Different compari-
sons made on the literature study or survey was: 

1.	 Texts, Emoticon Emoji Analysis.

–	 Multi-class Sentiment Analysis.
–	 Feature Extraction Techniques.
–	 Emoticon and Emoji Analysis.

2.	 Artificial Intelligence Techniques.

–	 Machine Learning Techniques.
–	 Deep Learning Techniques.

3.	 Depression detection
3.	 Data Source

Texts, Emoticon Emoji Analysis

This section includes various texts, emoticons and emoji 
analysis in the sentiment analysis for the sentiment classifi-
cation. This mainly includes the comparison of Binary and 
Ternary Classifications and the reason for the introduction of 
Multi-class Classification. Also, the various Feature Extrac-
tion Techniques has been explained. This particular section 
also deals with Emoticons and Emoji Analysis.

Multi‑class Sentiment Analysis

The data will be classified corresponding to the sentiments 
using various Machine Learning and Deep learning Methods 
or Techniques. The sentiment was classified into two polari-
ties or classes: Positive and Negative, also called Binary 
Classification [7] initially. In Tanna et al. [7], the sentiments 
were classified into Positive and Negative Classes [84]. It 
would provide different sections like universities or business 
to analyse the users’ ideas depending on their circle. All the 
positive values were classified into Positive Class, whereas 
all the negative values or words were classified into Negative 
Class. After the classification, the accuracy will be found 
out based on the model or the algorithm. Later, the Ter-
nary Classification [1–3, 8] came into existence where the 
sentiments will be categorized into 3 Classes like Positive, 
Negative and Neutral. All the data which are neither Positive 
nor Negative will be classified using the Neutral Class. In 
Ternary Classification, we can expect a lower accuracy value 
when compared to Binary Classification.

Instead of classifying the data into Ternary and Binary 
Classification, the collected data can be categorized into 
Multi- class Classification [7, 8, 12, 13, 18, 32, 33, 40, 61, 
65, 70] as a precise or accurate classification can be expected 
here. Mohammed Jabreel et al. [32] state that “A multi-label Fig. 3   Total Number of papers selected based on the research areas
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problem is represented as one or more single-label (i.e., 
binary or multi class) problems. The single-label classifiers 
are basically learned and implemented, then the predictions 
of classifiers are transformed into multi-label predictions”. 
TextBlob will collect the polarity and subjectivity of the 
sentence [7, 8]. Here, the data will be classified into vari-
ous subclasses [76] basedon the sentiment polarity. We can 
conclude that a Multi-class Classification performs well as 
it gives a precise classification as the data is organized into 
different subclasses or polarity based on the dataset. Senti-
WordNet [3, 8] dictionary is used to identify the positivity 
and negativity or the sentiments of the sentence. Ali Shariq 
Imran et al. [40], Sentiment analysis on tweets refers to the 
classification of an input tweet text into sentiment polarities, 
including positive, negative and neutral, whereas emotions’ 
classification refers to classifying tweet text in emotions’ 
label including joy, surprise, sadness, fear, anger and disgust.

Table 1 shows the comparison of different classes in the 
Multi-class Classification. In Nofiz Al Asad et al., depres-
sion was classified as Considered Normal, Mild Depres-
sion, Borderline Depression, Moderate Depression and 
Severe Depression. Subhan Tariq [18] states the classes, 
multi-class as Anxiety, ADHA, Bipolar and Depression. 
Reshma Radheshamjee Baheti [29] states the classes as 
Depression, Stress, Normal, Relax, Happy and Others. In 
Shakeel Ahmed et al., the class described as Non Extrem-
ist, Extremist, Anger, Joy, Fear, Sadness and Analytical. 
In Mohammed Jabreel et al., multi-classes was Anger, 
Anticipation, Disgust, Fear, Joy, Love, Optimism, Pessi-
mism, Surprise and Trust. Mondher Bouzazi [33] states 
the classes as Love, Happiness, Anger, Neutral, Fun, 

Hate and Sadness. Ali Shariq Imran [40] described the 
classes as Joy, Surprise, Sad, Fear, Anger and Disgust. 
Jonathan G. D Harb et al., states the classes as Sadness, 
Anger, Neutral, Surprise, Fear and Disgust. In Alex M. G. 
Almeida et al. [77], the multi-classes were Joy, Disgust, 
Fear, Anger, Surprise, Sadness and Neutral. The multi 
classes stated by Govin Gaikwad et al. [79] were Funny, 
Happy, None, Sad and Angry. In Jaewoo Kim et al. [80], 
the classes are Anger, Disgust, Fear, Joy and Sadness and 
in Jayakrishnan et al. [82], Happy, Sad, Anger, Fear and 
Surprise were the multi- classes defined. Nur Maulidich 
Elfjar et al. [87] defined the classes as Happy, Sad, Cry, 
Exciting and Laugh. In Yongcai Tao et al. [88], the classes 
defined were Happiness, Like, Anger, Sadness, Fear, Dis-
gust and Surprise.

TextBlob TextBlob is a python library for Natural Language 
Processing (NLP). TextBlob actively used Natural Language 
ToolKit (NLTK) to achieve its tasks. TextBlob is a simple 
library which supports complex analysis and operations on 
textual data. TextBlob returns polarity and subjectivity of a 
sentence. Polarity lies between [– 1, 1], – 1 defines a nega-
tive sentiment and 1 defines a positive sentiment. Negation 
words reverse the polarity. TextBlob has semantic labels that 
help with fine-grained analysis. For example—emoticons, 
exclamation mark, emojis, etc. Subjectivity lies between 
[0,1]. TextBlob has one more parameter—intensity. Text-
Blob calculates subjectivity by looking at the ‘intensity’. 
Intensity determines if a word modifies the next word. For 
English, adverbs are used as modifiers (‘very good’).

Table 1   Multi-class classifications

Paper Classes defined

Nofiz Al Asad [12] Considered Normal, Mild Depression, Borderline Depression, Moderate Depres-
sion, Severe Depression

Subhan Tariq [18] Anxiety, ADHD, Depression, Bipolar
Reshma Radheshmajee Baheti [29] Depression, Stress, Normal, Relax, Happy, Others
Shakeel Ahmed [30] Non Extremist, Extremist, Anger, Joy, Fear, Sadness, Analytical
Mohammed Jabreel [32] Anger, Anticipation, Disgust, Fear, Joy, Love, Optimism, Pessimism, Surprise, Trust
Mondher Bouzazi [33] Love, Happiness, Anger, Neutral, Fun, Hate, Sadness
Ali Shariq Imran [40] Joy, Surprise, Sad, Fear, Anger, Disgust
Fang Yo [61] Marvey, Micheal, Maria, Florence, Irma, Nate
Da li [65] Positive, Negative, Optimistic Humorous, Pessimistic Humorous
Jonathan G. D Harb [70] Sadness, Anger, Neutral, Surprise, Fear, Disgust
Alex M. G. Almeida [77] Joy, Disgust, Fear, Anger, Surprise, Sadness, Neutral
Govin Gaikwad [79] Funny, Happy, None, Sad, Angry
Jaewoo Kim [80] Anger, Disgust, Fear, Joy, Sadness
Jayakrishnan [82] Happy, Sad, Anger, Fear, Surprise
Nur Maulidich Elfjar [87] Happy, Sad, Cry, Exciting, Laugh
Yongcai Tao [88] Happiness, Like, Anger, Sadness, Fear, Disgust, Surprise



SN Computer Science (2022) 3:74	 Page 5 of 20  74

SN Computer Science

SentiWordNet Dictionary Opinion lexicon derived from 
the WordNet database where each term is associated with 
numerical scores indicating positive and negative sentiment 
information. SentiWordNet is built in a two-stage approach: 
initially, WordNet term relationships such as synonym, anto-
nym and hyponymy are explored to extend a core of seed 
words used in, and known a priori to carry positive or nega-
tive opinion bias. After a fixed number of iterations, a sub-
set of WordNet terms is obtained with either a positive or 
negative label. To minimize bias, the classifiers are trained 
using different algorithms and different training set sizes. 
The predictions from the classifier committee are then used 
to determine the sentiment orientation of the remainder of 
terms in WordNet.

Feature Extraction Techniques

Feature extraction reduces to the processing groups from the 
initial raw data. Feature extraction is the method of selecting 
and combining data into features reducing the data amount 
that must be accurately processed and the original data set 
described thoroughly. The amount of redundant data for a 
given analysis will also get reduced. The machine’s efforts in 
variable combinations (features)building and data reduction 
facilitate machine learning process by learning and gener-
alization steps.

Various techniques used for Feature Extraction [58] are:

Term Frequency Inverse Document Frequency (TF-IDF): 
TF-IDF [2, 12, 13, 18, 43] calculates how important a word 
is to a document in a group of documents which is done by 
multiplying two metrics. It checks the appearance of words 
in a document and the document frequency in inverse of the 
word across a set of documents.

Term document matrix (TDM): Term-document matrix [4, 
11–13, 18] describes the total number of words that appear 
in the documents collections where columns correspond to 
terms and rows correspond to documents in the collection.

Bag-of-words (BOW): A bag-of-words [4, 11, 19], text rep-
resentation that depicts the presence of words within a docu-
ment. It involves two things: (1) Known words vocabulary. 
(2) Known words total presence.

Negation Handling: The way of determining the negation 
scope and polarities inversion of opinionated words that are 
affected by a negation.

LIWC: Linguistic Inquiry and Word Count [5, 7, 16, 21, 25] 
measures the total number of various categories of words 
used in a text and how can it process texts.

Word2Vec: Word2vec [11, 14, 38, 44, 53, 56, 65] a neural 
network model will be used to learn associations of words 
from a large corpus of text. A model can detect synonymous 
words or suggest additional words for a partial sentence, 
once trained.

N-Gram : Type of probabilistic language model [16, 43, 46] 
for predicting the next item in such a sequence in the form of 
a (n 1) order Markov model. An N-gram means a sequence 
of N words. N-gram model is built by counting how often 
word sequences occur in corpus text and then estimating the 
probabilities.

Word2Seq: A word sequencing [44] approach from the text 
without taking into consideration the weights of each word. 
This technique mapped the word sequence into a matrix with 
the length (input size) and height (number of observations).

Tokenization: Tokenization [8, 11, 12] is a process of a 
representing the tokens to a sequence of characters that are 
represented as group. Tokens will be made from texts which 
counts tokens, which can be used as features.

Stemming: Stemming [3, 8] is the process of identifying the 
words that are similar in meaning.It will help in reducing 
the redundancy to get the base form of the word by remov-
ing the suffix.

GloVe: GloVe [11, 14, 41–43, 53], a unsupervised learning 
algorithm by mapping words into a meaningful space for 
obtaining words vector representations where the semantic 
similarity is related to the distance between words.

POS Vector: It calculates the Part-Of-Speech [8] tags using 
an array and when the noun, verb, adjective and adverb are 
found in the pos tag list, it increases by 1.

Gram features: After converting the sentence in tokens, 
bigrams with the use of porter stemmer for stemming of 
words in gram feature extraction, the mapping of the sen-
tence is calculated [8].

Fasttext: Fasttext [14, 15, 38] model creates an unsupervised 
learning or supervised learning algorithm for which words 
are represented as vectors.Total of 294 languages pertained 
models in Facebook.

Static Word Embedding: A (static) word embedding is a 
function that maps each word type to a single vector. These 
vectors are typically dense and have much lower dimension-
ality than the size of the vocabulary. This mapping function 
typically ignores that the same string of letters may have 
different senses (dining table vs. a table of contents) or parts 
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of speech (to table a motion vs. a table. Table 2 shows the 
different Feature Extraction Techniques.

Emoticons and Emoji Analysis

From Social Media, mainly Text data will be used for senti-
ment analysis. The data collected from the different social 
media will be pre-processed from the corresponding dataset 
where all the unwanted data or details will be removed. Pre-
processed data will be used for the extraction of features. 
Features from the pre-processed data will be extracted using 
feature extraction techniques. In Fazeel Abid et al. [14], 
Emoji’s and emoticons is one the significant source of sen-
timents. A user on social networks expresses their feelings 
often using different kinds of emoji and emoticons. Table 3 
shows examples of emoticons.

Like textual data, emoticons and emojis [3, 9, 11, 14] also 
can be used for the sentiment analysis. They also have some 
sentiment score values, which can be considered or used for 
sentiment analysis. Li-Chen Cheng et al. [11] states Informal 
short messages contains unique words and symbols which 
includes emoticons and slang. Natural language processing 
(NLP) tools cannot be used to pre-process these reviews. 
Emoticons and Emojis are expressed or represented using 
various punctuation symbols/marks. Usually, these symbols 
or marks will be removed during the data preprocessing 
stage. Since they also have some sentimental value, and it 
should not be removed from the preprocessing location. In 
Yong Chen et al. [9], WeChat friends circle contains docu-
ments of emoticons for the perinatal depression analysis as 

WeChat emoticons helps in the Sentiment classification of 
the whole record. Emoticons and Emojis help in the study 
of various sentiments. For example, We can use NLTK 
Tokenizer tokenize the social media data into individual 
words where they spare all the emoticons and emojis without 
removing them. In Nur Maulidiah Elfajr et al. [87], perform 
weighting score in emoticons. Assume that emoticons have 
more affect on all the tweets and can describe an emotion 
than ordinary words. So give more weight that value is dou-
ble on each emoticon identified. Analyse sentiment score 
to each sentence m. Sentiment score is obtained from Sen-
tiWordNet containing positive and negative, after identify-
ing the text into words and emoticons scores. Yongcai Tao 
et al. [88], each emoticon is converted into the distributed 
representation vector of the corresponding emotional type.

Artificial Intelligence Techniques

AI means the theory and development of computer systems 
able to perform tasks normally requiring human intelligence, 
such as visual perception, speech recognition, decision-
making, and translation between languages. This section 
deals with various Machine Learning and Deep Learning 
Techniques.

Machine Learning Techniques

The process of teaching a system on making accurate predic-
tions [24, 27, 29] while feeding data is called as Machine 
Learning. It shows the working of an algorithm [2, 16]

Table 2   Feature extraction techniques

Papers Feature extraction technique

Manoj Sethi [2], Yuwen Lyu [12], Nafiz Al Asad [13], Subhan Tariq [18], Kashif Ayyab [43], Hay Mar Su 
Aung [74],

Alex M. G. Almeida [77], Govin Gaikwad [79], Tianyi Wang [83], Masum Billah [94],
Rinki Chatterjee [95]

Term Frequency Inverse Document
Frequency (TF-IDF)

Ganzalo A. Ruz [4], Li Chen Cheng [11], Guozheng Rao [19], Rıza Velioglu [97],
Md. Mokhlesur Rahmana [100]

Bag of Words (BOW)

Ganzalo A. Ruz [4], Li Chen Cheng [11], Md. Mokhlesur Rahmana [100] Term Document Matrix
Micheal T. Tadasse [16], Kashif Ayyab [43], Maruo Dang [46], Jayakrishnan [82] N Gram
Kashif Ayyab [43] TD-IDF + N Grams
Fazeel Abid [11], Hudan Studiawan [41], Mohd Usama [42], Kashif Ayyab [43],
Wei Lun Lin [53]

GloVe

Micheal T. Tadasse [16], Md. Rafiqul Islam [24],
Xingwei Yang [5], Dilesh Tama [7]

LIWC

Fazeel Abid [11], Mehmet Umut Salur [38], Ali Feizollah [44], Wei Lun Lin [53], Irum Sindhu [56], Da Li 
[65],

Hay Mar Su Aung [74], Shan Huang [90]

word2vec

Badr Ait Hamou [15], Mehmet Umut Salur [38] FastText
Ali Feizollah [44] word2seq
L. Ming Dang [49] stock2vec
Wei Lun Lin [53] Static Word Embedding
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which learns more accurate in its predictions [2]. The basic 
approaches that involves in the machine learning are super-
vised learning, unsupervised learning, semi-supervised 
learning, and reinforcement learning. Table 1 shows a com-
parison of various machine learning algorithms.

Tables 4 and 5 shows the different Machine Learning 
Techniques were compared based on the accuracy values 
obtained during different classification procedures which 
are used in different research papers. In Bohang Chen et al. 
[1], the Support Vector Machine gives the accuracy of 
74.18%. In Akshi Kumara et al. [26], Multinomial Naive 
Bayes scored around 77.89%, Random Forest was 81.04%, 
Ensemble Vote Classifier was 85.09% and Gradient Boost-
ing was 79.12%. Shakeel Ahmad et al. [30] states K-nearest 
neighbour scored 72.0%, Random forest was 82.0%, Naive 
Bayesian was 71.0% and SVM was 79.0%. In Gonzalo A 
Ruz et al. [4], the accuracy value using Naive Bayes was 
74.2%, SVM was 81.2%, Random Forest was 72.5%, TAN 
was 72.1% and BF TAN was 76.4%.

According to Govin Gaikwad et al. [79], the accuracy 
for SVM is 82%, Naive Bayes is 64% and KNN is 73%. 
Jayakrishna et al. [82] states that the accuracy with SVM as 
the classifier is 90%. In Georgios S Solakidis et al. [89], the 
accuracy values with Multinomial Naive Bayes is 92.2%, 
SVM is 93.1%, LOG is 93.2%. Mandar Despande et al. [92] 
states that the accuracy value for Multinomial Naive Bayes is 
83% and SVM is 79%. In Rinki Chatterjee et al. [95], Naive 

Bayes gives the accuracy value of 76.6%. Rincy Jose et al. 
[96] states that the accuracy value using SentiWordNet was 
21.05%, Naive Bayes was 69.92%, HMM was 64.06% and 
Ensemble Approach gives 71.46%. 

1.	 Supervised learning [26]. Algorithms with labelled [18, 
21, 22] data and defines the variables they want the sys-
tem to assess for correlations [8]. The input and output 
of the entire learning algorithm or system is specified.

2.	 Unsupervised learning. It trains on unlabelled data look-
ing for any meaningful connection by scanning through 
data sets. They are trained on and the predictions they 
output are predetermined.

3.	 Semi-supervised learning. The combination of the unsu-
pervised and supervised. Scientists may use an algo-
rithm to identify the data independently and it develops 
the understanding of the dataset.

4.	 Reinforcement learning. Learning a system to perform a 
process of several steps for defining rules. It completes a 
task and results whether positive or negative determin-
ing how to work out the process of task. The algorithm 
decides on its own which steps to take along the way for 
most of the part.

Various Machine Learning Techniques are :
Multinomial Naïve Bayes: Used for classification with 

discrete features [7, 8, 68]as multinomial distribution [3] 

Table 3   Emoticons examples Expression Emoticons Expression Emoticons Expression Emoticons

Smiley =) Happy :), :-) Rose @};-
Grin =D Batting Eyelashes ;;) Pig :@)
Sad =( Love Struck :-x, :x Sick :-&
Crying =’( Smug :>, :-> Applause =D>
Meh =| Big Grin :D, :-D Yawn (:|
Wink :) Confused :-\, :-/ Good Luck %%-
Embarassed =-$ Cool B-) Liar :⌃0
Heart <3 Devil >:) Dancing \:D/
Angry >=0 Big Hug >:D< Nerd -B
Annoyed =/ Shame on

You
[-X Raised

Eyebrows
/:)

Surprised =0 Punch b-( Flag **==
Tounge =P Whistling :-” No

Talking
[-(

Party <:0) Alien >-( Idea *-:)
Kiss =-* Skull 8-x Peace Sign :)>-
Drooling =P∼ Pig :@) Monkey :(|)
Coffee ∼o) Hypnotized @-) Pumpkin (∼ ∼)
Frustrated :-L Bug =:) Cowboy <):)
Praying [-0< Cow 3:-0 Chicken ∼:>
Thinking :-? Don’t tell

anyone
:-$ Rolling Eyes 8-|

Talk to the hand =; Straight Face :-| :| Angel 0:-)
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typically requires integer feature counts. To identify maxi-
mum estimates based on the training data to estimate the 
conditional probability [66], after normalization, Term Fre-
quency can be used. Manoj Sethi et al. states Multinomial 
Naıve Bayes classifier [2, 7]is a modified a version of the 
Naive Bayes algorithm which considers distinct features like 
frequency of words for text classification.

Logistic Regression: The Logistic Regression [26] conducts 
when the dependent variable is binary. It describes the data 
that explains the relationships among one binary variable 

which is dependent and one or more nominal, ordinal, inter-
val, or ratio-level independent variables. Manoj Sethi et al. 
states the sigmoid module [2] to modify its output to provide 
a probability score, which is mapped to different classes.

Random Forest: A random forest [26] fits several decision 
tree classifiers on various sub-samples which improves the 
accuracy and control over-fitting by averaging the dataset. 
Manoj Sethi et al. states that the most suitable solution 
selected in Random Forest [2] is using voting.

Table 4   Comparison of 
machine learning techniques(1)

Paper Classifier Accuracy (%) Dataset

Bohang Chen et al. [1] SVM 74.18 Twitter
Gonzalo A Ruz et al. [4] Naive Bayes 74.2 Twitter

SVM 81.2
Random Forest 72.5
TAN 72.1
BF TAN 76.4

Priyanka Arora et al. [8] Multinomial Naive Bayes 78.0 Twitter
SVM 79.7

Kantinee Katchapakirin et al. [22] SVM 68.57 Facebook
Random Forest 84.6

Akshi Kumara et al. [26] Multinomial Naive Bayes 77.89 Twitter
Random Forest 81.04
Ensemble Vote Classifier 85.09
Gradient Boosting 79.12

Kali Cornn et al. [31] Logistic Regression 84.8 Reddit
SVM 85.0

Shakeel Ahmed et al. [30] KNN 72.0 Twitter
Random Forest 82.0
Naive Bayes 71.0
SVM 79.0

Table 5   Comparison of 
machine learning techniques(2)

Paper Classifier Accuracy (%) Dataset

Govin Gaikwad et al. [79] SVM 82.0 Twitter
Naive Bayes 64.0
KNN 73.0

Jayakrishna et al. [82] SVM 90.0 Various sources
Georgios S. Solakidis et al. [89] Multinomial Naive Bayes 92.2 Twitter

SVM 93.1
LOG 93.2

Mandar Despande et al. [92] Multinomial Naive Bayes 83.0 Twitter
SVM 79.0

Rinki Chatterjee et al. [95] Naive Bayes 76.6 Facebook
Rincy Jose et al. [96] SentiWordNet 21.05 Twitter

Naive Bayes 69.92
HMM 64.06
Ensemble approach 71.46
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Support Vector Machine: Support Vector Machine [12, 22] 
is a algorithm that can be used for both Classification or 
Regression [3, 7, 68]. It shows each data item as a point in 
n-dimensional [2, 8, 12] space with the value of each ele-
ment being the value of a particular coordinate. In Manoj 
Sethi et al. [2]. The hyper-plane will be found out which 
can differentiate between the classes well, to perform 
classification.

Decision Tree: A supervised learning [2] method used for 
classification and Regression as it can creates a model which 
predicts a target variable’s value by learning simple decision 
rules collected from the data features.

Maximum Entropy: The probability distribution [3] of a 
particular random variable can be used to estimate to leave 
the largest remaining uncertainty. A conditional probability 
model that allows us to predict [7, 68] class labels given a 
set of features for a given data point.

XGBoost: XGBoost is an implementation of gradient boosted 
decision trees [2] designed for speed and performance.

Bayesian networks classifiers: Bayesian networks [4, 50], 
a powerful graphical model for encoding the probabilistic 
relationships between a set of variables as it can be used 
for classification. For an event that occurs and predicts the 
one of several possible known causes was the contributing 
factor, they are ideal.

MS3VM: It is multi-class semi-supervised SVM [71] which 
is our implementation of augmenting unlabelled tweets with-
out adaptive features. CoMS3VM is MS3VM algorithm in a 
co-training scheme, by naturally splitting the common fea-
tures into text and non-text views.

Multilayer perceptron: Most popular neural network tech-
nique, which consists of the feed forward network of pro-
cessing the neurons [60], which are grouped into layers and 
is connected with the weighted links.

K Nearest Neighbour: The similarity [5] between the new 
data and available cases and put the new data into the cate-
gory that is most similar to the available types will be calcu-
lated. Regression as well as Classification can be performed, 
but mostly it is used for the Classification [24] problems.

Classification and Regression Trees: It is a predictive model 
[5], which helps to find a variable based on other labeled 
variables. It describes prediction of the target variable val-
ues. It is a decision tree where each fork, a split describes a 
predictor variable and each node at the end has a prediction 
for the target variable.

Clustering: Clustering is the process of splitting the data into 
groups of similar objects and the data is represented by less 
number of clusters [60]. The data is modelled by its clusters 
and it has the perspective roots in mathematics, numerical 
analysis and statistics. In machine learning perceptive, the 
clusters correspond to the hidden patterns and the searching 
is unsupervised learning. There are several types of cluster-
ing algorithms, which includes the following:

–	 Hierarchical methods.
–	 Partitioning methods.
–	 Grid based methods.

BERT BERT stands for Bidirectional Encoder Representa-
tions from Transformers. BERT is designed to pre-train deep 
bidirectional representations from unlabelled text by jointly 
conditioning on both left and right context in all layers. As 
a result, the pre-trained BERT model can be fine-tuned with 
just one additional output layer to create state-of-the-art 
models for a wide range of tasks, such as question answer-
ing and language inference, without substantial task-specific 
architecture modifications.

Deep Learning Techniques

Deep learning is a technique that learns various systems to 
perform various activities naturally by humans: learn by 
example. It performs classification tasks by images, text, 
or sound in deep learning. It achieves the state of accuracy 
sometimes by exceeding the human-level performance. A 
set of labelled data and neural network architectures con-
taining many layers are used in the training process. Most 
deep learning methods use neural network architectures, so 
deep learning models are often referred to as deep neural 
networks. Tables 5 and 6 shows the comparison of different 
Deep Learning Techniques.

Tables 6, 7 and 8 shows the different Deep Learning 
Techniques were compared based on the accuracy values 
obtained during different classification procedures which are 
used in different research papers. In Bohnag Chen et al. [1], 
accuracy using LSTM was 74.18%, CNN was 75.97% and 
CNN-LSTM was 74.70%. Li-Chen Cheng et al. [11] states 
the accuracy of 80.83% using LSTM, 87.17% using BiLSTM 
and 64.92% for GRU. Kantinee In Katchapakirin et al. [22], 
accuracy for LSTM was 85.0%. Shakeel Ahmad et al. [30] 
states the accuracy of 85.07% for 1-layer LSTM, 83.09% for 
1-layer CNN and 92.06% for LSTM + CNN.

In Renata L. Rosa et al. [34], the accuracy using CNN 
BLSTM-RNN using SoftMax was 89% and CNN BLSTM-
RNN using SVM was 87%. Li Yang et al. [35] states that 
accuracy using CNN was 90.9%, CNN + Attention 91.4%, 
BiGRU was 92.6% and 93.1% for BIGRU + Attention. In 
Mehmet Umut Salur et al. [38], acuracy for CNN + FastText 
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Table 6   Comparison of deep 
learning techniques(1)

Paper Classifier Accuracy(%) Dataset

Bohang Chen et al. [1] LSTM 74.18 Twitter
CNN 75.97
CNN—LSTM 74.70

Li Chen Cheng et al. [11] LSTM 80.83 Twitter
BiLSTM 87.17
GRU​ 64.92

Fazeel Abid et al. [14] word2vec—BiLSTM—CNN 82.73 Multi source
word2vec—BiGRU—CNN 81.17
GloVe—BiLSTM—CNN 84.09
GloVe—BiGRU—CNN 84.9
FastText—SW—BiLSTM—CNN 83.75
FastText—SW—BiGRU—CNN 83.97
Random—SW—BiLSTM—CNN 80.11
Random—SW—BiGRU—CNN 79.57
DECR—BiLSTM—CNN 87.92
DECR—BiGRU—CNN 86.79

Kantinee Katchapakirin et al. [22] LSTM 85.0 Facebook
Kali Cornn et al. [31] char—CNN (no emb) 92.5 Reddit

char—CNN (w/o embed) 77.7
Shakeel Ahmed et al. [30] 1—layer LSTM 85.07 Twitter

1—layer CNN 83.09
LSTM + CNN 92.06

Table 7   Comparison of deep 
learning techniques(2)

Paper Classifier Accuracy(%) Dataset

Reneta L. Rosa et al. [34] CNN—BiLSTM—RNN 89.0 KBRS
CNN—LSTM—RNN 87.0

Li Yang et al. [35] CNN 90.9 Book Reviews
CNN + Attention 91.4
BiGRU​ 92.6
BiGRU + Attention 93.1

Mehmet Umut Salur et al. [38] CNN + FastText 68.48 Twitter
CNN + Character
Embedding

69.25

CNN + Word
Embedding

67.14

CNN + FastText
Embedding

65.35

CNN + BiLSTM+
FastText Embedding +
Word Embedding

82.14

Ali Shariq Imran et al. [40] DNN 64.5 Twitter, Kaggle
LSTM + FastText 66.0
LSTM + GloVe 67.7
LSTM +GloVe Twitter 69.9
LSTM + w/o pretrained
embed

66.0

Yue Han et al. [52] LSTM 71.15 SentiDrugs
BiGRU​ 71.35
TD -LSTM 72.83
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Embedding was 68.48%, CNN + Characte Embedding was 
69.25%, CNN + Word Embedding was 67.14%, LSTM + 
FastText Embedding was 65.35% and CNN + BILSTM 
FastText Embedding + Word Embedding was 82.14%. 
In Ali Shariq Imran et al. [40], the accuracy using DNN 
was 64.5%, LSTM + FastText was 66.0%, LSTM + GloVe 
67.7%, LSTM + GloVe Twitter was 69.9% and LSTM + w/o 
Pretrained Embed was 66%. Yue Han et al. [52] states that 
accuracy during LSTM was 71.15%, BiGRU was 71.35% 
and TD-LSTM was 72.83%.

According to Anisha Mukherjee et al. [75], the accuracy 
values using Simple RNN was 55.92%, GRU was 65.51%, 
LSTM was 63.47% and BiLSTM was 66.44%. Tianyi Wang 
et al. [83] states that CNN scored accuracy of 71.19% and 
LSTM was 57.73%. In Kan Liu et al. [85], the accuracy 
value using CNN was 86.28%, LSTM was 85.74% and BiL-
STM was 86.56%. Shan Huang et al. [90] states that the 
accuracy using SG + GRU was 87.15%, SG + LSTM was 
87.34%, SG + BiGRU was 87.18%, SG + BiLSTM was 
86.64% and SG + Emoji was 88.35%. In Li Yang et al. [98], 
the accuracy value of 83.5% scored for SLCABG. Shivam 
Behl et al. [101] states that the accuracy of 82% for CNN 
– W and 87% for CNN – WP. Various Deep Learning Tech-
niques are:

LSTM: Long Short Term Memory networks [1, 5, 9, 10] is a 
special kind of RNN for learning long-term dependencies. 
To avoid the long-term dependency problem, all recurrent 
neural networks have the form of a chain of repeating mod-
ules of a neural network . The repeating module will have a 
straightforward structure like a single tanh layer. In Bohnag 
Cheng et al. (2018), the proposed method is compared with 

CNN, LSTM. CNN-LSTM [30], SVM. The repeating mod-
ule has a different structure in LSTM. There are fourneu-
ral network layer instead of having a single neural network 
layer. Badr Ait Hammou et al.(2020) states the proposed 
solution increases the accuracy of well-known deep learning 
models ie LSTM, BiLSTM and GRU.

CNN: Convolutional neural network [14, 15, 19, 31, 45] is 
the deep learning method that have become using in vari-
ous dee learning or image processing tasks and is attracting 
interest across a variety of areas and it consists of multiple 
building blocks, such as convolution layers, pooling lay-
ers, and fully connected layers. Backpropagation algorithm 
helps in automatically designed and adaptively learn spatial 
hierarchies of features. Fazeel Abid et al. [14] states that a 
single RNN layer will generate a “DECR” for getting the 
important information examined as input as CNN [78] gives 
results compared with the random initialization for senti-
ment classification.

GRU​: Gated Recurrent Unit Network(GRU) [11, 14, 15] was 
developed to solve the Vanishing-Exploding gradients prob-
lem often encountered during the operation of a basic Recur-
rent Neural Network [32]. It consists of 3 gates and does 
not maintain an Internal Cell State whereas the information 
stored in the Internal Cell State in an LSTM recurrent unit is 
saved into the Gated Recurrent Unit’s hidden state.

BiLSTM: A bidirectional LSTM (BiLSTM) [14, 15] layer 
learns long-term bidirectional time sequence data as they 
are useful when you want the network to know from the 
complete time series at each time step. In Badr Ait Hammou 

Table 8   Comparison of deep 
learning techniques(3)

Paper Classifier Accuracy(%) Dataset

Anisha Mukherjee et al. [75] Simple RNN 55.92 Twitter
GRU​ 66.51
LSTM 63.47
BiLSTM 66.44

Tianyi Wang et al. [83] CNN 71.19 Weibo
LSTM 57.73

Kan Liu et al. [85] CNN 86.28 Patient Description
LSTM 85.74
BiLSTM 86.56

Shan Huang et al. [90] SG + GRU​ 87.15 Microblogs
SG + LSTM 87.34
SG + BiGRU​ 87.18
SG + BiLSTM 86.64
SG + Emoji 88.35

Li Yang et al. [98] SLCABG 83.5 Book Reviews
CNN – W 82.0
CNN – WP 87.0
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et al. [15], BiLSTM layer and fastText are both represented 
in the proposed architecture. .

BiGRU​: A Bidirectional GRU [14] with only the input and 
forgets gates is a sequence processing model that consists of 
two GRUs. One was taking the input in a forward direction, 
and the other in backward order.

CNN-LSTM: CNN can extract local information but may fail 
to capture long-distance dependency. LSTM can address this 
limitation by sequentially modelling texts across sentences. 
The CNN-LSTM [43] architecture involves using CNN lay-
ers for feature extraction on input data combined with LSTM 
to support sequence prediction.

Deep Belief Network: A generative graphical model [40, 
45] of deep neural network, composed of multiple layers 
of latent variables [51] with connections between the lay-
ers but not between units within each layer. They are used 
to recognize, cluster and generate images, video sequences 
and motion-capture data. A continuous deep-belief network 
is simply an extension of a deep-belief network that accepts 
a continuum of decimals, rather than binary data.

Data Source

A data source is where data used to run a report or gain 
information is originating from. Here, for Sentiment Analy-
sis, the data source or data collected from various social 
media, say Twitter [2, 4, 6, 8, 31–71], Facebook [5, 22], 
Wechat [9], Weibo [13, 37, 69], Amazon, Reddit [18, 54], 

Feedbacks [56] etc. The posts by various users on the vari-
ous social media will be collected for the sentiment analysis. 
According to IGI Global “An social network is an online 
social connection which consists of people and individuals 
that can be called “nodes,” and the links are the types of 
relationships established between above mentioned nodes”. 
Today,the type of communication can modify the behaviour 
of nodes, the communication habits of OSN [28] users, as 
social networks use web-based services [86]. In Yong Chen 
et al. (2018), the perinatal depression screening discussed is 
based on many social data from the WeChat circle of friends. 
Table 9 shows different Data Sources.

Depressed People have the proclivity of posting their 
views and opinions about their personal life and gregarious 
issues in social media like Twitter, Facebook, YouTube , 
Reddit, Yelp etc. Their feelings and emotions can be fac-
ilely identified utilizing these posts, comments, tweets etc. 
Social media [99] will act as the data source for identifying 
the emotions of the people. Not only the textual data, but 
withal emoticons and emojis can withal be utilized for the 
sentiments identification as they too have sentiment score 
and they will avail in sentiment analysis for dejection detec-
tion. Table 10 shows the depression dataset predicated on 
the respective paper.

For example, in Twitter, the tweets [26] are posted by 
various users on Twitter. The data will be extracted for 
collected using “hashtags” say, #twitter hashtag will be 
used to extract data based on the term Twitter. In Manoj 
Sethi et al. [2], Twitter is the data source used mainly to 
gather tweets specific to the corona virus. 3 datasets were 
used totally, Ttweets with hashtag #coronavirus -Dataset 1, 

Table 9   Data sources Papers Data Source

Manoj Sethi [1], Gonzalo A. Ruz [4], Xiaohui Tao [6], Priyanka Arora [8],Abdul Hasib 
Uddin [10], Nafiz Al Asad [12], Fazeel Abid [14], Badr Ait Hammou [15], Jwan Syaruf 
[20], Guangyao Shen [25],Akshi Kumar [26],Shakeel Ahmed [30], Mohammed Jabreel 
[32], Fuhai Chen [37], Mehmet Umut Salur [38], Kashif Ayyab [43], Ali Feizollah [44], 
Wei Lun Lim [53],

Le Hoang Son [55], Rywan Khan [58],Priti Sharma [60], Fang Yao [61],Yingwei Yan 
[62],Samah Maneoue [64], Veny Amilia Fitri [66],Marouane Biyali [68], Jonathan G. D. 
Haib [70],

Shenghio Liu [71], Mondher Bouazizi [75], Govin Gaikwad [79],Marija Stanojevic [81], 
Rinki Chatterjee [95],Rincy Jose [96],

Md. MokhlesurRahman [100], Shivam Behl [101]

Twitter

Xingwei Yang [5], Lichen Chang [11],Kanthinee Katchapakiren [22],
Md. Rafiqul Islma [24], Renata L. Rosa [34],Hay Mar Su Aung [74],
Masum Billah [94], Rinki Chatterjee [95]

Facebook

Micheal M. Tadasse [16], Subhan Tariq [17], Hameed Jelodhar [54] Reddit
Yuwen Lyu [13], Lixia Yu [69], Tianyi Wang [83] Weibo
Li Chen Chang Youtube
Badr Ait Hammou [15], Marija Stanojevic [81] Yelp
Fazeel Abid [14] IMDB
Anirban Mukherjee [73], Marija Stanojevic [81] Amazon
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#COVID19- Dataset 2, Dataset 3 manually created which is 
the combination of other datasets. The data collected from 
various data sources will be pre-processed, features are 
extracted, then various machine learning [24, 29] or deep 
learning [17, 30–32] algorithms will be used for the analysis 
and classification process. Kantinee Katchapakirin et al. [22] 
states a statistical study concluded that the most popular 
social network in Thailand is Facebook and it is used as a 
tool to share feelings, opinions, as well as life events.

Jonathas G. D. Harb et al. [70] compared pre and post-
event tweets to investigate the emotional impact of an event. 
To identify the tweets referring to the mass shootings, Twit-
ter trending topics were manually inspected and raw data 
gathered from the web, as well as samples extracted using 
the official Twitter API on the respective event dates. Recur-
rent hashtags for each one of the events and used them as 
query search terms were found out. In Samah Mansour [64], 
tweet is a collection of words that reflects the user’s opinion 
about a certain topic. R as a language and environment for 
statistical computing and graphics was used to collect and 
analyze the tweets. Through R, Twitter’s API is used to get 
the tweets. The Method searchTwitter was used to collect 
the tweets using the keyword ISIS.

Hamed Jelodar et al. [54] used Reddit, an American social 
media for discussing about various topics that includes web 
content ratings. Users are able to post questions and com-
ments, and to respond to each other regarding different 

subjects, such as COVID-19. It is an ideal source for col-
lecting health-related information about COVID-19-related 
issues. Irum Sindhu et al. (2019) tested on a manually tagged 
data set as positive or negative constructed from the last five 
years students’ comments from Sukkur IBA University as 
well as on a standard SemEval-2014 data set. The presence 
of negative comments within feedback is indicated through 
manual highlighting process done by domain experts.

Md. Mokhlesur Rahmana et al. [100] states that the study 
used Twitter data collected between April 30, 2020, and May 
08, 2020 to understand the sentiment of the people towards 
the reopening of the US economy. This method is gener-
ally applicable for collecting data from any social media 
platforms (e.g., Facebook, LinkedIn, Instagram, and news 
agency) regarding any real-world social events (e.g., man-
made and natural dis-asters, political affairs, religious and 
racial conflicts). In Li Yang et al. (2019), the dataset used 
was the data of book reviews collected from Dangdang using 
web crawler technology. The book reviews in this original 
data are divided into five levels, one to five stars, divide 
the five levels into two categories, 1–2 stars are defined as 
negative reviews, 3–5 stars are defined as positive reviews. 
In Masum Billah et al. [94], a self-developed dataset was 
created from the collected data in Facebook. The developed 
dataset contains only Bangla status. Some small English 
words were kept which may contain more information. Fidel 
Cacheda et al. [91] states that the data will be collected from 
Reddit and the resulting dataset consists of a collection of 
tuples of the form (id, writing), such that id is a unique iden-
tifier for each social network user and writing represents a 
writing instance in the social network. Kan Liu et al. [85] 
states that Patient description text on medical social media 
is taken as an example and the patient’s required medical 
treatment is treated as a classification problem.

Tianyi Wang et al. [83] states that 2.4 million Weibo posts 
from 1 January 2020 to 19 February 2020 are crawled by 
CCIR 2020 organizer. The crawler mainly uses SciPy and 
Beautiful Soup techniques, and deletion of duplicates and 
reposts are processed to construct the Weibo posts dataset. 
The dataset includes posts by around 640 thousand users 
with user location information excluded. In Hay Mar Su 
Aung et al. [74], the dataset means the public comments 
of Facebook page related to Celebrity” Page in Myanmar 
to create own dataset. Social media data (Facebook com-
ments) is collected through data crawling using Facepager 
tool. Lixia Yu et al. [69], downloaded social media posts 
via Sina Weibo API. These posts were generated between 
January of 2014 and July of 2017. Then, we altered the data 
and retained the posts that contained the keyword ”. Moham-
mad Ehsan Basiri et al. [59] states that long review and short 
reviews on various Twitter datasets like Kindle, Movies, U.S 
Airline, Sentiment 140, Airline Twitter were used. In Irum 
Sindhu et al. [56], used last 5 years students feedback of 

Table 10   Depression data sources

Paper Depression dataset

Xingwei Hang et al. [5] Facebook
Xiaohui Tao et al. [6] Twitter
Nafiz Al Asad et al. [12] Twitter, Sentiment Dictionary
Micheal M. Tadasse et al. [16] Reddit
Marcel Trotzek et al. [17] CLEF 2017
Subhan Tariq et al. [18] Clinical Sub Reddits
Guozheng Rao et al. [19] Reddit Self Reported Depression

Diagnosis Dataset
Iwan Syarif et al. [20] Twitter
Kantinee Katchapakirin et al. [22] Facebook
Amir Hossein Yazadavar et al. 

[23]
Twitter

Md. Rafiqual Islam et al. [24] Facebook
Guangyao Shen et al. [25] Twitter
Akshi Kumar et al. [26] Twitter
Punam B. Nalinde et al. [27] Online Social Network
Shakeel Ahmed et al. [30] Twitter
Kali Cornn et al. [31] Reddit
Fidel Cacheda et al. [91] Reddit
Masum Billah et al. [94] Facebook
Rinki Chatterjee et al. [95] Twitter, Facebook
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Sukkur IBA University. Usually, the university is process-
ing feedback manually by tagging each students comments 
in positive or negative category. The presence of negative 
comments within feedback is indicated through manual 
highlighting process done by domain experts. Mehmet Umut 
Salur et al. [59] states that used a dataset collected from 
shared user tweets about a GSM operator in Turkey. The 
dataset contains 17,289 Turkish tweets between 2011 and 
2017. The tweets have three sentiment classes: positive, neg-
ative, and neutral. Yong Chen et al. (2018), data of WeChat 
circle of friends has its particularity, such as a large number 
of e-commerce data, emoticons, etc. There are more than 
30 emojis. YuWen Lyua et al. [13] states that data consisted 
of Weibo comments, which were collected from Weibo API 
and a web crawler. The API interface is provided in Weibo’s 
open platform. The platform’s application was used to access 
the Weibo API and collect the required data.

Fazeel Abid et al. [14] states that proposed techniques on 
multi-source corpora with various domains and size respec-
tively, we test the system on multi-source datasets; small, 
medium, and large for its applicability, efficiency, and reli-
ability. The dataset; sentiment strength twitter (SST) dataset 
includes the summative number of tweets is 4242 classifying 
into positive and negative which are 1252 and 1037. The 
second dataset, which is used and prolonged extensively as 
a benchmark dataset after the initialization by is IMDB . The 
dataset contains 25,000 tweets with the polarity of 12,500 
positives, and 12,500 negatives. The third dataset is among 
the famous and has been realistic in abundant fields contains 
1.6 Million tweets taken from known as Stanford twitter 
Sentiment Corpus (STS). In Subhan Tariq et al. (2019), used 
python (API) for Reddit, PRAW to download the top 1000 
posts from each of the following sub-reddits such as Depres-
sion, Anxiety, ADHD and Bipolar. Guozheng Rao et al. [19] 
states that large-scale novel Reddit Self-reported Depression 
Diagnosis (RSDD) dataset contains over 9000 diagnosed 
users with depression, which is matched with approximately 
107,000 control users who have a healthy mental state.

Depression Detection

Depression is one of the mental health problems faced by the 
people globally. Studies shows that less than half of those 
who have this emotional problem gained access to mental 
health services. This could be due to lack of awareness about 
the disease. Depression often begins in adulthood. Depres-
sion is recognized as occurs in children and adolescents, 
although it sometimes presents with more prominent irri-
tability than low mood. Many chronic mood and anxiety 
disorders in adults begin as high levels of anxiety in chil-
dren. Depression in mid life or older adults can co-occur 
with other serious medical illnesses such as diabetes, cancer, 
heart disease, and Parkinson’s disease. These conditions are 

often worse when depression is present. Medications taken 
for these physical illnesses may cause side effects that con-
tribute to depression. A doctor experienced in treating these 
complicated illnesses can help work out the best treatment 
strategy. Risk factors includes:

–	 Personal or family history of depression.
–	 Major life changes, trauma, or stress.
–	 Certain physical illnesses and medications.

Depression is diagnosed usually made by healthcare workers 
with the help of various questionnaires and self-reporting. 
These methods not only depends on the current mood of 
the patient but also the experience of the people who are 
reluctant to seek help. People express their feelings and 
thoughts with friends and family through various social 
media. According to American Psychiatric Association “ 
Depression affects an estimated one in 15 adults (6.7%) in 
any given year. And one in six people (16.6%) will experi-
ence depression at some time in their life. Depression can 
occur at any time, but on average, first appears during the 
late teens to mid-20s. Women are more likely than men to 
experience depression. Some studies show that one-third 
of women will experience a major depressive episode in 
their lifetime”. Figure 4 shows the bar chart which illustrates 
the percentage of depression among people in different age 
groups. Figure 5 shows the spike of anxiety and depression 
during the pandemic, according to CDC, NCHS, U.S Census 
Bureau.

In India, 30% of the 103 million people above the age 
of 60 exhibit symptoms of dejection, according to a recent 

Fig. 4   Social media and depression. Source** : Clearvue Health
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regime survey. It estimated that 8.3% of the country’s elderly 
population have probable major dejection. This designates, 
one in every 12 elderly person in the country have had mel-
ancholy. The prevalence figure is 10 times higher than the 
self-reported diagnosed dejection of 0.8% in the elderly pop-
ulation, pointing at the encumbrance of undiagnosed cases, 
the report verbally expressed. Among the people who are of 
45–59 years of age, 26% show depressive symptoms.

More elderly women (9%) have prevalence of probable 
major dejection than men (7%). Additionally, the figure is 
higher among rural denizens (9%) than their urban coun-
terparts (6%). The report withal verbalizes that 10% of the 
elderly population who live alone suffer from despondence. 
The study shows 3% of all the elderly have some form of 
noetic impairment. Fewer people above the age of 60 who 
have 10 or more years of schooling (5%) have despondence 
than those with less than primary edification (9%).

Over a tenth of the elderly population have probable 
major dejection in Madhya Pradesh (17%), Uttar Pradesh 
(14%), Delhi (11%), Bihar (10%), and Goa (10%). Among 
the older adults above the age of 45 years, over 60% were 
hospitalised at a private facility in the 12 months prior to 
the survey. The mean out-of-pocket expenditure in private 
health facility among the elderly is Rs. 31,933 compared to 
Rs. 71,232 among those aged 45–59.

In Jamil Hussain et al., identifies that people with smaller 
friend circle and those who post more likely to have depres-
sion. People with depression fell in loneliness as they do not 
increase the size of their friends’ networks . When compared 
to others, Depressed people have a smaller friend network 
[21] as its shown in the previous researches. Akshi Kumara 
et al. [26], a supervised learning-based prediction model, 
analysed using various extracted features to detect anxious 
depression disorder.

Guezheg Rao et al. (2020) identifies the users who are 
depressed and methods for public mental health studies 
in large-scale about depression and it performs an analy-
sis in depth of the close connection between social media 
and mental health. Subhan Tariq et al. [18] classified the 
patients based on their chronic mental illness diseases based 
on the data collected from Reddit, a well-known network 
community platform. Co-training (type of semi-supervised 
learning approach) techniques incorporates the discrimina-
tive power of widely used classifiers, namely Random For-
est (RF), Support Vector Machine (SVM), and Naıve Bayes 
(NB). Micheal M. Tadesse et al. [16], the Multilayer Per-
ceptron (MLP) classifier results around 91% accuracy for 
depression detection to demonstrate the strength and effec-
tiveness. In Nafiz Al Asad et al. (2019), users express their 
daily thoughts and activities through Micro-blogging social 
networking sites such as Twitter and Facebook. It takes the 
user name and it analyses the users social media posts to 
determine the levels of vulnerability to depression.

Rinki Chatterjee et al. [95] states that the comments 
from Facebook and tweets from twitter are used to detect 
any factors that may show the signs of depression of rel-
evant social media users. In Masum Billah et al. [94], using 
crawler, Facebook statuses of individuals were collected. 
User tokens were collected using Facebook Graph APQ 
and then run the crawler for collecting Facebook statuses of 
individuals. Jana M. Havigerova et al. (2019) states that the 
leading motivation for the research was to find ways to use 
automatic analysis of texts to create predictive models that 
will reliably detect individuals at risk of a mental disorder 
so that they can be provided with help as early as possible. 
Fidel Cacheda et al. [91] states that the depression prediction 
problem [93] presented in the study can be formalized as a 
binary classification problem using the presence or absence 
of depression diagnosis as a label. To address machine learn-
ing problem, features-based approach for the collection of 
features that are expected to capture correlations between 
different aspects of the individual’s writings and depres-
sion. In Guangyao Shen et al. [25], proposed a multi-modal 
depressive dictionary learning method to detect depressed 
users in Twitter. Then analysed the contribution of the fea-
ture modalities and detected depressed users on a large-scale 
depression-candidate dataset to reveal online behaviours dis-
crepancy between depressed users and non-depressed users 
on social media.

Monica Cepoiu et  al. [72] performed a meta regres-
sion analysis which depicts the method of documentation 
of regression, the age of the sample, and the date of study 
publication have significant effect on the summary sensi-
tivity and the odds of recognition, in the univariate model. 
The method of documentation had a significant effect on 
summary sensitivity, when the age of the sample and the 
date of publication were added to the model. The accuracy 

Fig. 5   Pandemic spike in causes depression & anxiety. Source** : 
CDC, NCHS, U.S Census Bureau
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of depression recognition by non-psychiatrist physicians is 
low. Renata L. Rosa et al. [34] introduced a Knowledge-
Based Recommendation System (KBRS), which includes 
an emotional health monitoring system to detect users with 
potential psychological disturbances, depression and stress. 
Based on the results, the KBRS based on ontologies and 
sentiment analysis is activated to send happy, calm, relaxing, 
or motivational messages to users with psychological distur-
bances. It also includes a mechanism to send warning mes-
sages to authorized persons, in case a depression disturbance 
is detected by the monitoring system. In Monica Cepoiu 
et al. [72], the proposed method may be useful for stud-
ies that tests the efficacy of various educational programs 
designed to improve physicians accuracy in diagnosing 
depression. Shakeel Ahmad et al. [30] states that Opinions 
expressed on sites give an important clue about the activities 
and behaviour of online users. Detection of such extremist 
content is important to analyse user sentiment towards some 
extremist group and to discourage such associated unlawful 
acts. Reshma Radheshamjee Baheti et al. [29] states that 
the implemented system would be helpful to detect stress 
using their daily conversations on social media data, without 
knowing to the user and categories the user as stressed or 
relaxed. Mohd Tajuddin et al. [28], states that the probabil-
istic models such as GSHL and tree alignment algorithms, 
stress can be detected and accordingly the prevention strate-
gies can be formulated. In Punam B. Nalinde et al. [27], the 
proposed method help in utilizing Facebook post content just 
as user’s social collaborations and utilizing genuine online 
networking information as the premise, considering the rela-
tionship between user’s psychological disorder states.

Outcome of Survey

The data for the entire process or classification was amassed 
from social media verbally express, Twitter, Facebook, 
etc. The required data was extracted or managed utilizing 
hash tags. The data with the corresponding hash tag was 
abstracted. The amassed data was taken for the pre-process-
ing stage, where all the unwanted data, which may increase 
the processing time of the entire process, was abstracted 
from the available data. It may include the abstraction of 
redundant data, unwanted symbols, white spaces, numbers, 
etc. The pre-processed data was utilized for extracting the 
features so that it was utilized for the calculation of the 
polarity . The classification would be done with machine 
learning or deep learning algorithms. The data posted by 
multiple users on gregarious media can be utilized for mul-
tiple purposes. Mostly, it can be utilized in health care appli-
cations. For example, they can be acclimated to detect the 
dejection or solicitousness levels of the users by the data 
they are posting on gregarious media.

Rather than doing the Binary (Positive and Negative) and 
Ternary Classification (Positive, Negative and Neutral), a 
Multi-class Classification was performed here. In Multi class 
Classification, the data or sentiments would be classified into 
many subclasses predicated on their polarities. Compara-
tively, a precise or precise classification can be expected as 
the sentiments get relegated into muclasses. Homogeneous 
like Text data classification, social media data additionally 
have emoticons or emojis, which have some sentimental 
value. So they can be utilized in the sentiment analysis as 
they have sentiment polarity. A precise or precise classifica-
tion can be expected by coalescing multi class type with the 
data source as convivial media with different neural network 
algorithms. They mostly work on the prediction level.

From the survey it was visually examined that combina-
tion of different deep learning algorithms yields more preci-
sion when compared to the single algorithms. Especially the 
performance of depression datasets with the deep learning 
algorithms was withal high when compared to other datasets 
and algorithms. The combination of CNN – LSTM algo-
rithms on the depression datasets gave more precision. Addi-
tionally, CNN + Attention, BiGRU and BiGRU + Attention 
additionally yielded good precision when compared to other 
algorithms.

From the survey it was examined that Social Media Data 
was utilized for the sentiment analysis under many condi-
tions utilizing hash tags. After the preprocessing and feature 
extraction step, various classification algorithms was accli-
mated to classify the sentiments predicated on the polarity 
or the sentiment score. As Artificial Intelligence techniques, 
various Machine Learning or Deep Learning Techniques 
would be utilized in the classification or analysis part. It 
was observed that Multi Class Classification utilizing Deep 
Learning Algorithms showed precise and precise classifica-
tion with texts, emoticons and emojis when compared to 
other combinations of classification algorithms.

Summary and Conclusions

Sentiment analysis/Opinion Mining understands the 
feelings, replications as well as judgements amassed or 
extracted from texts or other data utilized in data analy-
sis or mining, web mining, and convivial media analyt-
ics because sentiments are to judge human comportment. 
They can be categorized into positive, negative, or neu-
tral. It discovers opinions,then convey the posture and cat-
egorize them division-sapient. The data amassed in the 
process, apperceiving their sentiments, culling features, 
relegating sentiments and conclusively calculating the sen-
timent polarity. It is very utilizable for business product 
reviews, stock markets up’s and down’s, mentality of peo-
ple reading news, and views on political debates. There are 
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different ways to relegate sentiments. In Machine Learning 
approach, it can be divided into supervised and unsuper-
vised learning. Engendering a model from learned data 
and presaging the target class for the particular data is 
called as Supervised Learning whereas the technique of 
learning from unlabelled to identify the provided input 
data is called as unsupervised learning. Deep understand-
ing is a paramount area in Machine Learning, to assimi-
late cognizance about multiple feature depiction levels by 
methods and actions.

In Multi class Classification, the data was classified into 
many subclasses predicated on the sentiment polarity where 
we can expect a precise or precise classification. Social 
media data additionally consists of emoticons and emojis, 
where they withal have sentiment score values as they addi-
tionally can be utilized for the sentiment analysis process or 
classification. The foremost paramount step is to ascertain 
that not to lose the emoticons during the pre-processing data 
stage since it contains the sentiment value. It can withal 
be utilized for sentiment analysis. To extract the features 
from the pre-processed data, feature extraction techniques 
are utilized. Utilizing classification procedure, the data was 
polarized into sentiment classes predicated on the sentiment 
values which was done by sundry machine learning and deep 
learning algorithms.

As of future work, various other data can withal be uti-
lized for the depression detection. For example, biometrics 
data, Facial expressions of the user , Speech signals of the 
user and EEG signals. With the social media data, these data 
additionally was auxiliary for the analysis of the detection. 
The cumulation of different algorithms can additionally be 
habituated to check the precision value under different con-
ditions and with different data.
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