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A B S T R A C T

This survey paper reviews Natural Language Processing Models and their use in COVID-19 research in two
main areas. Firstly, a range of transformer-based biomedical pretrained language models are evaluated using
the BLURB benchmark. Secondly, models used in sentiment analysis surrounding COVID-19 vaccination are
evaluated. We filtered literature curated from various repositories such as PubMed and Scopus and reviewed
27 papers. When evaluated using the BLURB benchmark, the novel T-BPLM BioLinkBERT gives groundbreaking
results by incorporating document link knowledge and hyperlinking into its pretraining. Sentiment analysis of
COVID-19 vaccination through various Twitter API tools has shown the public’s sentiment towards vaccination
to be mostly positive. Finally, we outline some limitations and potential solutions to drive the research
community to improve the models used for NLP tasks.
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1. Introduction

Since the outbreak of the Alpha variant of the novel SARS-CoV-2
(COVID-19) virus in December 2019, many different variants of the
virus have emerged, such as Delta and Omicron. To cope with the
rapidly mutating viruses and their severe impacts, clinical medical
research must be accelerated. In the case of the SARS-CoV-2 variant
B.1.617.1, classified by the World Health Organization as the Delta
variant, which emerged in India in October 2020, more than 15 million
cases have been diagnosed in the UK alone. The speed at which the
virus is developing has undoubtedly made it more difficult and stressful
for researchers to study. Not only do clinicians need to spend time
collating information on previous variants, but they also must deal with
the clinical manifestations of new variants in patients who have other
underlying health conditions themselves [1].

In the age of Big Data, machine learning (ML) is changing the
way we approach these challenges. The increasing amount of elec-
tronic health records (EHRs) available in tandem with modern data
analysis methods has seen the popularity of machine learning in this
regard substantially increase in recent times. EHRs often consist of
both qualitative and quantitative information, allowing for a mixed-
methods approach. In the past, EHR data was more commonly seen as
a byproduct of the healthcare delivery process, and only recently has
its full potential been realised as a tool for data analysis. When guided
by questions posed by healthcare professionals, the use of machine
learning techniques to analyse EHR data has proven to be a successful
tool for supporting clinical decisions [2]. This approach is currently also
being used to fight the global COVID-19 pandemic.

The advancement of ML techniques, most commonly in deep learn-
ing for qualitative data and natural language processing for quantitative
data, has put them at the forefront of COVID-19 EHR data anal-
ysis. Approaches such as this have become commonplace in many
other branches of healthcare, including radiology and pathology [3],
cancer prognosis and diagnosis prediction [4], mental illness diagno-
sis [5], diabetes diagnosis and management [6], and more recently,
COVID-19 data analysis [7]. Since the outbreak of the pandemic,
COVID-19 analysis in particular has been at the forefront of medical
research. This paper reviews recent research in this area, focusing more
narrowly on transformer-based machine learning models and their
performance when used for solving both natural language processing

and classification problems relating to the COVID-19 pandemic.
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1.1. Natural language processing

Natural language processing (NLP) is a branch of ML concerned
with the processing and analysis of language and semantics. Using
computational linguistics, ML, and statistical analysis, NLP algorithms
provide the ability to process and understand text in a more human-
like manner than other models are typically capable of. NLP techniques
have previously been successfully employed for use in applications
such as voice recognition software for IoT environments [8], chatbots
for healthcare assistance [9], colonoscopy procedures [10], and the
processing of EHRs in cancer patients [11].

Data used by NLP models is pre-processed using techniques such
as lemmatisation and stemming – reducing words to a single root
for uniformity, keyword extraction – extracting important phrases and
keywords, named entity recognition – classification of named entities
into predefined categories, and tokenisation – breaking down text into
smaller chunks. NLP algorithms perform language processing tasks such
as natural language inference, entity extraction, relation extraction, text
classification, question answering and text summarisation [12]. Such
tasks are explained further in Section 3, and are used as performance
indicators of the models compared and discussed in this review.

Examples of NLP models initially used in healthcare include TF-
IDF [13], Word2Vec [14], LSI/LDA [15] and PorterStemmer [16].
Then, trends shifted towards incorporating deep learning methods, such
as recurrent neural networks (RNNs) into NLP algorithms. However,
RNNs have shown to have some limitations, namely their slow training
time and long-range sequence dependencies. The Long Short-Term
Memory (LSTM) model, an evolution of RNNs, were developed as a
response to these limitations and were somewhat able to overcome
them. More recently, in 2017, a new family of related novel state-
of-the-art NLP architectures have emerged at the forefront of NLP
development, known as transformer models.

1.2. Transformer models

Transformers are the first transduction NLP models relying on self-
attention without the use of RNNs or convolutional neural networks
(CNNs). In this context, transduction refers to the transformation of
input sequences to output sequences within the model. Transformers
are designed in such a way that they can handle the dependencies
between the inputs and outputs without the use of any attention or
recurrence. The architecture of transformer-based models is shown in
Fig. 1 and is based on the groundbreaking work outlining the initial
proposal of transformer models. Examples of transformer-based NLP
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Fig. 1. Transformer model architecture [19].

pipelines discussed in this paper include Google’s Bidirectional Encoder
Representations from Transformers (BERT) [17] and Bidirectional En-
coder Representations from Transformers for Biomedical Text Mining
(BioBERT) [18], a more specialised version of BERT designed for use
in biomedical text mining.

1.3. Ensemble models for COVID-19 diagnosis

In ML, ensemble models refer to algorithms where features of more
than one model are integrated simultaneously in order to implement
a hybrid model approach. Examples of such models include CatBoost,
Random Forest, XGBoost and LightGMB. Such models are often much
more effective and achieve better results than individual models. This
approach of using ensemble transformer models was proposed for
image analysis [20].

Ensemble models that combine deep learning with transformer-
based models have been used to aid the diagnosis of COVID-19, most
commonly by processing images of chest x-rays. For example, a model
integrating both Vision Transformers and deep learning algorithms
was used to obtain a 97.6% accuracy when diagnosing COVID-19 by
analysing chest x-ray images [21].

1.4. COVID-19 sentiment analysis

Sentiment analysis (SNA), also known as opinion mining, is a nat-
ural language processing technique concerned with gauging people’s
opinions on a particular topic to determine whether their overall senti-
ment is positive, negative, or neutral, but can go beyond this to identify
specific emotions towards the topic, such as relief or anger. This is
done through the use of a combination of lexicon banks and machine
learning techniques. Sentiment analysis is most commonly performed
on users’ social media posts by evaluating the phrasing of their online
discussions. It is often used by businesses to understand consumer
opinions of their products. This allows the interested party to tailor

their products or policies to better meet customers’ needs.
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The current landscape of sentiment analysis for COVID-19 mostly
revolves around understanding people’s thoughts on government poli-
cies in various countries surrounding the COVID-19 pandemic and their
impact on combating the COVID-19 pandemic. The public’s opinions
on policies such as those involving vaccinations, self-isolation, business
lockdowns and the wearing of face coverings can be better understood
by utilising SNA techniques to guide policy making. Furthermore, the
general outlook of whether the COVID-19 situation is improving or
worsening at any given time can be understood by analysing how
sentiments have changed within particular time periods.

Another way in which sentiment analysis can be used lies in combat-
ing the constant stream of misinformation being published surrounding
the COVID-19 pandemic. Most of this misinformation is published and
spread online, as many online platforms provide anonymity, and there-
fore a lack of accountability when spreading misinformation online.
The proliferation of fake news can be damaging to individuals, groups,
or society as a whole.

1.5. Research objectives

The objective of this study is to systematically review the cur-
rent literature on the use of modern transformer-based NLP tech-
niques in COVID-19 research. In particular, the effectiveness of various
algorithms are evaluated, compared and discussed when applied to
diagnosis, bioinformatics and opinion mining. Furthermore, current
NLP trends are discussed, along with open problems and challenges
regarding the use of NLP in COVID-19 research.

2. Literature selection

2.1. Collection and criteria

The papers in this review were searched from various publicly avail-
able scientific literature databases, namely PubMed, Google Scholar,
Crossref and Scopus, with the aim of finding relevant abstracts related
to transformers, NLP and COVID-19 research. The CORD-19 Open
Research database, curated by semantic scientists at the Allen Institute
in collaboration with Microsoft Research, IBM researchers, Kaggle and
others, was additionally accessed as a more specialised resource. The
CORD-19 database aggregates metadata and full-text data from COVID-
19 publications and is updated on a regular basis. For the former
repositories, they were accessed through the use of Publish or Perish, a
literature screening tool that has the ability to search various literature
databases, including the ones used in this study. The search terms
used for the screening process were ‘‘COVID-19 AND Deep learning OR
Natural language processing OR Transformers OR Neural networks’’.
To access the articles within the CORD-19 database, a tool for search
functionality was built using Python, which ranks the relevance of the
articles returned from the search terms, using publicly available NLP
libraries for Python. The searches were limited to English language
publications with no publication date restrictions, as any work relating
to COVID-19 naturally has a date restriction beginning around early
2020.

2.2. Identification and eligibility screening

Initial literature searches returned 157 records from PubMed, 203
records from Google Scholar, 120 records from Crossref, 144 records
from Scopus, and 384 records from CORD-19, for a total of 1008
articles. 295 duplicate papers were removed, leaving a total of 713
abstracts to be screened for eligibility. Of these 713 abstracts, 657
were excluded for not meeting the criteria of being written in English,
being a survey paper, not being a full-text article, or not focusing on
transformer-based NLP algorithms and their use in COVID-19 research,
leaving 56 remaining articles for full-text analysis. Of these, 27 were

selected for use in the systematic review. Reasons for exclusion at the
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Fig. 2. PRISMA flow diagram of the literature selection process.

final stage included the text not being in English (𝑛 = 2), not being
focused on COVID-19 (𝑛 = 4) and not being focused on the application
of NLP algorithms (𝑛 = 9). The PRISMA workflow of the selection
process and the inclusion criteria is shown in Fig. 2. Critical information
from the papers that remained were entered into a tracking spreadsheet
to facilitate data extraction for the systematic review. Such information
included authors, year of publication, study objectives, methodology,
results, and the models used in the study.

3. Transformer design and architecture

3.1. System overview

The main components of transformer-based pretrained language
models (T-BPLMs) are embedding and transformer encoder layers. The
typical architecture of such models is shown in Fig. 3. The embedding
layer returns corresponding vectors from each of the input tokens. The
embedding layer consists of at least three layers, providing embedding
vectors for each of the input tokens. The vectors of each embedding
type are summed to produce the final input vector for each token. By
encoding global contextual information using the self-attention mech-
anism within the model, each input token vector is enhanced. These
models have the capability to encode complex language information in
the input token vectors by applying a sequence of these transformer
encoder layers.

3.2. Embedding layers

The embedding layer within T-BPLMs consists of minimum three
sub-layers which apply various embedding types. Depending on the
model, there can be more than this. BEHRT, a transformer model for
processing electronic health records [23], for example, contains five
such embeddings: code, gender, age, position and segment embeddings.
The first sub-layer produces sequences of vectors by converting input
tokens, and can be based on differing architectures. For example, BERT
4

Fig. 3. T-BPLM architecture [22].

Fig. 4. Transformer encoder layer architecture.

uses WordPiece embeddings [24] and CharacterBERT uses CNN embed-
dings [25], while MedBERT [26], BERT-EHR [27] and BEHRT [23] use
code embeddings.

3.3. Transformer encoders

The architecture of the transformer encoder layer is comprised of
Multi-Head Self Attention (MSHA) layers, Position-wise Feed Forward
Networks (PFN), and Add and Norm layers (Fig. 4). MSHA iteratively
applies self-attention to independently relate the input sequence tokens.
The token vectors are subjected to PFN to build non-linear hierarchy
features. Finally, Add and Norm layers are added on top of the PFN
and MSHA layers and represents residual and layer normalisation to
avoid exploding and vanishing gradients.

3.3.1. Self-attention
The self-attention mechanism used by T-BPLMs is an improvement

over the convolution and recurrent layers used to encode contextual
information in CNNs and RNNs respectively. Self-attention updates
input token vectors by encoding contextual information. That is, each
token vector is expressed as a weighted sum of all token vectors,
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and calculated using attention scores. The final input vector X is
transformed into Query (1), Key (2) and Value (3) vectors.

𝑄 ∈ 𝑅(𝑛×𝑞) (1)

𝐾 ∈ 𝑅(𝑛×𝑘) (2)

∈ 𝑅(𝑛×𝑣) (3)

The output of the self-attention layer is computed by applying the
ollowing steps:

1. Computing the similarity matrix 𝑆 ∈ 𝑅(𝑛×𝑛)

2. Obtaining stable gradients by scaling similarity matrix values
and using softmax functions in order to convert similarity scores
into probability quantifiers, in order to compute the matrix 𝑃 ∈
𝑅(𝑛×𝑛)

3. Computing the value matrix.

.3.2. Multi-head self attention (MHSA)
There are limitations to only applying one self-attention layer.

or example, when processing a particular word, the definition of
word can sometimes only be expressed by using word itself. To

et around this, self-attention is applied several times simultaneously
sing matrices of different weights. Therefore, this process provides
he transformer the ability to process multiple positions while carrying
ut word encodings. The value matrix is then calculated by combining
hese matrices.

.3.3. Position-wise feed forward network (PFN)
The PFN consists of two layers. The PFN process is applied to each

f the vectors. Different models use different activation functions for
he PFN. For example, BERT uses the Gelu [28] activation function.

.3.4. Add and norm
Add refers to residual connection in this case, while Norm refers to

he normalisation of layers. Add and Norm is used for the NHSA and
FN processes within the encoder to avoid exploding and vanishing gra-
ients. T-BPLMs are comprised of sequential transformer encoder layers
n addition to the embedding layer. The transformer encoder layers
pdates the input token vectors by encoding contextual information.
he amount of language information encoded is maximised within the
odel by updating the vectors in sequence.

. NLP task benchmarking for COVID-19 literature extraction

Researchers have already conducted numerous studies on different
ariants of COVID-19, including genetic and pharmacological corre-
ations between coronaviruses and other chronic diseases. Although
he extent of the links between COVID-19 and other diseases are still
t an early stage of development, the field is accumulating a large
ody of academic research that suggests a complex multidimensional
nfluence between COVID-19 and other diseases. The curation of such
arge repositories of research articles relating to COVID-19 have fuelled
he need for researchers to have the ability to efficiently search for the
nformation they need, given that some of these repositories contain
pwards of half a million articles.

To facilitate this, NLP techniques can be implemented through the
se of T-BPLMs in order to search for genes and drugs related to other
iseases in the COVID-19 literature repositories, allowing research
cientists to effectively analyse the rapidly incoming data. T-BPLMs
ave the capability of performing well across various NLP tasks. In
his section, the NLP tasks relevant to analysing COVID-19 literature
re explained. Additionally, the performance of these tasks is used to
ompare the effectiveness of each T-BPLM reviewed in this paper.
5

.1. BLURB benchmark

BLURB (Biomedical Language Understanding & Reasoning Bench-
ark) [29] is the most comprehensive benchmark for assessing the NLP

apabilities of Biomedical NLP models. It is comprised of a set of six
iomedical NLP tasks carried out on a standardised set of publicly avail-
ble datasets. Table 1 shows an overview of the datasets used in BLURB
enchmarking. The NLP tasks evaluated with BLURB benchmarking
re Named Entity Recognition, Population Interventions Comparator
nd Outcomes (PICO), Question Answering, Document Classification,
entence Similarity and Relation Extraction. The BLURB score is the
ean performance across these tasks.

.2. Named entity recognition

Named entities (NEs) carry important information serving as useful
argets for NLP algorithms [42]. Named Entity Recognition (NER) has
volved since its inception. Initially, it could only classify general
erms such as locations or names of people. Modern T-BPLMs geared
owards processing biomedical data can use NER to identify domain-
pecific technical information, such as drug and proteins relevant to
OVID-19 treatment. NE annotations have been proven to provide

ncreased performance on other NLP related tasks, such as Question
nswering [43].

.3. PICO

Population/Problem, Intervention, Comparison, and Outcome
PICO) is a widely adopted framework used for evidence retrieval
hrough the use of clinical question formulation. The PICO framework
s specialised in such a way that it can deconstruct the need for evidence
nto searchable keywords and also provide research question formu-
ation [44]. It has been shown that PICO adoption within T-PBLMs
an improve evidence search against popular biomedical literature
atabases, such as PubMed [45].

.4. Entity and relation extraction

Entity Extraction (EE) is a text analysis technique applied to un-
tructured text to extract specific data, and classifies it according to
redefined categories. The extraction of biomedical entities such as
rugs, or genetic information such as RNA proteins can be used to
dentify knowledge within biomedical literature related to COVID-19.

Previously, BERT-based models produce contextual delineations and
pply some combination of Softmax, BiLSTM and CRF layers. It was
ound that combining BERT-based models with BiLSTM layers does lit-
le to increase entity extraction performance [46], since the transformer
ncoding layers in BERT-based models essentially do the same thing
s the token representations in BiLSTM layering. The best approach
o take in this regard lies in first pre-training BERT-based models on
ask-related data sets before applying them in a more general sense.
n [47], a novel EE approach was taken by combining intermediate
ine-tuning with semi-supervised learning. More recently, the task of
E was reformulated as question answering [48] and it was found
hat combining BioBERT with Question Answering outperformed the
ombination of BioBERT and Softmax and BiLSTM-CRF layers on six
ifferent data sets.

As a natural progression from EE, Relation Extraction (RE) is a
ask concerned with understanding the semantic relationships between
ntities within the text. The process of performing EE as the precursor
o RE allows for the conversion of unstructured text into structured
ata which can be useful for increasing performance in other NLP tasks.
he best performance was achieved using MIMIC-BERT in combination
ith Softmax layers [49]. It was also shown that combining SciBERT
ith Softmax layers produces better outcomes than combining BERT
ith Softmax layers when processing biomedical RE data sets [50].
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Table 1
Datasets used in the BLURB benchmark.

Dataset Task Train Dev Test Evaluation metrics

BC5-chem [30] Named Entity Recognition 5,203 5,347 5,385 F1 entity-level
BC5-disease [30] Named Entity Recognition 4,182 4,244 4,424 F1 entity-level
NCBI-disease [31] Named Entity Recognition 5,134 787 960 F1 entity-level
BC2GM [32] Named Entity Recognition 15,197 3,061 6,325 F1 entity-level
JNLPBA [33] Named Entity Recognition 46,750 4,551 8,662 F1 entity-level

EBM PICO [34] PICO 339,167 85,321 16,364 Macro F1 word-level

ChemProt [35] Relation Extraction 18,035 11,268 16,364 Micro F1
DDI [36] Relation Extraction 25,296 2,496 5,716 Micro F1
GAD [37] Relation Extraction 4,261 535 534 Micro F1

BIOSSES [38] Sentence Similarity 64 16 20 Pearson

HoC [39] Document Classification 1,295 186 371 Micro F1

PubMedQA [40] Question Answering 450 50 500 Accuracy
BioASQ [41] Question Answering 670 75 140 Accuracy
Following on from this, a BioBERT model was used with extra at-
tention layering to achieve even better results by concatenating CLS
vectors and weighted sum vectors [51]. They also concluded that this
additional attention layer achieves better results than using an LSTM
approach.

4.5. Sentence similarity

Semantic Textual Similarity (SS) is a quantifier concerned with
measuring the semantic similarity of sentence pairs. While they are
both concerned with sentence-level semantics, SS is slightly differ-
ent to Natural Language Inference (NLI), as SS outputs a numeric
quantifier that measures the similarity degree, whereas NLI takes a
classification-based approach. SS has proven useful to solve tasks such
as question answering [52], duplicate text detection [53] and topic
relatedness [54]. It was also proven that training T-BPLMs on SS data
sets increases models’ ability to learn sentence-level semantics [55].
Like with NLI, BERT-based models can process both sentences within
the sentence pair simultaneously.

Similarly to EE data sets, SS data sets are typically small, so the
best approach appears to be pre-training models on SS data sets before
fine-tuning on more generalised clinical data sets [56]. A Pearson
correlation score of 0.83 was also achieved by fine-tuning Clinical BERT
using combination of SS and clinical data sets [53].

4.6. Document classification

Document classification is a process of assigning categories or
classes to documents to make them easier to manage, search, filter, or
analyse. This is usually achieved through the use of a T-BPLM encoder
and a Softmax classification is utilised to calculate the corresponding
label probabilities. Information has been processed about medication
prescriptions and achieved good results by using a variety of different
T-BPLMs [57], such as BERT, RoBERTa, ALBERT and DistillBERT. Good
results were also shown when using PubMedBERT and BioBERT models
by using rule-based NLP algorithms [58]. Like with RE, it was shown
that using the base BERT model and providing it with additional
layering improves its performance [59].

4.7. Question answering

Question Answering (QA) is concerned with the processing of se-
mantic questions or queries and produce corresponding answers. Ques-
tion Answering can save a lot of time when processing biomedical
literature of clinical notes, which are often highly complex. However,
due to the complexity involved, developing substantial QA data sets
can be problematic. The approach of Biomedical Entity Masking was
introduced [60], following a similar approach to those solving the
optimisation of other NLP tasks. Biomedical models’ performance can
6

be improved by first pre-training on more specialised data sets. NER has
been used as an auxiliary task while training in order to build a model
based on BioBERT that specialised in QA, delivering state-of-the-art
performance levels [61].

4.8. Evaluation

Using performance benchmarks is an effective way to standardise
comparisons between NLP models. The first such proposed benchmark
standard was GLUE [69], and other popular benchmarks have since
emerged, such as NAS-Bench-NLP [70], ERASER [71], and BLURB. We
use the BLURB benchmark in this regard since it has become the most
widely used, and comparisons of the T-BPLMs performance across the
BLURB metrics are shown in Table 2.

From this, we can see that BioLinkBERT outperforms other T-BPLMs
in all but one of the performance indicators and significantly outper-
forms in general. In particular, it performs much better at QA tasks. This
can be attributed to its novel approach of incorporating document link
knowledge, such as hyperlinking between information by pretraining
on Wikipedia hyperlinks and PubMed with citation links.

5. Sentiment analysis

The proliferation of social media in the past decade has allowed
information to spread much more easily. This poses some challenges,
particularly regarding the spread of misinformation surrounding con-
tentious issues, including issues surrounding the COVID-19 pandemic.
This can mostly be attributed to social media platforms not holding
users to the same journalistic integrity as traditional journalism. As a
result of this, ‘‘fake news’’ or similar unfounded rumours, can easily be
spread exponentially on these platforms, which can often be harmful to
its users. This phenomenon has been studied extensively since the start
of the pandemic.

One major way in which SNA has been applied in this regard is
to measure the public’s opinions towards vaccinations and associated
government rules and policies. As public opinions have a lot of power,
this information is valuable to governments and healthcare providers,
providing them access to accurate insights and consistent analysis.

Unlike most other social media platforms, Twitter provides public
access to its API platform. Because of this, it has become the platform of
choice for researchers conducting SNA research. Typically, SNA results
return a classification as either positive, negative, or neutral towards
a particular topic. In this section, we focus on reviewing the literature
surrounding SNA of COVID-19 vaccination hesitancy.

5.1. Tools

The RTweet tool [72] was developed to provide accessible web
scraping functionality for the R language and is commonly used [73–
75]. The ‘‘Twint’’ scraping tool bypasses Twitter API restrictions [76–
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Table 2
Evaluation of T-BPLM performance on NLP tasks as defined in the BLURB benchmark.

Model NER PICO RE SS DC QA BLURB score

BioLinkBERT-Large [62] 87.01 74.19 82.74 93.63 84.87 83.50 84.30
BioLinkBERT-Base [62] 86.40 73.97 81.56 93.25 84.35 80.82 83.39
PubMedBERT-Large [63] 86.28 73.61 81.77 92.73 82.70 80.37 82.91
BioELECTRA [64] 86.74 74.26 81.56 92.49 83.50 76.30 82.48
PubMedELECTRA-Large [63] 85.98 74.02 80.52 92.69 82.37 79.08 82.44
PubMedBERT-Base [29] 86.08 73.38 81.19 92.30 82.32 71.70 81.16
BioBERT [18] 85.81 73.18 79.79 89.52 81.54 72.19 80.34
PubMedELECTRA-Base [63] 85.65 73.70 80.17 80.24 81.45 77.68 79.81
SciBERT [65] 85.43 73.12 79.56 86.25 80.66 68.12 78.86
ClinicalBERT [66] 83.99 72.06 76.91 91.23 80.74 58.79 77.29
RoBERTa [67] 83.09 73.02 77.71 81.25 79.66 64.02 76.46
BlueBERT [68] 84.50 72.54 76.13 85.38 80.48 58.58 76.27
BERT [17] 82.99 72.34 77.44 82.68 80.20 60.99 76.11
Table 3
Classification model summary.

Research Classification model

Paul and Gokhale (2020) Random Forest

Paul and Gokhale (2020)
Garcia and Berton (2021)
Nurdeni et al. (2021) SVM

Paul and Gokhale (2020) Multilayer Perceptron

Garcia and Berton (2021)
Nurdeni et al. (2021)
Ritonga et al. (2021)
Pano and Kashef (2020) Naive Bayes

Paul and Gokhale (2020)
To et al. (2021) LSTM

Garcia and Berton (2021)
Muller et al. (2020)
Muller and Salathé (2020)
To et al. (2021) BERT

78]. Netlytic is a tool that queries the Twitter REST API [79,80]. Crowd-
break is a digital platform utilising the stream filter API and was used in
COVID-Twitter-BERT [81,82]. Tweepy [83], is a popular Python pack-
age used to communicate with the Twitter API [84–86]. Rapid Miner
is a tool that can also be used for clustering and classification [87,88].

5.2. Classification models

Approaches taken varied, but either consisted of classical ML mod-
els, such as SVM and Logistic Regression, DL models such as LSTM
and Bi-LSTM, or BERT-based models. The general consensus was that
BERT-based transformer models were the most effective for SNA as they
use non-sequential processing, multi-head self-attention, and positional
embeddings instead of recurrence to provide improved understanding
of relationships between words. Other models, such as LSTM-based or
other DL models, use sequential processing (sentences are processed
in sequence, word by word). Therefore, in these models, each state is
dependent on the previously processed information, resulting in worse
performance than BERT-based models. Table 3 shows a summary of the
classification models used by the reviewed literature.

5.2.1. Random forest
Random Forest [89] is an ensemble ML algorithm consisting of mul-

tiple decision trees. RF looks to correct the well-known problem that
Decision Trees have — overfitting to the data used for training. Modern
RF models employ a technique known as bootstrap aggregating, or
bagging, in order to mitigate this, hence improving performance. RF is
most commonly used for classification and regression tasks, including
classification-based sentiment analysis.

5.2.2. Support vector machine
Support Vector Machines [90] is a well established classical su-

pervised ML model used for both linear and non-linear classification.
7

Hyperplanes are used to maximise the distance between classifica-
tions and is oriented in a way such that its margin is maximised, by
minimising the equation shown in (4).
[

1
𝑛

𝑛
∑

𝑖=1
𝑚𝑎𝑥(0, 1 − 𝑦𝑖(𝑤𝑇 𝑥𝑖 − 𝑏))

]

+ 𝜆‖𝑤‖

2. (4)

subject to 𝑦𝑖(𝑤𝑇 𝑥𝑖 − 𝑏) ≥ 1 − 𝜁𝑖, where 𝜁𝑖 = 𝑚𝑎𝑥(0, 1 − 𝑦𝑖(𝑤𝑇 𝑥𝑖 − 𝑏)) and
𝜁𝑖 ≥ 0 for all 𝑖.

5.2.3. Multilayer perceptron
Multilayer perceptron [91] is a type deep learning model, more

specifically, part of the feed-forward neural network family of algo-
rithms. Consisting of multiple layers of perceptrons, MLPs are par-
ticularly effective at binary classification, but can also be used for
multiclass classification. MLP utilises a linear activation function, most
commonly the sigmoid activation functions which can be described as
in (5) and (6):

𝑦(𝑣𝑖) = 𝑡𝑎𝑛ℎ(𝑣𝑖) (5)

𝑦(𝑣𝑖) = (1 + 𝑒−𝑣𝑖)−1 (6)

Like other neural networks, MLP models typically consist of multiple
layers, where the nodes are interconnected by a weight value 𝑤𝑖𝑗 to the
nodes in the next layer. The value of these weights is updated as the
data is passed through by the use of backpropagation.

5.2.4. Naive Bayes
Naive Bayes [92] are a family of probability-based classifiers based

on Bayes’ theorem, which is stated as the following equation:

𝑃 (𝐴|𝐵) =
𝑃 (𝐵|𝐴)𝑃 (𝐴)

𝑃 (𝐵)
(7)

where A and B are probabilistic events, P(A) and P(B) are the proba-
bilities of A and B independently occurring, and 𝑃 (𝐵) ≠ 0.

NB is considered ‘‘naive’’ as it assumes that each of the data features
are independent of one another. These models are popular due to them
being highly scalable on large data sets and are commonly used for
document classification NLP tasks.

5.2.5. Long short-term memory
Long Short-Term Memory [93] models are an artificial neural net-

work similar to MLP but with additional features. While MLP models
have a more simplistic feedforward architecture, LSTM utilises feed-
back mechanisms, and is therefore classified as a recurrent neural
network. LSTM uses gates (input, output and forget and state candidate)
which regulate the direction of information through the model, while
making use of time backpropagation to alter the weight values. The
LSTM model architecture is shown in Fig. 5.
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Fig. 5. LSTM model architecture [94].

.3. Results

All of the studies classified the sentiment analysis results using a
ositive or negative polarity classification rating, commonly denoted
s 𝑓𝑠. There are a various number of ways of calculating sentiment
core, but the main goal is still the same. That is, to quantify whether
eople feel negatively or positively towards COVID-19. Some of the
ore popular methods used in the reviewed studies are outlined below.
ll of the SNA methods follow a lexicon-based prediction approach
y referencing a pre-labelled sentiment dataset. In this case, ∑

𝑤𝑝
and ∑

𝑤𝑛 refer to all positive and negative encoded sentiment words
respectively, and ∑

𝑤𝑎 refers to all words combined.

.3.1. Absolute proportional difference
The Absolute Proportional Difference (APD) function results in an

𝑛 score with boundaries between 0 and 1, with 0 being the most
egative and 1 being the most positive. The sum of all negative words
s subtracted from the sum of all positive words and divided by the total
umber of words as shown in (8). Because of this, 𝑓𝑠 can be influenced

by words not used to calculate the sentiment score and is therefore not
an ideal function to use. However, it has been shown to perform well on
smaller passages of text, which explains its popularity when analysing
Twitter posts, which have a 280 character limit.

𝑓𝑠 =
∑

𝑤𝑝 −
∑

𝑤𝑛
∑

𝑤𝑎
(8)

5.3.2. Relative proportional difference
The Relative Proportional Difference (RPD) function results in an

𝑓𝑛 score with boundaries between −1 and 1, with −1 being the most
negative and 1 being the most positive. The main appeal of RPD,
is that unlike APD, RPD does not use non-sentiment words in its
calculation (9). However, this leaves RPD prone to uneven distribution
and clustering around the extremes of the classification scale.

𝑓𝑠 =
∑

𝑤𝑝 −
∑

𝑤𝑛
∑

𝑤𝑝 +
∑

𝑤𝑛
(9)

5.3.3. Logit scale
The Logit Scale has no predefined numerical boundaries or end-

points, allowing for the sentiment score to essentially range from -∞
to +∞. The function is adapted from political science [95], and was
initially used for measuring the political spectrum of left and right.
rooted in exponents though, making it increasingly difficult to achieve
higher or lower sentiment scores. This is calculated using the empirical
logit formula as shown in (10).

𝑓𝑠 = 𝑙𝑜𝑔(𝑃 + 0.5) − 𝑙𝑜𝑔(𝑁 + 0.5) (10)

Logit-based approaches are considered more balanced and are sym-
metrical around 0. Since log(0) is considered undefined, the function is
8

Table 4
SNA results summary.

Research Sentiment result

Dubey (2021)
Melton et al. (2021)
Paul and Gokhale (2020)
Kwok et al. (2021)
Rahul et al. (2021)
Sv et al. (2021)
Muller et al. (2020)
To et al. (2021)
Nurdeni et al. (2021)
Pano and Kashef (2020) Positive

Garcia and Berton (2021)
Ritonga et al. (2021) Negative

modified to prevent this from occurring by using 𝛽 as a fixed coefficient
as shown in (11).

𝑓𝑠 = 𝑙𝑜𝑔(
∑

𝑤𝑝 + 𝛽) − 𝑙𝑜𝑔(
∑

𝑤𝑛 + 𝛽) (11)

.4. Study comparison

From the results shown in Table 4, it can be deduced that the
entiment towards COVID-19 vaccination uptake is mostly positive,
ith 84.6% of studies coming to this conclusion.

. Future directions

.1. Domain cost

The most common approach when pretraining T-BPLMs is Mixed-
omain Pretraining (MDPT). MDPT involves pretraining on massive
mounts of domain-specific data and requires high end GPUs or Tensor
rocessing Units. This process can take days or even weeks. While this
pproach is successful at developing effective T-BPLMs, they require
igh energy and computing costs. Therefore, there is a need for ways
o adopt lower cost domains. One such way currently being explored
s through the use of Task Adaptive Pretraining (TAPT). TAPT provides
he ability for T-BPLMS to learn both in-domain knowledge by pretrain-
ng on small datasets relative to MDPT. Another way of reducing the
ost associated with developing T-BPLMs is by taking generic T-BPLMs
nd further refining their embedding layer with additional in-domain
ext [96].

.2. Dataset size

Pretraining on larger amounts of biomedical text is the key to
mproving task-specific performance. Many of the specialist datasets
sed for pretraining T-BPLMs are very small, particularly those re-
ating to Sentence Similarity and Question Answering. However, it
s not always possible to get a large biomedical datasets. Larger but
ess related datasets can be used to mitigate this somewhat. Other
ays to approach this problem include using semi-supervised learning
ith pseudo-labelled data to allow for larger datasets [47], using
acktranslation to train the similarity models [97], and using inter-
ediate [98] or multi-task [99] fine tuning to gain additional domain

pecific knowledge.

.3. Benchmarking

While there are many emerging biomedical NLP benchmarking
rameworks, they are designed for evaluating the performance of
iterature-based datasets. That is to say, they are not particularly useful
t analysing performance relating to EHR data or sentiment analysis.
here is a need for benchmark frameworks for these areas, similar to
he BLURB benchmark used to evaluate the literature-based datasets.
dditionally, the currently existing benchmarks are not capable of eval-
ating some important characteristics of T-BPLMs, such as compactness
nd robustness.
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6.4. Model efficiency

As pretraining ideally requires substantial computing power, time,
and huge datasets to pretrain on, novel models that can reduce both
the pretraining time and size of the pretraining corpus required are
needed. Models such as ConvBERT [100] and DeBERTa [101] have
been proposed to try and address both of these problems. For example.
ConvBERT can outperform other T-BPLMs while only using 25% or less
of their pretraining costs.

6.5. Quantitative and time-sensitive SNA

COVID-19 SNA approaches typically take a classification approach
(positive, negative, neutral). There is a large issue with this approach
in that it does not quantify the sentiments. Quantitative SNA has been
conducted in other areas, allowing for a more detailed understanding.
Furthermore, it can be possible to use SNA to get snapshots of time-
sensitive public sentiment. This can be used to analyse how sentiments
change over time, or in response to important events.

6.6. Bias mitigation

As T-BPLMs are used in sensitive real-world applications, such as
medicine and law, it is crucial that these models do not develop
systematic bias against certain groups of people. It has already been
shown to be the case in some instances, due to bias in the datasets
used for pretraining. These biases can manifest in many ways, such as
gender bias or racial bias. It was shown, for example, that SciBERT
has ethnicity bias as a result of this [65], and that its performance
varies for different protected attributes. Regarding the identification
and reduction of gender bias, a data augmentation approach has been
proposed [102] to mitigate this. An A-INLP framework [103] was also
proposed to identify bias-sensitive tokens in order to ensure fairness.

7. Conclusion

In this survey, We introduce transformer-based models, and explain
why and how they are state-of-the-art, and why they are the future of
NLP.

We summarise various models and their related studies that used
NLP models for COVID-19 research in the two key areas of literature
extraction and sentiment analysis.

We explain the BLURB benchmarking framework and use it to assess
the performance of various transformer-based models at performing
NLP tasks related to COVID-19 literature extraction. We also review
sentiment analysis surrounding COVID-19 vaccination hesitancy. Fi-
nally, we discuss some of the challenges and directions for future
research which we hope will improve the use of T-BPLMs going for-
ward.
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