
Received: 16 August 2024 Revised: 16 September 2024 Accepted: 16 September 2024

DOI: 10.1002/emp2.13320

S Y S T EMAT I C R E V I EW

General Medicine

Total bodyweight estimation by 3D camera systems: Potential
high-tech solutions for emergencymedicine applications? A
scoping review

MikeWellsMBBCh, PhD1 Lara Nicole GoldsteinMD, PhD1 TerranWells2

Niloufar GhaziMD1 Abhijit Pandya PhD3 Borifoje Furht PhD3

Gabriella EngstromPhD1 Muhammad Tanveer Jan PhD3 Richard ShihMD1

1Department of EmergencyMedicine, Schmidt

College ofMedicine, Florida Atlantic

University, Boca Raton, Florida, USA

2Department of Biomedical Engineering,

Florida International University, Miami,

Florida, USA

3Department of Electrical Engineering and

Computer Science, Florida Atlantic University,

Boca Raton, Florida, USA

Correspondence

MikeWells, Department of Emergency

Medicine, Schmidt College ofMedicine, Florida

Atlantic University, Boca Raton, FL, USA.

Email: wellsm@health.fau.edu

Abstract

Background:Weight estimation is required in adult patients when weight-basedmed-

ication must be administered during emergency care, as measuring weight is often not

possible. Inaccurate estimations may lead to inaccurate drug dosing, which may cause

patient harm. High-tech 3D camera systems driven by artificial intelligence might be

the solution to this problem. The aim of this review was to describe and evaluate the

published literature on 3D camera weight estimationmethods.

Methods: A systematic literature search was performed for articles that studied the

use of 3D camera systems forweight estimation in adults. Data on the study character-

istics, the quality of the studies, the 3D cameramethods evaluated, and the accuracy of

the systemswere extracted and evaluated.

Results: A total of 14 studies were included, published from 2012 to 2024. Most

studies used Microsoft Kinect cameras, with various analytical approaches to weight

estimation. The 3D camera systems often achieved a P10 of 90% (90% of estimates

within 10% of actual weight), with all systems exceeding a P10 of 78%. The studies

highlighted a significant potential for 3D camera systems to be suitable for use in

emergency care.

Conclusion: The 3D camera systems offer a promising method for weight estimation

in emergency settings, potentially improving drug dosing accuracy and patient safety.

Weight estimates were satisfactorily accurate, often exceeding the reported accuracy

of existing weight estimation methods. Importantly, 3D camera systems possess char-

acteristics that could make them very appropriate for use during emergency care.

Future research should focus on developing and validating this methodology in larger

studies with true external and clinical validation.
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1 INTRODUCTION

1.1 Background

During the resuscitative care of critically ill or injured patients, an esti-

mation of their weight is required when weight-based drug therapy is

required, and actual patient weight cannot be measured. Measuring

weight with scales is not always feasible as it is time consuming and

requires patient cooperation as well as a medically stable patient.1 If

a stand-on scale cannot be used due to the patient’s clinical condition,

some emergency departments (EDs) use scales that are imbedded in

patient stretchers. These are costly, difficult to maintain, not univer-

sally available, and unproven in terms of accuracy during emergency

care.2,3 An estimation of weight is, therefore, often required.

Numerous studies have described or evaluated different methods

of weight estimation in adults. These methods include (1) estimates by

patients themselves, familymembers, and healthcare professionals; (2)

formulas based on anthropometric measurements, such as the Lorenz

formula; (3) dual length- and habitus-based tapes, such as the PAWPER

XL-MAC tape; and (4) high-tech methods, such as 3D camera systems.

Of all these methods, 3D camera systems have shown the greatest

potential for highly accurate, rapid, easy-to-use estimation of weight.4

These methods use real-time 3D images and previously trained arti-

ficial intelligence algorithms to generate estimates of weight. Existing

3D cameraweight estimationmethods have used different approaches

with different cameras, software, costs, ease-of-use, applicability, and

accuracy.

1.2 Importance

Patient safety organizations have underscored the critical need for

precise weight estimation to ensure safe and effective weight-based

drug dosing in the ED.5–8 Consequently, it is of the utmost impor-

tance to use the most accurate and easy-to-use method of weight

estimation.Oneweight estimation researcherwrote: “It cannot be con-

sidered to be good medical practice to use a weight estimation system

that is known to be inaccurate.”9 In adults, many current methods of

weight estimation are inaccurate (or not reliable enough for use during

emergencies).4 For example, while patients’ self-reported weights are

generally the most accurate way to estimate weight, patients may be

unable to provide a self-estimate up to 85% of the time.10 Additionally,

even the most accurate anthropometric weight estimation systems,

such as the Lorenz method, can have an error of more than 10% in

nearly half of the patients in whom it is used.11

Weight estimation using 3D camera systems could represent one

of the most significant breakthroughs in weight estimation and med-

ication safety in the ED in the past 40 years, potentially rivaling the

impact of the Broselow tape in pediatric emergency medicine. Arti-

ficial Intelligence-driven 3D camera weight estimation systems could

estimate weight safely without patient contact andwithout user input,

allow for accurate dosing of medications, function with speed and effi-

ciency in life-threatening situations, improve care for unconscious or

non-responsive patients, minimize human error in high-stress envi-

ronments, and integrate with other tools such as automatic dose

calculators and the electronic medical record. It is crucial to recognize

both the potential of the technology to improve emergency care, and

the existing knowledge gaps, to effectively develop a framework for

future research.

1.3 Goals of this investigation

Our aim in this scoping review was to review the available lit-

erature in which a 3D camera system was used to estimate a

patient’s weight, with a medical indication as the ultimate pur-

pose. We aimed to describe the performance and accuracy of 3D

camera weight estimation systems, the types of cameras used, and

the analytical and software methods used in the weight estimation

process.

2 METHODS

This scoping review was based on the PRISMA for Scoping Reviews

(PRISMA-ScR) guidelines.12

2.1 Literature search

A literature search was conducted using MEDLINE, EMBASE, IEEE

Xplore, andGoogle Scholar. Eligible studies publishedbetween January

2012 and April 2024 were identified using the search strategy shown

in Table S1.

2.2 Eligibility criteria

Studies were included for further evaluation if they were peer

reviewed, full length, English language papers containing original data.

Studies evaluating any form of 3D camera weight estimation method-

ology and in any type of participants were eligible for inclusion if an

accurate measured weight was used as the standard reference. Stud-

ies on weight estimation not relevant to a clinical or hospital setting



WELLS ET AL. 3 of 13

were excluded (e.g., weight estimation for forensic or non-medical

applications).

2.3 Selection of studies

The titles and abstracts of the articles identified by the database search

were manually screened by two researchers independently (M.W. and

N.G.). The full texts of the selected reviews were then obtained and

assessed for eligibility. Any differences in opinion were resolved by

discussion and consensus.

2.4 Critical appraisal of individual sources of
evidence (grading of quality of studies)

Every included study was graded for quality of evidence using a modi-

fied Newcastle–Ottawa scale (NOS), as has been described previously

(see Table S2).13 Studies were downgraded if significant method-

ological weaknesses were present, for example, if data presentation

was incomplete or if performance outcome data were not appropri-

ately presented or analyzed. An assessment of selective non-reporting

or under-reporting of results in the studies was included in the

Newcastle-Ottawa scale. Each study could score a minimum of zero

stars and a maximum of 10 stars on the modified NOS. On this scale,

a study with score from 6 to 10 has high quality, 4 to 5 has a moderate

risk of bias, and 0 to 3 a very high risk of bias.

2.5 Data charting process (data extraction)

Data extraction was conducted by one researcher (T.W.) using a

standardized electronic data extraction form and was independently

confirmed by another researcher (M.W.) for accuracy.

2.6 Data items

The following data were extracted: basic study information (region

of origin, study population, sample size), study participant charac-

teristics, 3D camera used, analytic method or software used for the

weight estimation process, key findings, and the data presented on the

performance or accuracy of weight estimation.

2.7 Data synthesis (map of outcomes)

The findings of this scoping review were synthesized by present-

ing a descriptive and quantitative summary of the study char-

acteristics using frequencies with percentages. The studies were

grouped by the types of 3D cameras used, as well as the overall

analytic approach, and summarized according to weight estimation

outcomes.

In terms of the quantitative analysis, the main outcomes of interest

were metrics representing the performance of the weight estimation

system. These included mean error or mean percentage error, which

represented the estimation bias; the root mean square error, themean

absolute error, the root mean square percentage error, or the mean

absolute percentage error, which quantified the estimation precision;

and the percentage of weight estimations that fell within 10% (P10)

as well as within 20% (P20) of measured weight, which denoted over-

all accuracy. We considered the measures of overall accuracy (P10

and P20) to be the most useful indicator of overall performance, as

has been described previously.14–17 If P10 data were not reported, it

was imputed, whenever possible, from other reported metrics (mean

absolute percentage error or mean percentage error).

3 RESULTS

No significant deviations from the protocol were noted. The details of

the numbers of sources of evidence screened, assessed for eligibility,

and included in the review, with reasons for exclusions at each stage,

are shown in Figure 1.

3.1 Characteristics of the included studies

A total of 14 studieswere included in this scoping review. The details of

the included studies, including the study methodologies, the hardware

and software used, and the weight estimation approaches are shown

in Table 1. Two-thirds of the studies (9/14 [64%]) were from Europe

(all but one from Germany), with three studies (21%) from the United

States, and two studies (14%) from elsewhere (one from Indonesia and

one fromChile).

Most of the studies (8/14 [57%]) prospectively collected data for

data analysis, while six (43%) studies used existing data to develop or

evaluate new analytic approaches. Only four of 14 (29%) studies com-

pared3Dcameramethods against othermethods ofweight estimation.

The main aim of the study was to evaluate potential methods to esti-

mate weight for drug dosing purposes in six of 14 (43%) studies, for

computed tomography (CT) contrast and radiation dosing in five of 14

(36%) studies, for nutritional or body habitus assessment in two of 14

(14%) studies, and other reasons in one of 14 (7%) study.

3.2 Risks of bias and limitations across studies

Themethodological quality ofmost of the studieswas good.Most stud-

ies (11/14 [79%]) had a low risk of bias on theNewcastle–Ottawa scale,

one study (7%) had moderate risk of bias, and two studies (14%) had a

high riskof bias.However, incompletedata reportingor incomplete sta-

tistical analysis (5/14 studies [36%]) were common. Only three of 14

(21%) studies presented any form of subgroup analyses and no study

provided comprehensive subgroup analyses by sex and weight-status.

In addition, two of 14 (14%) studies had a sample size of 100 or fewer
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o
n

h
ai
rs
ty
le
an

d
cl
o
th
in
g.

B
o
th

LM
S
an

d
A
N
N

fi
tt
in
g
te
ch
n
iq
u
es

w
er
e

ex
p
lo
re
d
fo
r
th
e
w
ei
gh

t

es
ti
m
at
io
n
m
o
d
el
.T
h
e

Le
ve
n
b
er
g
M
ar
q
u
ar
d
t

b
ac
k-
p
ro
p
ag
at
io
n

m
et
h
o
d
w
as

u
se
d
fo
r

tr
ai
n
in
g.

W
ei
gh

t:

LM
S
M
A
P
E
1
0
.7
%

A
N
N
M
A
P
E
5
.8
%

T
h
e
in
cr
ea
se

in
ac
cu
ra
cy

b
et
w
ee
n
LM

S
an

d
A
N
N

w
as

d
u
e
to

th
e
ch
an

ge
in

ev
al
u
at
io
n
o
fh

ai
r
an

d

cl
o
th
in
g.
In
te
rn
al

va
lid

at
io
n
:k
-f
o
ld

cr
o
ss
-v
al
id
at
io
n
.

P
fi
tz
n
er

et
al
.,

2
0
1
7
,

G
er
m
an
y

C
o
nv
en

ie
n
ce

sa
m
p
le
o
ft
ra
u
m
a

ro
o
m
p
at
ie
n
ts
,

N
=
1
2
7
.

V
o
lu
n
te
er
s
fr
o
m

p
u
b
lic

ev
en

t,
N
=

1
0
6
.

A
ge
:n
o
t
re
p
o
rt
ed

.

Se
x:
m
al
e
4
1
.2
%
.

W
ei
gh

t:

4
9
–
1
2
9
kg
.

B
M
I:
n
o
t

re
p
o
rt
ed

.

M
ic
ro
so
ft

K
in
ec
t
2

T
h
e
fe
at
u
re
s
u
se
d
fo
r
w
ei
gh

t

es
ti
m
at
io
n
in
cl
u
d
e
vo
lu
m
e,

su
rf
ac
e
ar
ea
,n
u
m
b
er

o
fp

o
in
ts
,

d
en

si
ty
,e
ig
en

va
lu
es
,s
p
h
er
ic
it
y,

fl
at
n
es
s,
lin

ea
ri
ty
,c
o
m
p
ac
tn
es
s,

ku
rt
o
si
s,
al
te
rn
at
iv
e

co
m
p
ac
tn
es
s,
d
is
ta
n
ce

to
p
er
so
n
,

co
n
to
u
r
le
n
gt
h
,c
o
n
to
u
r
ar
ea
,

co
nv
ex

h
u
ll
le
n
gt
h
,c
o
nv
ex

h
u
ll

ar
ea
,g
en

d
er
,a
n
d
te
m
p
er
at
u
re

fe
at
u
re
s.
U
se
r
in
p
u
t
re
q
u
ir
ed

:

ge
n
d
er
.

R
A
N
SA

C
fo
r
vi
d
eo

p
ro
ce
ss
in
g,
ar
ti
fi
ci
al

n
eu

ra
ln
et
w
o
rk

fo
r

w
ei
gh

t
es
ti
m
at
io
n
.

W
ei
gh

t:

M
P
E
0
.3
(9
5
%
LO

A

−
1
0
.1
to

1
0
.7
)

P
1
0
9
4
.8
%

T
h
e
K
in
ec
t
2
w
as

m
o
re

ac
cu
ra
te

th
an

th
e
K
in
ec
t

o
ri
gi
n
al
an

d
w
as

p
er
h
ap
s

u
n
d
er
ap
p
re
ci
at
ed

in
th
e

p
ap
er
.

In
te
rn
al
va
lid

at
io
n
:n
o
n
e.

P
fi
tz
n
er

et
al
.,

2
0
1
8
,

G
er
m
an
y

V
ar
io
u
s
so
u
rc
es
,

N
=
2
9
9

(r
ea
n
al
ys
is
o
f

p
re
vi
o
u
s
d
ep

th

d
at
a
w
it
h
n
ew

m
et
h
o
d
o
lo
gy
).

A
ge
:n
o
t
re
p
o
rt
ed

.

Se
x:
m
al
e
6
7
.5
%
.

W
ei
gh

t:

4
9
–
1
2
9
kg
.

B
M
I:
n
o
t

re
p
o
rt
ed

.

M
ic
ro
so
ft

K
in
ec
t
1
,

M
ic
ro
so
ft

K
in
ec
t
2
,

O
p
tr
is
P
I4
0
0
)

N
ew

ap
p
ro
ac
h
w
as

u
se
d
in
w
h
ic
h

d
ee
p
le
ar
n
in
g
w
as

u
se
d
fo
r
th
e

w
ei
gh

t
es
ti
m
at
io
n
p
ro
ce
ss
.

Fe
at
u
re
s
ar
e
ex
tr
ac
te
d
fr
o
m
th
e

p
er
so
n
’s
p
o
in
t
cl
o
u
d
,i
n
cl
u
d
in
g

ge
o
m
et
ri
c
fe
at
u
re
s,
fe
at
u
re
s

b
as
ed

o
n
ei
ge
nv
al
u
es
,s
ta
ti
st
ic
al

fe
at
u
re
s,
an

d
fe
at
u
re
s
fr
o
m
th
e

si
lh
o
u
et
te

o
fa

p
er
so
n
.T
h
es
e

fe
at
u
re
s
ar
e
th
en

u
se
d
as

in
p
u
t

to
d
if
fe
re
n
t
al
go

ri
th
m
s,
su
ch

as

cl
u
st
er
in
g,
a
3
-l
ay
er

fe
ed

fo
rw

ar
d

n
eu

ra
ln
et
w
o
rk
,a
n
d
an

A
N
N
,t
o

es
ti
m
at
e
th
e
b
o
d
y
w
ei
gh

t.
U
se
r

in
p
u
t
re
q
u
ir
ed

:g
en

d
er
.

C
N
N
,A

N
N
,R
A
N
SA

C
W
ei
gh

t:

P
1
0
9
5
.3
%
fo
r
ly
in
g

su
b
je
ct
s,
P
1
0
9
1
.3
%

fo
r
w
al
ki
n
g
su
b
je
ct
s

an
d
P
1
0
1
0
0
%
fo
r

w
al
ki
n
g
su
b
je
ct
s.

T
h
is
p
ap
er

is
cl
o
se
r
to

b
ei
n
g
a
su
m
m
ar
y
o
fo

th
er

te
st
s
th
an

b
ei
n
g
a

st
an

d
al
o
n
e
p
ap
er
,

al
th
o
u
gh

n
ew

m
o
d
el
in
g
is

u
se
d
.T
h
e
o
n
ly
n
ew

d
at
a

ar
e
fo
r
w
al
ki
n
g
su
b
je
ct
s.

In
te
rn
al
va
lid

at
io
n
:n
o
n
e.

(C
o
n
ti
n
u
es
)
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T
A
B
L
E
1

(C
o
n
ti
n
u
ed

)

A
u
th
o
r,
d
at
e,

lo
ca
ti
o
n

St
u
d
y
p
o
p
u
la
ti
o
n

P
ar
ti
ci
p
an
t

ch
ar
ac
te
ri
st
ic
s

C
am

er
a

te
ch
n
o
lo
gy

M
et
h
o
d
o
fw

ei
gh
t
es
ti
m
at
io
n

A
n
al
yt
ic
m
et
h
o
d
o
r

so
ft
w
ar
e

A
cc
u
ra
cy

d
at
a

N
o
te
s

B
ig
al
ke

et
al
.,

2
0
2
1
,

G
er
m
an
y

N
o
t
re
p
o
rt
ed

.

N
=
6
0
fo
r

tr
ai
n
in
g,
N
=
4
9

fo
r
te
st
in
g.

A
ge
:n
o
t
re
p
o
rt
ed

.

Se
x:
n
o
t
re
p
o
rt
ed

.

W
ei
gh

t:

4
4
–
1
0
5
kg
.

B
M
I:
n
o
t

re
p
o
rt
ed

.

N
o
t
re
p
o
rt
ed

*
T
h
e
ap
p
ro
ac
h
u
se
d
fo
r
w
ei
gh

t

es
ti
m
at
io
n
in
th
is
st
u
d
y
w
as

d
ee
p

le
ar
n
in
g
te
ch
n
iq
u
es

ap
p
lie
d
to

3
D
p
o
in
t
cl
o
u
d
d
at
a
w
it
h
o
u
t

re
ly
in
g
o
n
h
an

d
-c
ra
ft
ed

fe
at
u
re
s.

T
h
ey

ad
o
p
t
th
e
co
n
ce
p
t
o
fb

as
is

p
o
in
t
se
ts
(B
P
S)
to

en
co
d
e
th
e

in
p
u
t
p
o
in
t
cl
o
u
d
in
to

a

lo
w
-d
im

en
si
o
n
al
fe
at
u
re

ve
ct
o
r,

w
h
ic
h
is
th
en

p
as
se
d
to

a
n
eu

ra
l

n
et
w
o
rk

tr
ai
n
ed

fo
r
w
ei
gh

t

re
gr
es
si
o
n
.U

se
r
in
p
u
t
re
q
u
ir
ed

:

n
o
n
e.

R
A
N
SA

C
fo
r
im

ag
e

is
o
la
ti
o
n
,D

B
SC

A
N
,

A
D
A
M

o
p
ti
m
iz
er
,

P
o
in
tN

et
,f
u
lly

co
n
n
ec
te
d

n
eu

ra
ln
et
w
o
rk

W
ei
gh

t:

M
A
E
4
.2
(0
.1
2
)k
g

M
A
P
E
6
.4
(0
.2
)%

P
1
0
7
8
.6
%

M
an
y
“n
o
t
re
p
o
rt
ed

”

it
em

s.
In
te
rn
al
va
lid

at
io
n
:

sp
lit

sa
m
p
le
.

D
an

e
et

al
.,

2
0
2
1
,U

SA

C
o
nv
en

ie
n
ce

sa
m
p
le
o
f

o
u
tp
at
ie
n
t
C
T

sc
an

p
at
ie
n
ts
,N

=
3
6
3
fo
r
tr
ai
n
in
g,

N
=
9
0
fo
r
te
st
in
g.

A
ge
:5
9
.8
(1
4
.9
)

ye
ar
s.

Se
x:
n
o
t
re
p
o
rt
ed

.

W
ei
gh

t:

3
4
–
1
0
7
kg
.

B
M
I:
n
o
t

re
p
o
rt
ed

.

FA
ST

3
D

ca
m
er
a

(S
ie
m
en

s

H
ea
lt
h
in
ee
rs
)

T
h
e
3
D
ca
m
er
a
ca
p
tu
re
d
th
e

p
at
ie
n
t’
s
b
o
d
y
su
rf
ac
e
la
n
d
m
ar
ks

u
si
n
g
in
fr
ar
ed

im
ag
in
g.
T
h
e

p
at
ie
n
t’
s
b
o
d
y
w
as

d
iv
id
ed

in
to

d
if
fe
re
n
t
re
gi
o
n
s
(h
ea
d
,t
h
o
ra
x,

ab
d
o
m
en

,a
rm

,a
n
d
le
g)
b
as
ed

o
n

th
e
3
D
p
at
ie
n
t
ge
o
m
et
ry
.F
ro
m

th
e
es
ti
m
at
ed

3
D
p
at
ie
n
t
b
o
d
y

m
es
h
,v
ar
io
u
s
ge
o
m
et
ry
-b
as
ed

fe
at
u
re
s
su
ch

as
vo
lu
m
e
an

d

le
n
gt
h
o
fe
ac
h
b
o
d
y
re
gi
o
n
w
er
e

co
m
p
u
te
d
.T
h
es
e
fe
at
u
re
s
w
er
e

u
se
d
fo
r
w
ei
gh

t
es
ti
m
at
io
n
.U

se
r

in
p
u
t
re
q
u
ir
ed

:n
o
n
e.

D
ef
o
rm

ab
le
P
at
ie
n
t

A
va
ta
r
(d
ig
it
al
tw

in
)w

it
h

D
ee
p
Im

ag
e
N
et
w
o
rk
.

T
h
e
w
ei
gh

t
es
ti
m
at
io
n

w
as

m
o
d
el
ed

as
a

w
ei
gh

te
d
su
m
o
fa
ll
th
e

ge
o
m
et
ry
-b
as
ed

fe
at
u
re
s,
an

d
th
e
w
ei
gh

t

co
ef
fi
ci
en

ts
w
er
e

es
ti
m
at
ed

u
si
n
g
a

B
ay
es
ia
n
R
id
ge

re
gr
es
si
o
n
m
o
d
el
.T
h
is

p
ro
ce
ss
w
as

p
er
fo
rm

ed

u
si
n
g
Sc
ik
it
le
ar
n
.

H
ei
gh

t:

M
A
P
E
2
.0
%
(1
.4
)

W
ei
gh

t:

M
A
P
E
5
.1
%
(4
.3
)

9
.2
%
u
n
d
er
w
ei
gh

t

(n
=
7
)

5
.4
%
n
o
rm

al
w
ei
gh

t

(n
=
5
7
)

4
.6
%
o
b
es
e
(n

=
2
2
)

P
o
o
re
r
es
ti
m
at
io
n
s
in

u
n
d
er
w
ei
gh

t
p
at
ie
n
ts
.

In
co
m
p
le
te

ac
cu
ra
cy

d
at
a

re
p
o
rt
in
g.
In
te
rn
al

va
lid

at
io
n
:s
p
lit

sa
m
p
le
.

G
ei
ss
le
r
et

al
.,

2
0
2
1
,

G
er
m
an
y

R
an

d
o
m
p
at
ie
n
ts

u
n
d
er
go

in
g
C
T

sc
an

n
in
g,
N
=
2
2
1

fo
r
tr
ai
n
in
g,
N
=

1
0
1
fo
r
te
st
in
g.

A
ge
:2
1
–
9
2
ye
ar
s.

Se
x:
n
o
t
re
p
o
rt
ed

.

W
ei
gh

t:
n
o
t

re
p
o
rt
ed

.

B
M
I:
2
7
.3
(S
D
5
.5
)

kg
/m

2
.

M
ic
ro
so
ft

K
in
ec
t
2

D
ig
it
al
tw

in
o
r
av
at
ar

fi
tt
ed

to

o
b
se
rv
ed

d
ep

th
d
at
a,
si
ze
d

ac
co
rd
in
g
to

h
ei
gh

t.
U
se
r
in
p
u
t

re
q
u
ir
ed

:n
o
n
e.

N
o
t
re
p
o
rt
ed

.
H
ei
gh

t:

M
A
E
2
.5
(1
.9
)c
m

W
ei
gh

t:

M
A
E
4
.4
(3
.9
)k
g

3
5
%
o
fp

at
ie
n
ts
h
ad

es
ti
m
at
e
er
ro
r
>
5
kg

W
o
rs
e
es
ti
m
at
es

in
o
b
es
e

p
at
ie
n
ts
,b
u
t
h
ei
gh

t

es
ti
m
at
es

n
o
t
af
fe
ct
ed

.

W
ei
gh

t
es
ti
m
at
es

m
u
ch

w
o
rs
e
th
an

p
at
ie
n
t

se
lf
-e
st
im

at
es
,b
u
t
m
u
ch

b
et
te
r
th
an

st
af
f

es
ti
m
at
es
.I
n
te
rn
al

va
lid

at
io
n
:s
p
lit

sa
m
p
le
.

(C
o
n
ti
n
u
es
)
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T
A
B
L
E
1

(C
o
n
ti
n
u
ed

)

A
u
th
o
r,
d
at
e,

lo
ca
ti
o
n

St
u
d
y
p
o
p
u
la
ti
o
n

P
ar
ti
ci
p
an
t

ch
ar
ac
te
ri
st
ic
s

C
am

er
a

te
ch
n
o
lo
gy

M
et
h
o
d
o
fw

ei
gh
t
es
ti
m
at
io
n

A
n
al
yt
ic
m
et
h
o
d
o
r

so
ft
w
ar
e

A
cc
u
ra
cy

d
at
a

N
o
te
s

M
am

el
ie
t
al
.,

2
0
2
1
,I
ta
ly

V
o
lu
n
te
er
s.

N
=
9
4
fo
r

tr
ai
n
in
g,
N
=
9
fo
r

te
st
in
g.

A
ge
:n
o
t
re
p
o
rt
ed

.

Se
x:
m
al
e
6
3
.1
%
.

W
ei
gh

t:

4
0
–
1
0
0
kg
.

B
M
I:
n
o
t

re
p
o
rt
ed

.

O
rb
ec

A
st
ra

S2

“T
o
p
V
ie
w
W
ei
gh

t
E
st
im

at
io
n

A
p
p
ro
ac
h
”,
V
R
A
IW

ei
gh

t

es
ti
m
at
io
n
d
at
as
et
.D

ee
p

le
ar
n
in
g
m
o
d
el
tr
ai
n
ed

d
ir
ec
tl
y

o
ff
3
D
d
ep

th
d
at
a.
U
se
r
in
p
u
t

re
q
u
ir
ed

:n
o
n
e.

D
ee
p
N
eu

ra
lN

et
w
o
rk
s

(V
G
G
1
6
,R
es
N
et
,

In
ce
p
ti
o
n
D
en

se
N
et
,

E
ff
ic
ie
n
tN

et
)

W
ei
gh

t:

M
A
E
|M

SE

R
es
N
et

4
kg

|3
6
kg

In
ce
p
ti
o
n
3
kg

|1
1
kg

D
en

se
N
et

1
kg

|4
kg

E
ff
ic
ie
n
tN

et
1
kg

|

2
kg

To
p
vi
ew

(b
ir
d
’s
ey
e
vi
ew

)

o
fs
ta
n
d
in
g
p
ar
ti
ci
p
an

ts

w
as

th
e
o
n
ly
3
D
im

ag
e

u
se
d
in
th
is
st
u
d
y.

In
te
rn
al
va
lid

at
io
n
:s
p
lit

sa
m
p
le
.

N
au

fa
le
t
al
.,

2
0
2
1
,

In
d
o
n
es
ia

V
o
lu
n
te
er
s,
N
=

1
4
7
.

A
ge
:5
–
7
0
ye
ar
s.

Se
x:
n
o
t
re
p
o
rt
ed

.

W
ei
gh

t:
1
4
–
9
0
kg
.

B
M
I:
n
o
t

re
p
o
rt
ed

.

M
ic
ro
so
ft

K
in
ec
t
1

3
D
im

ag
es

se
gm

en
te
d
an

d

co
nv
er
te
d
to

2
D
im

ag
es
.T
h
is

im
ag
e
ar
ea

w
as

co
rr
el
at
ed

w
it
h

w
ei
gh

t.
U
se
r
in
p
u
t
re
q
u
ir
ed

:N
/A
.

M
A
T
LA

B
-b
as
ed

so
ft
w
ar
e

W
ei
gh

t:

O
n
ly
co
rr
el
at
io
n
w
as

u
se
d
.N

o
va
lid

m
et
h
o
d
o
fa
ss
es
si
n
g

ac
cu
ra
cy
.

H
ei
gh

t
es
ti
m
at
io
n

ac
cu
ra
cy

to
w
it
h
in
1
%

In
te
rn
al
va
lid

at
io
n
:n
o
n
e.

Ta
m
er
so
y

et
al
.,
2
0
2
3
,

G
er
m
an
y

V
o
lu
n
te
er
s
p
lu
s

p
at
ie
n
ts

u
n
d
er
go

in
g
C
T
o
r

M
R
Ii
m
ag
in
g,
N
=

1
8
5
0
.

A
ge
:n
o
t
re
p
o
rt
ed

.
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F IGURE 1 The Preferred Reporting Items for Scoping Reviews (PRISMA-ScR) flow chart for article identification and selection.

participants, and only three of 14 (21%) studies had a sample size of

greater than 300 participants. These findings are summarized in Figure

S1.

Eight studies (57%) employed some formof appropriate internal val-

idation of the developed model: split sample analysis in four studies

and cross-validation in four studies. No 3D camera weight estimation

system had a true external validation process.

3.3 Camera technology and hardware

The original Microsoft Kinect 1 camera was used in seven of 14 (50%)

studies, and the Microsoft Kinect 2 camera was used in three of 14

(21%) studies. A Siemens FAST3Dcamera, a SiemensmyExam3Dcam-

era, and anOrbbecAstra camerawere used in one study each (7%). The

type of 3D camera usedwas not reported in two studies (14%).

3.4 Fundamental approach used in the weight
estimation methodology

Multiple differences approaches were used to process 3D images and

obtain aweight estimate from the depth data (see Table 2). Deep learn-

ing methods were used in the image preprocessing phase in four of 14

(29%) studies, and in the weight estimation phase in nine of 14 (64%)

studies. Mostmethods (9/14 [64%]) required no user input to facilitate

theweight estimate calculations, with the exceptions of themethods of

Pfitzner and colleagues, which required gender as a manual input, and

themethodof Benalcazar et al , which required information on clothing

and hairstyle.

3.5 Accuracy of weight estimates

Unfortunately, only half of the studies (7/14 [50%]) provided compre-

hensive data on the performance of the weight estimation systems.

Accuracy data (P10—the percentage of estimates within 10% of actual

weight) could be imputed in four additional studies. The accuracy data

for each study are shown in Figure 2. Every study for which data

were available exceeded the minimum acceptable accuracy standard

of P10 > 70%.14,32 This standard, originally used for pediatric weight

estimation systems, has been adopted by researchers in adult weight

estimation.15 The standard was statistically designed to ensure that

the error rate for critical drug dosing remains below 5%.13

In the four studies in which direct, paired comparisons were made

against other weight estimation systems, the following findings were
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TABLE 2 Analytical approach to total body weight estimation in adults.

Authors

What 3D camera data are used andwhat image

preprocessing is used? How is weight estimate obtained from 3D camera data?

Velardo et al,

2012

Biometric datameasured from 3D image: height, arm length,

arm circumference, waist circumference, leg length, and leg

circumference.

A regression equation is used to estimate weight from the 3D

camera-measured biometric input data. Gender is predicted

from the biometric data (80%) accuracy.

Nguyen et al,

2014

The “sideview shape” (or anterior body contour) depth data are

extracted from the point cloud data.

Height and sex are determined from the depth data. Height,

sex, and depth data are then used in a support vector

regressionmodel to predict weight.

Pfitzner et al,

2015

Point cloud data used to obtain 3D body surface area and body

length.

Body volume is calculated from the depth data. Using an

assumed constant value for density (1.04 kg/m3), a weight

estimate is then calculated from volume.

Pfitzner et al,

2016

Point cloud depth data used as a source to extract 10 shape

parameters (features).

An artificial neural network is trained to predict weight using

10 extracted features.

Benalcazar et al,

2017

A 3D image is used to create a 2D silhouette, fromwhich 2D

surface area is calculated.

Both least mean square and artificial neural networkmethods

are used to generate weight estimates.

Pfitzner et al,

2017

Point cloud depth data used as a source to extract 23 shape

parameters (features).

An artificial neural network is trained to predict weight using

23 extracted features.

Pfitzner et al,

2018

Point cloud depth data used as a source to extract 19 shape

parameters (features).

An artificial neural network is trained to predict weight using

19 extracted features.

Bigalke et al, 2021 Point cloud data encoded into a k-dimensional surfacemesh

using basis point sets.

Deep learning used to estimate weight from point cloudmesh

data.

Dane et al, 2021 Point cloud encoded into 3D surfacemesh. This image is

segmented, and lengths and volumes of thorax, abdomen,

head, arms, and legs calculated.

Segmental lengths and volumes are used in a Bayesian Ridge

regressionmodel to estimate height andweight.

Geissler et al,

2021

Point cloud encoded into a 3D surfacemesh. A virtual patient model, an “avatar” or digital twin is fitted into

the depth data from a library of avatars with known volumes

andweights. This avatar is adjusted iteratively tomatch the

depth data.Weight is then estimated from the segmental

volumes of the avatar.

Mameli et al,

2021

Top view depth data of standing participants converted to

point cloud data.

Deep convolutional neural networks are used to obtain a

weight estimate directly from the top view depth data.

Naufal et al, 2021 A 3D image is used to create a 2D silhouette, fromwhich 2D

surface area and height is calculated.

Simple regression is used to predict weight from silhouette

area.

Tamersoy et al,

2023

Unspecified features are extracted from the 3D cloud data

based on segmental volumes. Feature extraction performed

using an encoder–decoder deep network.

Height andweight estimated in separatemodels using deep

neural networks.

Shahzadi et al,

2024

Unspecified features are extracted from the 3D cloud data

based on segmental volumes. Feature extraction performed

using an encoder–decoder deep network.

Height andweight estimated in separatemodels using deep

neural networks.

notable: first, the 3D camera systems were always more accurate

than guesstimates by healthcare providers (four studies); second, the

3D camera systems were always less accurate than participant self-

estimates of weight (three studies). Comparative data were not avail-

able from the studies in which the 3D cameras achieved exceptionally

high accuracy results.

3.6 The suitability of 3D camera weight
estimation systems for emergency and critical care

There were 4 of 14 (29%) studies conducted in an environment

designed to simulate an ED setting, and five of 14 (36%) studies con-

ducted in, or with data from, a radiological suite. However, no study

evaluated an estimation method during the provision of actual or

simulated emergency care.

4 LIMITATIONS

There were several limitations to this review. First, papers in the non-

medical literature are less well indexed and searchable than in the

medical literature. It is therefore possible that some relevant stud-

ies were missed. Second, the studies were from a very narrow range

of geographical locations, which could limit the generalizability of the

findings. Third, the small sample sizes, the variable data reporting and
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F IGURE 2 The accuracy data (P10—percentage of estimates within 10% of actual weight) for each of the 3D camera weight estimation
systems. The studies markedwith an asterisk (*) identify studies for which P10 data was imputed. The red dashed line indicates theminimum
acceptable performance threshold of P10= 70%.

statistical analysis, especially of subgroups of BMI, limited any com-

parisons between different 3D cameraweight estimation systems. The

need to impute data was also a limitation. Furthermore, few studies

included a sufficiently diverse sample of participants with different

ages, ethnic groups, height and weight ranges, and weight status (eg,

underweight, healthy weight, overweight, and obese). Finally, none of

these systems had received true external validation, which remains a

significant deficiency that needs to be addressed in future research.

5 DISCUSSION

The current understanding of 3D camera-based weight estimation in

adults, including its potential role during emergency care, has signif-

icant gaps. For example, when faced with a critically ill or injured

patient in need of urgent weight-based drug therapy, but without any

recorded weight, could a 3D camera system be used for estimating

their weight? The significance of our review lies in its exploration of

the currently available information on this topic. Our aim was to offer

information and guidance to clinicians and researchers in this matter

of important patient safety. The importance of the topic lies in provid-

ing information to guide future clinical emergency medicine research

in this new field. This research has a significant potential to make

an enormous contribution to advancing patient safety in the ED. It

could be argued that high-tech research should be focused on obtain-

ing actual measured weights (eg, weigh capable stretchers), rather

than methods of estimating weight. There are two counterarguments

here. First, in-stretcher scales are expensive, difficult to operate accu-

rately in emergencies, not universally available, and have unproven

accuracy during actual clinical care. Second, in-stretcher scales can-

not provide estimates of ideal body weight or lean body weight (which

could be predicted by 3D camera systems), which may be required for

optimizing drug doses in patients with obesity. In addition, ideal body

weight is an essential metric to allow for the calculation of mechani-

cal ventilation settings for low tidal volume ventilation. This would be

frequently required and could be of equal importance to drug dose

scaling.

We identified and reviewed all the published literature on 3D cam-

era weight estimation methods that could potentially be used during

emergency medical care of adult patients. While some methods were

primarily intended for nutritional assessment, otherswere devised and

intended to guide acute medical interventions (e.g., to guide dosage of

thrombolytic therapy in patients with acute ischemic stroke).

5.1 Quality of the studies

Although a few studies had inadequate data reporting and statisti-

cal analysis, most of the studies were methodologically sound. This

provided a good evidence basis from which to draw preliminary con-

clusions. The lack of true external validation studies was a significant

limitation in the field of 3Dweight estimation, however.
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5.2 Camera technology

The studies in this review made use of several different types of

3D cameras: structured light systems (eg, Microsoft Kinect 1 and

Orbbec Astra) and time-of-flight systems (eg, Microsoft Kinect 2).

These camera systems are relatively old and, in some cases, no longer

manufactured. Newer cameras have native software to perform many

imageprocessing tasks automatically: intrinsic andextrinsic calibration

to ensure accurate depth measurements and color-depth alignment,

automatically correct lens distortion, generate 3D point clouds from

depth data, convert depth images to 3D coordinates automatically,

detect and track human skeletons in real time, automatically detect

and track objects or faces within the camera’s field of view, provide

bounding boxes or other positional data for detected objects, apply

noise reduction and smoothing filters to depth data, and perform edge

detection and other image processing tasks. These newer 3D cameras

are, therefore, likely to be better than those already tested. Exist-

ing research relating to the cameras themselves has been sparse, and

future work needs to evaluate the most appropriate hardware sys-

tem for use for weight estimation and in potential clinical emergency

medicine applications. Table S3 provides a description of the different

types of 3D cameras and their characteristics.

5.3 Analytical approach to weight estimation

The analytical approaches to weight estimation have evolved signifi-

cantly in successive studies over the last decade. The earliest system

described the use of a 3D camera to obtain biometric data, which could

be used in an equation derived from an anthropometric dataset.18

Subsequent studies used depth data to calculate total body volumes

(and, later, segmental body volumes), which are converted to weight

estimates using density constants.20,21,23,24 The most recent method-

ologies have used deep learning to match a digital twin from a library

of trained images against the point cloud data of a captured 3D

image.15,31 This is perhaps the most flexible method, with the highest

potential for accuracy. The use of deep learning both in image process-

ing and in theweight estimationprocess has substantially improved the

accuracy of weight estimates.

5.4 Accuracy of weight estimation by 3D camera
systems

In this review, each of the 11 weight estimation systems for which P10

data was available exceeded the minimum required accuracy thresh-

old for a weight estimation system (P10> 70%), as has been described

previously.13,32 In fact, the lowest P10 was just below 80%, and four

systemshad aP10>95%.Overall, these performancedata are remark-

ably good. To put this in context, a recent meta-analysis of weight

estimation systems in adults showed that only patient self-estimates

of weight approached this degree of accuracy but were inconsistent

across studies.4 In addition, self-estimates of weight were often not

able to be provided by the sickest patients. In studies conducted during

actual emergency medical situations, the number of patients unable to

provide a self-estimate may be as high as 70%–85%.10 The evidence is

thus clear that methods of weight estimation that do not rely on self-

estimatesmust always be available.4 The data from this scoping review

show that 3D camera systems could potentially fulfill this role if their

performance holds up in larger scale clinical studies. Another consid-

eration is that patients with severe obesity (Class 2 and 3 obesity) are

less able to self-estimate their weight accurately than patients with

normal weight.33–35 Since there is some evidence that 3D camera sys-

tems can estimate weight very accurately in this subgroup of patients,

it could become preferable to use a 3D camera estimate rather than

a self-estimate in such patients.15 A 3D camera could also provide a

measurement of a patient’s girth which could determine whether they

could be accommodated for advanced imaging with CT/MRI systems.

Other noteworthy factors were that accurate weight estimation

was achieved with several different 3D cameras, as well as with differ-

ent processing and analytical approaches. This strongly supports the

validity of the underlying principles, and predictable biological associa-

tions between body size, shape, and body weight. In addition, accurate

weight estimation was even possible when patients were clothed or

covered with light blankets.36

5.5 Appropriateness for use during ED or
prehospital emergency care

The appropriateness of 3D camera weight estimation systems for use

during emergency care was not explicitly studied, although several

of the studies specifically intended their systems to be used for this

purpose.20,21,23,24,37 There are several factors that make fully evolved

3D camera systems ideal for use during emergency medical care. First,

they are quick. A weight estimation can be calculated in <1 s, even

with the use of deep learning systems in both the image preprocess-

ing and the weight estimation algorithms.23 Second, they are highly

automated. The system can automatically select the optimum image

to use for the processing (useful for when patients are moving or

uncooperative). No user input is required for the weight estimation:

sex and height, which have significant associations with weight, can

be estimated using deep learning. Third, the system can compensate

for patient posture and patient movement. Irrespective of whether

the patient is supine, prone, or lateral, an accurate weight estimate

can be obtained. Finally, light clothing or coverings do not interfere

with weight estimation, as 3D camera systems can “see beneath the

covers” using deep learning digital twin-based analyses. The prob-

lems described by Benalcazar et al., with clothing and hairstyles

confounding weight estimates, were largely rendered irrelevant by

more advanced machine learning approaches to generating weight

estimates.22
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5.6 Future directions

This is an important and exciting field for future research. The 3D

camera systems need to be studied in larger samples, including rep-

resentative numbers of underweight and obese patients, as well as

pregnant patients, and patients from diverse population groups, to

ensure generalizability. These methodologies also need to be evalu-

ated in clinical environments, including during emergency care. Future

research will also need to examine the suitability of these systems

for detecting serial changes in weight while in hospital (e.g., with fluid

retention or loss). This has never been evaluated for any type of weight

estimation system. Likewise, the research needs to include children.

Future innovations could also include the estimation of ideal body

weight and leanbodyweight toallow forprecisionweight-baseddosing

(and tidal volume calculations) for all patients. At present, establish-

ing these weights is complex and requires additional measurements

and calculations. They are thus not routinely employed by emergency

physicians.

6 CONCLUSIONS

The weight estimation accuracy of 3D camera-based systems repre-

sents a significant advancement in the field of automated measure-

ment and analysis. These systems utilize precise depth sensing and

3D modeling to capture the volume and dimensions of objects or indi-

viduals with high accuracy. By integrating advanced algorithms and

machine learning techniques, 3D camera-based systems can convert

depth data into reliable weight estimates. When properly optimized,

3D camera-based weight estimation can achieve accuracy comparable

to traditionalweighingmethods, providing a non-contact, efficient, and

versatile potential solution for use during emergency care. However,

it was clear from this review that additional, high-quality prospective

research is urgently needed in this field, as a matter of prioritizing

patient safety during emergency care.
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