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Abstract

Funnel plots are graphical tools to assess and compare clinical performance of a group of care professionals or care

institutions on a quality indicator against a benchmark. Incorrect construction of funnel plots may lead to erroneous

assessment and incorrect decisions potentially with severe consequences. We provide workflow-based guidance for data

analysts on constructing funnel plots for the evaluation of binary quality indicators, expressed as proportions, risk-

adjusted rates or standardised rates. Our guidelines assume the following steps: (1) defining policy level input;

(2) checking the quality of models used for case-mix correction; (3) examining whether the number of observations

per hospital is sufficient; (4) testing for overdispersion of the values of the quality indicator; (5) testing whether the values

of quality indicators are associated with institutional characteristics; and (6) specifying how the funnel plot should be

constructed. We illustrate our guidelines using data from the Dutch National Intensive Care Evaluation registry. We

expect that our guidelines will be useful to data analysts preparing funnel plots and to registries, or other organisations

publishing quality indicators. This is particularly true if these people and organisations wish to use standard operating

procedures when constructing funnel plots, perhaps to comply with the demands of certification.
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1 Introduction

A range of audiences, including hospital staff and directors, insurance companies, politicians and patients, are
interested in quantifying, assessing, comparing and improving the quality of care using quality indicators.1,2

Currently, a huge amount of clinical data is routinely collected. These data enable researchers to routinely
measure and compare clinical performance of institutions or professional and use these results to support or
critique policy decisions. Among other institutions, hospitals are increasingly publicly compared in
benchmarking publications. The benchmark may be defined externally, such as a government target to
reduce the standardised rate of teenage pregnancies.3 However, most often no external value is available and
hospitals are compared to an internal summary, such as the average of the quality indicator across participating
hospitals.4

Funnel plots can be used to present the values of a quality indicator associated with individual hospitals
and compare these values to the benchmark. The value of the quality indicator for each hospital is plotted
against a measure of its precision, often the number of patients or cases used to calculate the quality indicator.
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Control limits indicate a range, in which the values of the quality indicator would, statistically speaking, be
expected to fall. The control limits form a ‘‘funnel’’ shape around the external or internal benchmark, which is
presented as a horizontal line. If a hospital falls outside the control limits, it is seen as performing differently than
is to be expected, given the value of the benchmark.3,5,6 Incorrectly constructed funnel plots could lead to incorrect
judgements being made about hospitals. This potentially has severe consequences, especially if a range of
audiences use them to judge or choose hospitals.

When looking at a funnel plot, it is important to be able to assume that hospitals falling outside the control
limits indeed performed in the statistical sense significantly differently than would be expected, given the
benchmark. It is also important to be able to assume that there is no reason to suspect that hospitals falling
inside the control limits are not preforming according to the benchmark. Hence, the methods used to construct
funnel plots, including obtaining control limits, need to have a solid justification in statistical theory and
accepted good practice. Most published literature on comparing hospital performance6–12 and registry
reporting13–17 using funnel plots refer to a single seminal paper on funnel plot methodology.3 However, this
paper describes multiple methods to construct control limits and it does not provide explicit guidance.
Furthermore, it is not always clear which method is used in applied studies. Various choices in obtaining
control limits may lead to different results. Some papers describe exactly which method of this paper was
used,8,11,14,15 while others provide a reference but it remains unclear which method was used.10,12,16,17 We
found no publications describing a guideline for producing funnel plots, in which all steps required when
producing a funnel plot are described.

The aim of this paper is to provide guidance, accompanied by a workflow diagram, for data analysts on
constructing funnel plots for quality assessment not only in hospitals, but also in other healthcare institutions
or individual care professionals.

As (hospital) quality indicators are often binary at the patient level, we focus on this type of indicators,
presented as proportions, risk-adjusted rates and standardised rates18–20 and funnel plots with 95% and 99%
control limits. We use the Dutch National Intensive Care Evaluation (NICE) registry21 as a motivating example.
This registry enables participating intensive care units (ICUs) to quantify and improve the quality of care they
offer.21 Since 2013, the NICE registry has published funnel plots for the standardised mortality rate for all and for
subgroups of ICU admissions.4

Section 2 of this paper describes the motivating example of this study, and section 3 describes theoretical
considerations in funnel plot development. We described the methodological choices we made for the
motivating example in section 4 and the results in section 5.

2 Motivating example: The Dutch National Intensive Care Evaluation (NICE) registry

2.1 The NICE registry

The NICE registry21 receives demographical, physiological and diagnostic data from the first 24 hours of all
patients admitted to participating ICUs. These data include all variables used in the Acute Physiology and
Chronic Health Evaluation (APACHE) IV patient correction model,20 used to adjust in-hospital mortality of
ICU patients for differences in patient characteristics. Patients are followed until death before hospital discharge
or until hospital discharge. Registry staff check the data they receive for internal consistency, perform onsite data
quality audits and train local data collectors. The NICE registry has been active since 1996 and, in 2014, 85 (95%)
of Dutch ICUs participated in it. The NICE registry presents a portfolio of quality indicators to the staff of
participating ICUs in a secure dashboard environment. Since 2013, the NICE registry has made the outcomes of
some of these quality indicators publicly available as funnel plots.21

We obtained permission from the secretary of the NICE board (Email: info@stichting-nice.nl), to use data
from the NICE registry at the time of the study. The NICE board assesses each application to use the data
on the feasibility of the analysis and whether or not the confidentiality of patients and ICUs will be
protected. To protect confidentiality, raw data from ICUs are never provided to third parties. For the
analyses described in this paper, we used an anonymised dataset. The use of anonymised data does not
require informed consent in the Netherlands. The data are officially registered in accordance with the Dutch
Personal Data Protection Act.The data collected by the registry are officially registered in accordance with the
Dutch Personal Data Protection Act. The medical ethics committee of the Academic Medical Center stated that
medical ethics approval for this study was not required under Dutch national law (registration number
W16_191).
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2.2 Funnel plots for the NICE registry

In this paper, we describe constructing funnel plots for three ICU quality indicators based on in-hospital mortality.
The first quality indicator is the crude proportion of initial ICU admissions resulting in in-hospital death. This
quality indicator is not formally used by the NICE foundation, but is included in this study as an extra example to
describe the guidelines on how to deal with proportions. The second quality indicator is the standardised in-
hospital mortality rate and only includes patients fulfilling the APACHE IV inclusion criteria.20 We calculated the
standardised in-hospital mortality rates per hospital by dividing the observed number of deaths by the APACHE
IV predicted number of deaths. The third quality indicator is the risk adjusted in-hospital mortality rate. This
quality indicator can be calculated by multiplying the standardised in-hospital mortality rates per hospital by the
crude proportion of in-hospital mortality over all national ICU admissions. Since the NICE registry does not use
funnel plots for standardised mortality rates, we do not give an example for risk-adjusted rates. However, these
measures are similar and test outcomes do not differ. Control limits for funnel plots for standardised mortality
rates are examined by first examining control limits for risk-adjusted rates and dividing them by the overall crude
proportion of mortality.

In addition, we examined funnel plots for the standardised in-hospital mortality rate for three subgroups of
ICU admissions based on the type of ICU admission.4 In keeping with the definitions in the APACHE IV model,20

we defined an ICU admission as ‘medical’ if a patient was not admitted to the ICU directly from an operating
theater or recovery room, as ‘emergency surgery’ if the patient had undergone surgery immediately prior to ICU
admission and where resuscitation, stabilisation, and physiological optimisation are performed simultaneously,
and as ‘elective surgery’ otherwise. In-hospital mortality generally differs substantially between these three groups.

As the APACHE IV model was constructed based on data collected in 2002 and 2003 in the USA, the quality of
case-mix correction is suboptimal for current NICE registry data. From 2016, the NICE registry recalibrates the
APACHE IV probability of in-hospital mortality using a logistic regression model with the in-hospital mortality as
a dependent variable. The logit-transformed original APACHE IV probability and the interaction between type of
ICU admission and APACHE II score transformed using a restricted cubic spline function (4 knots) were included
as independent variables.

3 Guidelines on producing funnel plots

In this section, we describe our guidelines on producing funnel plots. We developed these guidelines following a
focussed literature search, in which we identified six conceptual steps in constructing a funnel plot. These are: (1)
defining policy level input; (2) checking the quality of models used for case-mix correction; (3) examining whether
the number of observations per hospital is sufficient to fulfill the assumptions upon which the control limits are
based; (4) testing for overdispersion of the values of the quality indicator; (5) testing whether the values of the
quality indicators are associated with institutional characteristics; and (6) specifying how the funnel plot should be
constructed.

We describe the six steps in the text as well as in a unified modelling language activity diagram, Figure 1. Unified
modelling language is used in the field of software engineering to standardise the meaning when communicating
about a system.22 We recommend that data analysts prepare a statistical analysis plan before performing the analysis
needed for each step. In this plan, they should specify which statistical tests they will use in each step and for which
outcomes of these tests they will decide that presenting a quality indicator by means of a funnel plot is acceptable.

This section describes the theoretical considerations of the six steps in funnel plot development.

3.1 Step one: defining policy level input

The first step consists of obtaining policy level decisions from the institution that is responsible for calculating and
publishing the quality indicators. The policy-level decisions are choices on: (a) the quality indicator and associated
external or internal benchmark; (b) the data source, or registry, and patient population, including inclusion and
exclusion criteria; (c) the reporting period; (d) control limits and whether data analysts are allowed to inflate them
to correct for overdispersion. Overdispersion occurs when there is true heterogeneity between institutions, over
and above the expected level of variation due to randomness.23–31 Overdispersion is discussed in depth in section
3.4 of this paper.

The choice of the quality indicator will dictate whether and how the indicator will be corrected for differences
in patient characteristics between institutions and the statistical methods for constructing the control limits.
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The value of the benchmark, against which hospitals are judged, may be externally provided3 or derived from the
data.10 If the value of the benchmark is obtained from the data, we recommend using the average value of the
quality indicator over all included patients, rather than an ‘average’ over hospitals. This choice gives equal weight
to each patient’s data and reflects how the values of the quality indicator are calculated for each hospital.
Disadvantages of this choice are that it ignores intra-hospital correlation. Correlated data and very large
hospitals may have very large influence on the value of the benchmark.

Figure 1. Workflow diagram as UML activity diagram: funnel plots for proportions, risk-adjusted rates and standard rates.
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We recommend using exact binomial methods to construct control limits for quality indicators, which are
binary at the patient level and presented as proportions, risk-adjusted rates and standardised rates. Most of the
literature6–17 on funnel plots lean on one study, the background of funnel plots.3 Two studies23,32 compared
different methods to construct control limits and concluded that care should be taken to understand the
properties of the limits constructed before using them to identify outliers;23 and control limits obtained using
probability-based prediction limits have the most logical and intuitive interpretation.32 Several other methods to
construct control limits have been proposed for binary data. These include assuming that proportions or
standardised rates, or risk-adjusted rates follow a normal or log-normal distribution or assuming that the
number of patients, who die, follows a Poisson distribution. However, these assumptions may not be valid,
especially if mortality rates are very low or hospitals are small.25

3.2 Step two: checking the quality of prediction models used for case-mix correction

In this paper, we present guidelines on producing funnel plots for quality indicators, presented as proportions,
risk-adjusted rates or standardised rates. Quality indicators presented as proportions do not use prediction models
used for case-mix correction. Hence, for these quality indicators, step two is omitted.

Ideally, differences between hospitals only represent true differences in the quality of care and random
variation.26 However, there may also be additional variation due to differences in patient level variables
between hospitals, also known as case-mix. Prediction models can be used to correct for differences in case-mix
between hospitals. If differences in case-mix are not accounted for, these can unfairly influence the positions of
hospitals in the funnel plot. This can occur if there is a complete lack of case-mix correction, if clinically important
patient characteristics are excluded from the case-mix correction, or if there are biases in the parameters of the
case-mix correction model. These biases can occur if the model was developed in another setting or time period.

A range of methods for assessing the performance of prediction models for binary outcomes has been proposed.
We recommend using goodness-of-fit statistics for calibration, the Brier score to indicate overall model
performance, and the concordance (or C) statistic for discriminative ability.27 However, no consensus exists on
the values of these performance measures that indicate that a prediction model is of ‘sufficient’ quality for the
purpose of benchmarking.

In a recent study, four levels (mean; weak; moderate and strong) of calibration were described. The authors
recommend to perform moderate calibration including 95% confidence intervals when externally validating
prediction models, to avoid distortion of benchmarking. Moderate calibration is achieved if the mean observed
values equal the mean predicted values for groups of patients with similar prediction. Furthermore, they
recommend to provide summary statistics for weak calibration, i.e. the calibration slope for the overall effect of
the predictors and the calibration intercept.28

Second, the accuracy of a prediction model could be verified by the Brier score
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where the observed mortality (oi) is 0 or 1 and the predicted mortality probability (pi) ranges between 0 and 1 for
all patients from 1 to N. The Brier score is a mixture between discrimination and calibration and can range from 0
for a perfect model to 0.25 for a non-informative model with a 50% incidence of the outcome. The Brier score
could be scaled by its maximum score, which is lower if the incidence is lower.27 The scaled Brier score was
determined by one minus the ratio between the Brier score and the maximum Brier score. This scaled Brier score is
defined by
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where pi is replaced by the average observed value. This scaled Brier score ranges between 0 and 1, with higher
values indicating better predictions and has a similar interpretation to R2 in linear regression. Hence, values less
than 0.04 can be interpreted as very weak; between 0.04 and 0.15 as weak; between 0.16 and 0.35 as moderate;
between 0.36 and 0.62 as strong; and values greater than 0.63 as very strong.29

Third, to describe the discriminative ability of the model, the C-statistic could be used, which describes the
ability to provide higher probabilities to those with the event compared to those without the event. For binary
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outcomes, the C-statistic is equal to the area under the receiver operating characteristic (ROC) curve (AUC),
which is a plot of sensitivity versus one minus specificity. A C-statistic of 1.0 means a model with perfect
discrimination and a C-statistic of 0.5 means no discrimination ability. Whether discriminative ability is
sufficient enough depends on the quality indicator and clinical relevance of the quality indicator used. For
judgement, often the following scale is used: values between 0.9 and 1.0 are interpreted as excellent; between
0.8 and 0.9 as good; between 0.7 and 0.8 as fair and between 0.6 and 0.7 as poor and between 0.5 and 0.6 as fail.30

However, Austin et al.31 caution against only using the accuracy of a model, especially for benchmarking, since
they found only a modest relationship between the C-statistic for discrimination of the risk-adjustment model and
the accuracy of the model.

If a quality indicator is corrected for differences in patient characteristics using a prediction model, it is
important to assess the performance of the prediction model. If the performance of the prediction model is not
sufficient, we recommend not constructing a funnel plot for the quality indicator and instigating policy-level
discussion on recalibrating the existing28 or developing a new prediction model.

3.3 Step three: examining whether the number of observations
per hospital is sufficient

It is important to be able to reliably assume that institutions falling outside the control limits in a funnel plot
deviate from the value of the benchmark and that there is no reason to suspect that institutions falling inside the
control limits are not performing according to the benchmark. For institutions with a small number of admissions,
control limits are essentially meaningless. In a recent study, Seaton et al. concluded that for a small expected
number of deaths, an institution had to perform very differently from that expected number to have a high
probability that the observed SMR would fall above the control limits.32 Furthermore, they examined the
statistical power of an observed standardised mortality ratio falling above the upper 95% or 99.8% control
limits of a funnel plot compared to the true SMR and expected number of events. The number of observed
events in this study was assumed to follow a Poisson distribution.32

Similar to Seaton et al.,23 we suggest using a three-stage method to estimate the statistical power for each
number of admissions to detect a defined true quality indicator (proportion or risk-adjusted rate), assuming the
quality indicator could be interpreted as a probability and is binomially distributed. If the quality indicator is a
standardised rate, the risk-adjusted rate can be used for this test. In the first stage, the upper control limit for
probabilities (pi) from 0 to 1 and sample size nj from 1 to 10,000 (Ou,pi,nj) is calculated: the smallest value Ou for
which P(X�Ou j pi,nj) is greater than 0.975 (for 95% control limits) or 0.995 (for 99% control limits). In the
second stage, for each pi and nj, the probability that the number of observations is larger than the estimated upper
control limit (Ou,pi,nj), given the true probability (ptrue,i¼1.5pi), has to be calculated: P(X>Ou,pi,nj j ptrue,i,nj). In the
third stage, the smallest number of observations, nj, for which this probability was greater than the chosen
statistical power for each probability pi has to be extracted. The quality indicator used determines which
outcome values are clinically relevant. Figure S1 present the number of admissions required to get 80% power
to detect an increase of 1.5 times the benchmark value for different benchmark probabilities.

If the sample size is not sufficient enough, the sample size could be either redefined or the analyses could
be discontinued. Ways to redefine the sample size are (1) make record selection more general (redefine
in- and exclusion criteria, back to beginning); (2) extend the period of reporting (back to beginning);
(3) consider exact methods to predict control limits (discussed in this paper); (4) group similar ICUs into
clusters; (5) continue but only display control limits for clusters fulfilling test; or (6) describe the sample size
issue in the figure’s legend and document text. If the sample size is decided to be sufficient enough, we suggest
performing explorative analyses by constructing funnel plot(s) using the exact binomial method to calculate
control limits (without overdispersion) as a first attempt to examine the funnel plot for the chosen outcome
measure and to apply other reliability tests.

3.4 Step four: testing for overdispersion of the values of the indicator

Ideally, differences between hospitals only represent true differences in the quality of care and random
variations.33 However, overdispersion occurs when there is true heterogeneity between hospitals, over and
above that expected due to random variation.33–41 If overdispersion occurs, one needs to be careful to draw
conclusions from the funnel plot, since the assumptions with respect to the distribution of the quality indicator
are violated.
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Often the cause of overdispersion is not clear, but heterogeneity may arise when hospitals serve patients with
different characteristics for which the model does not sufficiently correct; due to registration bias or errors; or
policy choices or variability in the actual quality of care offered.39

We shortly discuss frequently used tests for the existence, the degree of overdispersion and how to correct for
overdispersion. A frequently used test is the Q-test, described by DerSimonian and Laird.42 A visual way to detect
overdispersion is by inspection of the deviance residual plots.43 Several methods are discussed to correct for
overdispersion by the random effect approach.36,38,40,41,44–46 The most used method is the DerSimonian–Laird
(methods of moment estimator) (DL [MM]) method.42 The random effect approach could be easily applied when
using a normal approximation of the binomial distribution to construct control limits. However, this approach
could not be implemented using exact binomial control limits. In addition to the random effect method, a
multiplicative approach could be used to detect overdispersion.3 This method could be implemented for exact
binomial control limit. However, using a multiplicative approach can lead to control limits that are overly inflated
near the origin, which could be avoided by Winsorising the estimate. In the multiplicative method, the
overdispersion factor ð’Þ is estimated by the mean standardised Pearson residuals (z-scores): ’̂ ¼ 1

k

PN
i¼1 z

2
i , with

zi the standard Pearson residuals zi ¼
yi��0ffiffiffiffiffiffiffiffiffiffiffi
VðYj�0Þ
p , Y the outcome measure and yi the outcome for patient i, �0

the benchmark value and k the number of hospitals.3 These values are winsorized, the 10% largest z-scores are
set to the 90% percentile and the 10% lowest z-scores are set to the 10% percentile. This approach estimates an
overdispersion factor, ’

_
. If there is no overdispersion, the value of ’

_
is close to one and the variable k ’

_
follows

a chi-squared distribution with k degrees of freedom, where k is the number of hospitals.
If a quality indicator demonstrates overdispersion in a particular reporting period, we advise to take steps to

improve correction for differences in patient characteristics and hospital policy choices and reduce registration
errors and bias before the next reporting period,3 even if they have approved inflating the control limits in the
current reporting period.

3.5 Step five: testing whether the values of quality indicators are associated
with institutional characteristics

A funnel plot is constructed based on the assumption that the benchmark and dispersion displayed by the control
limits hold for the whole sample of the population. A funnel plot can be used as a tool to identify a small
percentage of deviating institutions. It is not meant to be used to judge whether different groups of institutions
perform differently. For this reason, quality indicators can only be validly presented in funnel plots if there is no
association between the values of the quality indicator and hospital characteristics.3

As examples, we assume no association between outcome and volume, i.e. for small institutions a specific
quality indicator shows the same expectation and dispersion as for larger institutions. Furthermore, we assume
no association between outcome and predicted probability of mortality, i.e. institutions with more severely ill
patients. We therefore advise to test for an association between the values of the quality indicator and the number
of admissions qualifying for inclusion in the quality indicator, i.e. assuming that for small institutions a specific
quality indicator shows the same expectation and dispersion as for larger institutions. Furthermore, we advise to
test for an association between the values of the quality indicator and, if case-mix correction is used, the average
predicted probability of mortality. In addition, we advise to discuss the need for other tests internally, on policy
level, before constructing funnel plots for a particular reporting period.

These associations could be examined using binomial regression between the values of the quality indicator
and continuous or discrete hospital characteristics, with the quality indicator as dependent variable and the
hospital characteristic as independent variable. The Spearman’s rho test could also be used to examine
associations for continuous variables and the Kruskal–Wallis test could also be used to examine
associations between the quality indicator and categorical variables. However, these tests do not account
for differences in size of the institutions.

If there is a significant association between the values of the quality indicator and hospital characteristics, we
advise to reconsider funnel plot construction and to consider case-mix correction improvement or commissioning
separate funnel plots for different subgroups of hospitals, following the same distribution.

3.6 Step six: specifying how the funnel plot should be constructed

When constructing a funnel plot, the ways to present the measure of precision on the horizontal axis, the
benchmark, the control limits, and the shape between the control limits need to be specified. For the measure
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of precision, the number of cases (say patients or admissions) or the standard error of the estimate of the quality
indicator can be used. The benchmark value can be presented as a solid horizontal line. Control limits could be
presented by solid or dashed lines or coloured areas. Furthermore, horizontal or vertical gridlines or an
inconclusive zone could be added to the funnel plot.47

4 Statistical analysis plan for NICE quality indicators

In this section, we present our statistical analysis plan for producing funnel plots for the quality indicators for the
NICE registry. The structure of the plan is based on the six steps presented in section 3. Section 5 describes the
results of the analyses. In all of analyses, we viewed p< 0.05 as statistically significant. We performed the analyses
and produced the funnel plots using R statistical software, version 3.3.1 (R Foundation for Statistical Computing,
Vienna, Austria).48 We present the R code used in each step in the supplemental R markdown file.

4.1 Step one: defining policy level input

We produce funnel plots for two quality indicators, crude proportion of in-hospital mortality and standardised
in-hospital mortality rate for all ICU admissions; medical admissions; admissions following elective surgery; and
admissions following emergency surgery. The associated benchmarks were obtained from the empirical data
(internal) and equal to the value of the quality indicator over all included patients. These quality indicators
were based on data from the NICE registry for initial admissions for the crude proportion of in-hospital
mortality and admissions fulfilling the APACHE IV criteria20 for the standardised in-hospital mortality
rate of participating ICUs between 1 January and 31 December 2014. The funnel plots were to contain the
95% and 99% control limits constructed using exact binomial methods.3 These control limits reflect ‘moderate’
and ‘moderate to strong evidence’ against the null-hypothesis that the hospitals are performing as expected
given the value of the benchmark.49 We have permission from the board of directors to correct for
overdispersion.

4.2 Step two: checking the quality of models used for case-mix correction

We evaluated the performance of the recalibration of the APACHE IV prediction model for in-hospital mortality,
described in section 2, by obtaining the calibration, accuracy and discrimination of the model. First, we derived
weak calibration by examining the regression curve of the plot between the observed mortality and the predicted
mortality. Furthermore, we examined moderate calibration not entirely, but for 50 subgroups of predicted values.
We accept calibration as good enough, if there is no significant difference between the mean predicted and
observed probability of the event of interest or a calibration plot with an intercept of zero and slope of one.27

Second, we calculated the scaled Brier score. We decide to only use the quality indicator for presentation in a
funnel plot if the scaled Brier score is at least moderate, equal or larger than 0.16.28 For the discriminative ability,
we used the AUC curve and regarded values larger than 0.7 as acceptable.

If the prediction model does not show satisfactory performance according to the measures described above, we
did not construct the funnel plot for the quality indicator and first discuss the results and consequences with the
board of directors.

4.3 Step three: examining whether the number of observations
per hospital is sufficient

We plotted control limits for hospitals with enough admissions to provide at least 80% power50 to detect an
increase in proportion or standardised rate from the benchmark value to 1.5 times this value for an alpha of 0.05
(95% control limits) or 0.01 (99% control limits). If fewer than half of hospitals have enough admissions to fulfil
this criterion, we did not construct the funnel plot and first discuss the results and consequences with the board of
directors.

4.4 Step four: testing for overdispersion of the values of the indicator

We tested the values of quality indicators and inflated control limits for proportions and standardised rates for
overdispersion using the multiplicative approach with a Winsorised estimate of ð’̂Þ.3,51 If the value of the
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overdispersion factor was significantly greater than one, control limits were inflated by a factor of
ffiffiffî
’

p
around the

benchmark value.3 We did not shrink the control limits towards the benchmark value if the value of the
overdispersion factor was less than one.3

4.5 Step five: testing whether the values of quality indicators are associated
with institutional characteristics

We used binomial regression with the quality indicator as the dependent variable and the hospital characteristics as
the independent variable to test whether the values of the quality indicators were associated with institutional
characteristics. We examined associations between the values of the quality indicators and the number of
admissions, the mean probability of mortality, and whether a hospital was university affiliated; a teaching
hospital or a general hospital. If we find a significant association between the values of the quality indicator
and hospital characteristics, we do not present the funnel plot and first discuss the results and consequences with
the board of directors.

4.6 Step six: specifying how the funnel plot should be constructed

We placed the value of the quality indicator on the vertical axis and the number of ICU admissions included when
calculating the quality indicator on the horizontal axis. We presented each hospital as a small dot and the
benchmark value as a solid horizontal line. We present the control limits as dashed lines drawn from the
appropriate lower limit of number of admissions, as calculated in section 4.3 of this paper, to a value slightly
larger than the number of patients used to calculate the value of the quality indicator for the largest hospital. We
used different types of dashed line to differentiate between the 95% and 99% control limits.

5 Funnel plots for NICE registry quality indicators

In this section, we describe the results of the analysis plan described in section 4. For the motivating example, the
policy-level decisions of step 1 are described in section 4.1. Between 1 January and 31 December 2014, the NICE
registry contains 87,049 admissions to 85 hospitals for this period. We present a flow chart of exclusion criteria and
number of admissions used for each indicator in Figure 2. Table 1 describes the results of the different steps in the
process of funnel plot construction for each of the quality indicators and subgroups used in the motivating
example. The parameters for the recalibration used in this paper are presented in Table S1.

5.1 Quality indicator: crude proportion of in-hospital mortality

We included 81,828 ICU admissions, and the overall proportion of in-hospital mortality was 11.9% (range 3.6%
to 21.4%). For the purpose of this example, we omit the step of case-mix correction for crude hospital mortality.
There was significant overdispersion, (parameter 5.50; p< 0.01), which indicates that the control limits of the
funnel plot will need to be corrected for overdispersion. There was indication that the proportion of in-hospital
mortality was associated with the number of admissions (p< 0.01) and hospital type (p¼ 0.03). These results were
not satisfactory, and we do not recommend presenting the resulting funnel plot. However, to demonstrate the need
to correct for differences in patient characteristics of in-hospital mortality as outcome indicator, the funnel plot is
presented in Figure 3.

5.2 Quality indicator: standardised in-hospital mortality rate for all ICU admissions

We included 75,315 ICU admissions fulfilling the APACHE IV inclusion criteria. By definition, the overall
recalibrated standardised rate was 1.00 (range over hospitals 0.51–1.51). According to the criteria defined at
section 4.2, the quality of the case-mix correction was satisfactory. Supplemental figure S2 present calibration
plots based on ICUs, for different subgroups. The 95% control limits could not be presented for 8 (9%) hospitals
for the 95% control limits and 24 (28%) hospitals for 99% control limits, due to small sample size. There was
significant overdispersion (parameter 2.45; p< 0.01), meaning the control limits of the funnel plot need to be
corrected for overdispersion. There was no association between the standardised mortality rate and the number of
admissions; the average predicted probability of mortality; or hospital type. These results are satisfactory and we
present the resulting funnel plot in Figure 4. The funnel plot for this indicator shows that eight hospitals (9.5%)
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fall outside the 95% control limits (expected for Poisson distribution: 0.05� 84¼ 4.2) and two hospitals (2.3%) fall
outside the 99% control limits (expected for Poisson distribution: 0.01� 84¼ 0.84).

5.3 Quality indicator: standardised in-hospital mortality rate for medical admissions

We included 34,829 ICU admissions fulfilling the APACHE IV inclusion criteria and are medical admissions. The
overall recalibrated standardised rate was 1.00 (range 0.50–1.62) For step 2, the coefficients of the regression line
through the calibration curve were not satisfactory, a¼ 0.04 (0.02–0.07) and b¼ 0.74 (0.60–0.88) across ICUs. The
overdispersion parameter was significant (parameter 1.71; p< 0.01). Testing whether the values of quality
indicators are associated with institutional characteristics the standardised mortality rate was associated with
the average predicted probability of mortality (relative odds ratio 0.23; p< 0.01), see Figure S3. Based on the
strict requirements defined in steps 2 and 5 in section 4, we recommend to not present the funnel plot for this
indicator and first discuss the results and consequences with the board of directors.

5.4 Quality indicator: standardised in-hospital mortality rate for admissions following
emergency surgery

We included 9,032 ICU admissions fulfilling the APACHE IV inclusion criteria following emergency surgery. The
overall recalibrated standardised rate was 1.00 (range 0.25–1.99). For step 2, the coefficients of the regression line
through the calibration curve across ICUs (a¼ 0.04 (0.00–0.07) and b¼ 0.75 (0.51–0.98)) and across 50 subgroups
of predicted mortality (a¼ 0.04 (0.00–0.07) and b¼ 0.75 (0.51–0.98)) were not satisfactory. The number of
admissions was not satisfactory for, respectively, 68 (80%) ICUs for 95% control limits and for 74 (87%)
ICUs for 99% control limits. Furthermore, the overdispersion parameter was not significant and we did not
find significant associations between the value of the quality indicator and hospital characteristics. Since the
quality of the case-mix correction and the number of admissions per ICU was not satisfactory, we do not
present the funnel plot.

Figure 2. Flowchart illustrating the inclusion and exclusion criteria for entry into the study for proportion of mortality, standardised

mortality rate and standardised readmission rate.
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5.5 Quality indicator: standardised in-hospital mortality rate
for admissions following elective surgery

We included 31,454 ICU admissions following elective surgery fulfilling the APACHE IV inclusion criteria. The
overall standardised rate was 0.99 (range 0.00–3.32). For step 2, the coefficients of the regression line through the
calibration curve across ICUs (a¼ 0.01 (0.00–0.02) and b¼ 0.75 (0.51–0.98)) and across 50 subgroups of predicted
mortality (a¼ 0.02 (�0.00–0.05) and b¼ 0.77 (0.68–0.86)) were not satisfactory. The number of admissions was
not satisfactory for, respectively, 79 (93%) ICUs for 95% control limits and for 84 (99%) ICUs for 99% control
limits. The scaled brier score was 0.12, weak, and concordance statistic was 0.85. The overdispersion parameter
was not significant. We did find a significant relationship between the quality indicator and the average predicted
probability (relative odds ratio 0.00; p¼ 0.01). We do not present the funnel plot, since the prediction model did
not satisfy our requirement and the number of admissions per ICU was not satisfactory.

Figure 3. Funnel plot for the crude proportion of in-hospital mortality. The value of the quality indicator is presented on the vertical

axis and the number of ICU admissions included when calculating the quality indicator is presented on the horizontal axis. Small dots

represent ICUs and the solid line represent the benchmark value. Dashed lines represent control limits, different types of dashed line

are used to differentiate between the 95% and 99% control limits.
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6 Discussion and concluding remarks

We have presented guidelines for producing funnel plots for the evaluation of binary quality indicators, such as
proportions, risk-adjusted rates and standardised rates, in hospitals and other healthcare institutions. Our
guidelines focused on six steps: (1) policy (board of directors) level input; (2) checking the quality of prediction
models used for case-mix correction; (3) ensuring that the number of observations per hospital is sufficient;
(4) overdispersion of quality indicators; (5) examining associations between the values of quality indicators and
hospital characteristics; and (6) funnel plot construction. We expect that our guidelines will be useful to data
analysts and registry employees preparing funnel plots and striving to achieve consistency in funnel plot
construction over projects, employees and time.

We illustrated these six steps using data from ICU admissions recorded in the NICE registry. We performed all
of the steps for two quality indicators: crude proportion of in-hospital mortality; and standardised in-hospital
mortality rate for four subgroups of patients all ICU admissions; medical admissions; admissions following

Figure 4. Funnel plot for the APACHE IV standardised in-hospital mortality rate for all ICU admissions, control limits inflated for

overdispersion. The value of the quality indicator is presented on the vertical axis and the number of ICU admissions included when

calculating the quality indicator is presented on the horizontal axis. Small dots represent ICUs and the solid line represents the benchmark

value. Dashed lines represent control limits, different types of dashed lines are used to differentiate between the 95% and 99% control limits.
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elective surgery; and admissions following emergency surgery. Our results showed that it was appropriate to
develop funnel plots for standardised in-hospital mortality rate for all ICU admissions, but not for the other
three subgroups based on admission type.

There are three main strengths of our work. First, we provide a framework, in which standard operating
procedures involving the construction of funnel plots are described. These standard operating procedures are
important, for example, for certification of a registration. Second, although previous studies on funnel plots have
been published,3,23,32 we brought together literature on many aspects of the development of funnel plots. Third, we
used a large-scale real life data problem as a motivating example. This means that we have encountered and
considered practical, rather than just theoretical, aspects of funnel plot production.

Our study also has three main limitations. First, we only considered funnel plots for binary quality indicators
and not for other types of data, such as normally and non-normally distributed continuous quality indicators.
Second, we preformed no internal or external tests to assess the usability of our approach. Future research should
use data from another registry to conduct external usability tests on our guidelines.

Data analysts presenting funnel plots should be aware of small number of events and of small hospitals when
presenting binary quality indicators. We based our choice on the number of admissions needed to provide enough
power (80%) to detect an increase in proportion or standardised rate from the benchmark value to 1.5 times this
value. In this choice, we were relatively conservative. Furthermore, we recommended the use of binary control
limits compared to examining control limits using an approximation to the binomial distribution, such as the
normal distribution. Literature shows that the normal approximation to the binomial distribution is good for
np(1� p)� 5 if jzj � 2.5, with n the overall sample size, p the proportion of events and z the z-score of the normal
distribution (jzj ¼ 2.5 for two-sided 95% control limits),37 which lead to lower values of number of sample size for
our example. This study does not contain guidelines for funnel plots for quality indicators based on other types of
data, including normally and non-normally distributed continuous data. Control limits for normally distributed
outcomes can be derived analytically, but control limits for non-normally distributed outcomes, such as ICU
length of stay,52 can be difficult to derive analytically. Hence, the potential role of alternative methods, such as
resampling,53 in obtaining control limits needs to be developed further. In addition, data visualisation researchers
should investigate the optimal way to present the information, including control limits, in funnel plots. Although
this study presents guidance on constructing funnel plots for quality assessment in hospitals and other healthcare
institutions or individual care professionals, we expect that this guidelines could also be used for institutions
outside the healthcare settings.

Acknowledgements

We would like to thank Ferishta Raiez, Willem Jan ter Burg, Nick Chesnaye, Anita Ravelli and Koos Zwinderman for their

valuable discussions and remarks during the process of writing this paper and demonstrating registry examples. We thank the

NICE registry and its participating ICUs for providing us data for the motivating example.

Declaration of conflicting interests

The author(s) declared no potential conflicts of interest with respect to the research, authorship, and/or publication of this

article.

Funding

The author(s) disclosed receipt of the following financial support for the research, authorship, and/or publication of this article:

Drs. Verburg, Dr de Keizer and Dr Holman’s institutions received grant support and support for participation in review

activities from the National Intensive Care Evaluation (NICE) Foundation (The NICE Foundation pays the department of

Medical Informatics for maintaining the national database, providing feedback reports, and doing analyses; Drs Verburg, de

Keizer, and Holman are employees of the Department of Medical Informatics). de Keizer is a member of the board of the

NICE Foundation.

Supplemental material

Supplemental material is available for this article online.

3364 Statistical Methods in Medical Research 27(11)



References

1. Goldstein H and Spiegelhalter DJ. League tables and their limitations: statiatical issues in comparisons of institutional

performance. J Royal Stat Soc 1996; 159: 385–444.
2. Kolfschoten NE, Kievit J, Gooiker GA, et al. Focusing on desired outcomes of care after colon cancer resections; hospital

variations in ‘textbook outcome’. Eur J Surg Oncol 2013; 39: 156–163.
3. Spiegelhalter DJ. Funnel plots for comparing institutional performance. Stat Med 2005; 24: 1185–202.
4. Dutch National Intensive Care Evaluation (NICE) foundation. Data in beeld, http://www.stichting-nice.nl/datainbeeld/

public (2014).
5. Rakow T, Wright RJ, Spiegelhalter DJ, et al. The pros and cons of funnel plots as an aid to risk communication and

patient decision making. Br J Psychol 2015; 106: 327–348.

6. Mayer EK, Bottle A, Rao C, et al. Funnel plots and their emerging application in surgery. Ann Surg 2009; 249: 376–383.
7. Coory M, Duckett S and Sketcher-Baker K. Using control charts to monitor quality of hospital care with administrative

data. Int J Qual Health Care 2008; 20: 31–39.
8. Dover DC and Schopflocher DP. Using funnel plots in public health surveillance. Popul Health Metr 2011; 9: 58–69.
9. Few S and Rowell K. Variation and its discontents: funnel plots for fair comparisons. Visual Business Intelligence

Newsletter 2013.
10. Grant SW, Grayson AD, Jackson M, et al. Does the choice of risk-adjustment model influence the outcome of surgeon-

specific mortality analysis? A retrospective analysis of 14 637 patients under 31 surgeons. BMJ 2015; 94: 37–43.
11. Griffen D, Callahan CD, Markwell S, et al. Application of statistical process control to physician-specific emergency

department patient satisfaction scores: a novel use of the funnel plot. Acad Emerg Med 2012; 19: 348–355.

12. Tighe D, Sassoon I, Kwok A, et al. Is benchmarking possible in audit of early outcomes after operations for head and neck

cancer? Br J Oral Maxillofac Surg 2014; 52: 913–921.
13. Dutch National Intensive Care Evaluation (NICE) foundation, www.stichting-nice.nl (2014, accessed 13 March 2017).

14. Public Health Observatories (PHOs), http://www.apho.org.uk/resource (2013, accessed 13 March 2017).
15. Australian and New Zealand Intensive Care Society, www.anzics.com.au/ (2014, accessed 13 March 2017).
16. Canadian Institute for Health Information https://www.cihi.ca/en (2015, accessed 13 March 2017).

17. Scottisch Intensive Care Society. www.scottishintensivecare.org.uk (2015, accessed 13 March 2017).
18. Brinkman S, Abu-Hanna A, van der Veen A, et al. A comparison of the performance of a model based on administrative

data and a model based on clinical data: effect of severity of illness on standardized mortality ratios of intensive care units.

Crit Care Med 2012; 40: 373–378.
19. Lemeshow S, Teres D, Avrunin JS, et al. Refining intensive care unit outcome prediction by using changing probabilities of

mortality. Crit Care Med 1988; 16: 470–477.
20. Zimmerman JE, Kramer AA, McNair DS, et al. Acute Physiology and Chronic Health Evaluation (APACHE) IV:

hospital mortality assessment for today’s critically ill patients. Crit Care Med 2006; 34: 1297–1310.
21. van de Klundert N, Holman R, Dongelmans DA, et al. Data Resource Profile: the Dutch National Intensive Care

Evaluation (NICE) Registry of Admissions to Adult Intensive Care Units. Int J Epidemiol 2015; 44: 1850–h.
22. Stevens P and Pooley R. Essentials of state and activity diagrams. Using UML: software engineering with objects and

components. United Kingdom: Addison-Wesley, 1999, p.239.

23. Manktelow BN and Seaton SE. Specifying the probability characteristics of funnel plot control limits: an investigation of

three approaches. PLoS One 2012; 7: e45723.
24. Feller W. Theorem for random variables with infinite moments. Am J Math 1946; 68: 257–262.

25. Verburg IW, de Keizer NF, Holman R, et al. Individual and clustered rankability of ICUs according to case-mix-adjusted

mortality. Crit Care Med 2015; 44: 901–909.

26. Steyerberg EW, Vickers AJ, Cook NR, et al. Assessing the performance of prediction models: a framework for traditional

and novel measures. Epidemiology 2010; 21: 128–138.
27. Van Calster BND, Vergouwe Y, De Cock B, et al. A calibration hierarchy for risk models was defined: from utopia to

emperical data. J Clin Epidemiol 2016; 74: 167–176.
28. Divaris K, Vann WF, Baker AD, et al. Examining the accuracy of caregivers’ assessments of young children’s oral health

status. J Am Dent Assoc 2012; 143: 1237–1247.
29. Mehdi T, Bashardoost N and Ahmadi M. Kernel smoothing for ROC curve and estimation for thyroid stimulating

hormone. Int J Public Health 2011; 236 Special issue: 239–242.
30. Austin PC and Reeves MJ. The relationship between the C-statistic of a risk-adjustment model and the accuracy of

hospital report cards: a Monte Carlo Study. Med Care 2013; 51: 275–284.

31. Seaton SE, Barker L, Lingsma HF, et al. What is the probability of detecting poorly performing hospitals using funnel

plots? BMJ Qual Saf 2012; 22: 870–876.
32. Seaton SE and Manktelow BN. The probability of being identified as an outlier with commonly used funnel plot control

limits for the standardised mortality ratio. BMC Med Res Methodol 2012; 12: 98–106.
33. Spiegelhalter DJ. Handling over-dispersion of performance indicators. Qual Saf Health Care 2005; 14: 347–351.

34. Dean CB. Overdispersion in Poisson and Binomial Regression Models. J Am Stat Assoc 2015; 87: 451–457.

Verburg et al. 3365

http://www.stichting-nice.nl/datainbeeld/public
http://www.stichting-nice.nl/datainbeeld/public
https://www.stichting-nice.nl
http://www.apho.org.uk/resource
www.anzics.com.au/
https://www.cihi.ca/en
www.scottishintensivecare.org.uk


35. Hinde J and Demétrio CGB. Overdispersion: models and estimation. Computat Stat Data Anal 1998; 27: 151–170.
36. IntHout J, Loannidis JPA and Borm GF. The Hartung–Knapp–Sidik–Jonkman method for random effects meta-

analysis is straightforward and considerable outperforms the standard DerSimonian–Laird method. Med Res Methodol

2014; 14: 25–37.
37. Pratt JW. A normal approximation for binomial, F, Beta, and other common, related tail probabilities, II. J Am Stat Assoc

1968; 63: 1457–1483.
38. Sidik K. Simple heterogeneity variance estimation for meta-analysis. Appl Stat 2005; 54: 367–384.

39. Spiegelhalter D. Statistical methods for healthcare regulation: rating, screening and surveillance. J Royal Stat Soc 2012;
175: 1–47.

40. Veroniki AS and Georgia (eds) Methods to estimate the heterogeneity variance, its uncertainty and to draw inference on the

metaanalysis summary effect. Cochrane Colloquium; 2013 23/09/2013. Quebec: European Research Council.
41. Viechtbauer W. Bias and efficiency of meta-analytic variance estimators in the random-effects model. Am Educ Res Assoc

2005; 30: 261–293.

42. DerSimonian R and Laird N. Meta-analysis in clinical trials. Control Clin Trials 1986; 7: 177–188.
43. Hinde J and Demétrio CGB. Overdispersion: models and estimation. Computat Stat Data Anal 1998; 27: 151–170.
44. Smith TC, Spiegelhalter DJ and Thomas A. Bayesian approaches to random-effects meta-analysis: a comparative study.

Stat Med 1995; 14: 2685–2699.
45. Hartung J, Argac D and Makambi K. Homogeneity tests in meta-analysis. In: Meta-Analysis: new developments and

applications in medical and social sciences, Hogrefe and Huber, USA, 2003, pp.3–20.
46. Scrucca L. qcc: an R package for quality control charting and statistical process control. R News 2004; 4: 7.

47. Aelvoet W. Community-acquired pneumonia (CAP) hospitalizations and deaths: is there a role for quality improvement
through inter-hospital comparisons? Int J Qual Health Care 2016; 28: 22–32.

48. Development Core Team R. A language and environment for statistical computing. 2.15.1 ed. Vienna, Austria: R

Foundation for Statistical Computing, 2005.
49. Goodman SN. Toward evidence-based medical statistics. 2: the Bayes factor. Ann Intern Med 1999; 130: 1005–1013.
50. Bland JM. The tyranny of power: is there a better way to calculate sample size? BMJ 2009; 339: b3985.

51. Aregay M, Shkedy Z and Molenberghs G. Comparison of additive and multiplicative bayesian models for longitudinal
count data with overdispersion parameters: a simulation study. Commun Stat-Simul Computat 2015; 44: 454–473.

52. Verburg IW, de Keizer NF, de Jonge E, et al. Comparison of regression methods for modeling intensive care length of stay.
PLoS One 2014; 9: e109684.

53. Field CA and Welsh AH. Bootstrapping clustered data. J Royal Stat Soc 2007; 69: 369–390.

3366 Statistical Methods in Medical Research 27(11)


