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Abstract 

Background The association between MicroRNAs (miRNAs) and diseases is crucial in treating and exploring many 
diseases or cancers. Although wet-lab methods for predicting miRNA-disease associations (MDAs) are effective, 
they are often expensive and time-consuming. Significant advancements have been made using Graph Neural 
Network-based methods (GNN-MDAs) to address these challenges. However, these methods still face limitations, such 
as not considering nodes’ deep-level similarity associations and hierarchical learning patterns. Additionally, current 
models do not retain the memory of previously learned heterogeneous historical information about miRNAs or dis-
eases, only focusing on parameter learning without the capability to remember heterogeneous associations.

Results This study introduces the K-means disentangled high-level biological similarity to utilize potential hierarchical 
relationships fully and proposes a Graph Attention Heterogeneous Biological Memory Network architecture (DiGAMN) 
with memory capabilities. Extensive experiments were conducted across four datasets, comparing the DiGAMN model 
and its disentangling method against ten state-of-the-art non-disentangled methods and six traditional GNNs. DiGAMN 
excelled, achieving AUC scores of 96.35%, 96.10%, 96.01%, and 95.89% on the Data1 to Data4 datasets, respectively, surpass-
ing all other models. These results confirm the superior performance of DiGAMN and its disentangling method. Additionally, 
various ablation studies were conducted to validate the contributions of different modules within the framework, and’s 
encoding statuses and memory units of DiGAMN were visualized to explore the utility and functionality of its modules. Case 
studies confirmed the effectiveness of DiGAMN’s predictions, identifying several new disease-associated miRNAs.

Conclusions DiGAMN introduces the use of a disentangled biological similarity approach for the first time and suc-
cessfully constructs a Disentangled Graph Attention Heterogeneous Biological Memory Network model. This network 
can learn disentangled representations of similarity information and effectively store the potential biological entan-
glement information of miRNAs and diseases. By integrating disentangled similarity information with a heterogene-
ous attention memory network, DiGAMN enhances the model’s ability to capture and utilize complex underlying 
biological data, significantly outperforming many existing models. The concepts used in this method also provide 
new perspectives for predicting miRNAs associated with diseases.
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Introduction
MicroRNAs (miRNAs) are non-coding RNA molecules 
that regulate gene expression post-transcriptionally, 
impacting various biological processes [1–3]. Numerous 
studies have indicated that their dysregulation is associ-
ated with various diseases [4, 5]. For example, miR-636 
has been shown to regulate cystic fibrosis inflamma-
tion [6]. Additionally, the 3p axis of miR-124 has been 
found to regulate the progression of gastric cancer cells 
[7]. Therefore, identified miRNA-disease associations 
(MDAs) can be important biomarkers for disease diag-
nosis [8, 9]. MDAs also contribute to understanding the 
underlying pathological mechanisms of various complex 
diseases [10, 11]. Conventional methods for identify-
ing disease-associated miRNAs typically involve wet lab 
experiments [6, 7, 12]. However, wet lab validation of 
unknown MDAs is labor-intensive and limited in scope 
[12]. Therefore, efficient and cost-effective computational 
models provide the means for large-scale prediction of 
potential MDAs [12, 13].

Previous scholars have comprehensively reviewed tasks 
related to miRNA-disease associations (MDAs). For 
example, Huang et  al. [14] reviewed 29 state-of-the-art 
models and classified computational models for MDA 
prediction into categories based on whether they inte-
grated various data sources. They discussed the progress 
made since 2017 in overcoming the challenges of effec-
tive MDA prediction and analyzed the advantages and 
disadvantages of each model category within the pro-
posed classification. Further, they recommended a feasi-
ble evaluation workflow for MDAs tasks based on their 
analysis results and also discussed the potential chal-
lenges encountered in MDAs tasks [15]. Additionally, 
they summarized recent experimental findings related 
to common miRNA-associated diseases and provided 
updates on miRNA-related databases, including new 
releases since 2017 [16]. Chen et  al. [17] discussed in 
detail the functions of miRNAs, miRNA-target interac-
tions, miRNA-disease associations, and some signifi-
cant publicly available miRNA-related databases. They 
reviewed 20 state-of-the-art computational models for 
predicting miRNA-disease associations from various per-
spectives, offering many unique insights.

To rapidly identify potential associations between 
miRNAs and diseases, many scholars have proposed 
computational methods to predict MDAs [18–20]. Perez-
Iratxeta et al. [18] developed an algorithm that prioritizes 
genes based on their potential associations with genetic 
diseases in specific chromosomal regions. The algo-
rithm integrates data mining from biomedical databases 
and gene sequence analysis. Xu et  al. [19] proposed a 
miRNA prioritization approach that leverages the func-
tional similarities between miRNA target genes, derived 

from matched miRNA and mRNA expression datasets, 
and known disease genes. Chen et al. [20] developed the 
Within and Between Score for MiRNA-Disease Asso-
ciation (WBSMDA) model to predict potential miRNAs 
associated with various complex diseases. WBSMDA 
integrates known miRNA-disease associations and multi-
ple similarity networks, making it particularly suitable for 
diseases without any known miRNA associations. These 
methods generally suffer from low accuracy. To improve 
accuracy, many studies have proposed similarity-based 
methods to predict miRNA-disease associations [21–30]. 
In these methods, miRNAs’ sequence and functional 
information are used to measure the similarity between 
miRNAs. In contrast, semantic and functional details on 
diseases are used to measure the similarity between dis-
eases. Chen et al. [21] developed a method using global 
network similarity measures with a restarted random 
walk to predict new miRNA-disease associations. Xuan 
et al. [22] designed a new method that combines a novel 
miRNA similarity and disease similarity measurement 
with weighted k-nearest neighbors to explore potential 
miRNA-disease associations. Shi et  al. [23] built a het-
erogeneous network based on known miRNA-disease 
association information to identify co-regulated parts 
of miRNA-disease associations from a protein–protein 
interaction network perspective, obtaining potential 
scores for miRNA-disease associations. Furthermore, 
Lan et  al. [24] introduced kernelized Bayesian matrix 
factorization as a method for identifying miRNA-disease 
associations. More recently, More recently, Chen et  al. 
[27] combined neighborhood constraints with matrix 
completion algorithms (NCMCMDA) to assist in pre-
dicting unknown associations. Liu et  al. [30] integrated 
multi-channel encoding similarities to predict MDAs. 
Jiao et  al. [12] proposed using a multi-kernel learning 
(MKL) algorithm to construct comprehensive miRNA 
and disease similarities.

However, these methods do not consider the deep sim-
ilarity connections between miRNA and disease nodes 
or the model’s hierarchical learning of biological nodes. 
Therefore, we introduce disentangled similarity represen-
tations of miRNAs and diseases to obtain deep similar-
ity connections and enable the model to adaptively learn 
node information hierarchically [31–33].

Methods for modeling MDAs based on machine learn-
ing and graph deep learning have achieved significant 
success [34]. Using traditional machine learning meth-
ods, Zhao et  al. [35] developed an adaptive boosting 
method that integrates weak classifiers into a robust clas-
sifier for reliable predictions. Chen et  al. [36] another 
ensemble learning algorithm was proposed using deci-
sion tree ensembles to improve MDA predictive perfor-
mance. These methods have somewhat promoted MDA 
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prediction tasks, but they were quickly replaced by deep 
learning. In deep autoencoding and matrix decompo-
sition, Ji et  al. [37] developed a predictive framework 
named AEMDA by using regression models to extract 
features in the miRNA-disease space and inputting them 
into deep autoencoders. Zhou et  al. [38] demonstrated 
the advantages of multi-kernel learning by predicting 
miRNA-disease associations through deep autoencod-
ers with multiple-kernel learning. They also proposed a 
bipartite graph-based collaborative matrix factorization 
method to predict miRNA-disease associations, effec-
tively addressing the problem of data sparsity [39]. Ding 
et  al. [40] enhanced model robustness by predicting 
miRNA-disease associations based on multi-view vari-
ational graph autoencoder and matrix factorization. Li 
et al. [41] designed a model with neural inductive matrix 
completion capabilities to identify candidate MDAs. 
Li et  al. [42] proposed a graph autoencoder model for 
miRNA-disease association prediction, effectively cap-
turing information in graph structures. For multimodal 
information fusion and deep learning methods, Lou et al. 
[43] improved the utilization of multimodal data by pre-
dicting miRNA-disease associations through learning 
multimodal networks and fusing mixed neighborhood 
information. Bai et  al. [44] demonstrated the effective-
ness of multimodal information fusion by combining 
miRNA-disease associations and graph convolutional 
networks to predict miRNA subcellular localization 
(DAmiRLocGNet). Luo et al. [45] proposed a new model 
named TDMDA by introducing tensor decomposition-
based methods and auxiliary information to integrate 
multi-type data for MDA identification, effectively pre-
dicting MDA tasks.

Based on Graph Convolutional Networks (GCN) and 
attention mechanisms, Tang et  al. [46] proposed the 
MMGCN model, using a multi-channel attention mecha-
nism to fuse key features extracted from various informa-
tion sources, enhancing model performance. Zhong et al. 
[47] demonstrated the integration capabilities of multiple 
graph models by predicting miRNA-disease associations 
based on graph random propagation networks and atten-
tion networks. Attention mechanisms can automatically 
assign weights to different nodes, thus improving the 
results. Using hypergraph networks, some scholars have 
proposed many models to predict MDAs. For example, 
Wang et al. [48] demonstrated the potential of hypergraph 
learning by predicting miRNA-disease associations based 
on hypergraph learning with high-dimensional features. 
Liang et al. [49] further improved predictive performance 
by combining graph and hypergraph convolutional net-
works to predict miRNA-disease associations. Chang 
et  al. [50] introduced Hyper GCN, using supernodes to 
construct a miRNA-disease heterogeneous hypergraph, 

and proposed the HGSMDA method, using GCNs to 
extract information from different perspectives to pre-
dict associations between miRNAs and diseases. Ning 
et  al. [51] achieved higher prediction accuracy by intro-
ducing multi-view similarity networks and hypergraph 
learning to identify miRNA-disease associations (AMH-
MDA). In summary, these hypergraph methods improve 
model performance by introducing new supernodes and 
hyperedges. In heterogeneous graph learning, Zhou et al. 
[52] proposed a universal prediction method for poten-
tial miRNA-disease associations based on heterogene-
ous graph learning, proving the broad applicability of 
heterogeneous graph learning. Chen et al. [53] proposed 
the MDHGI model for miRNA-disease association pre-
diction based on matrix decomposition and heterogene-
ous graph inference, effectively integrating heterogeneous 
data sources. Wang et  al. [54] developed an MSHGAN-
MDA model based on meta-subgraph heterogeneous 
graph attention networks for miRNA-disease association 
prediction, further improving predictive performance. Li 
et al. [55] proposed a new model for miRNA-disease asso-
ciation prediction based on heterogeneous graph convolu-
tional networks, demonstrating the potential applications 
of heterogeneous graphs. Peng et  al. [56] introduced a 
gene layer to construct a miRNA-gene-disease heteroge-
neous network. They designed a multi-relational graph 
convolutional network model (HGCNMDA) to predict 
miRNA-disease associations from the heterogeneous net-
work. These heterogeneous graph learning methods can 
learn heterogeneous information about miRNA-disease, 
enhancing prediction accuracy. Combining graph neural 
networks and traditional machine learning methods, Yang 
et al. [57] proposed an effective prediction method based 
on multiple graph convolutional networks and random 
forests. Jiao et al. [12] used graph attention-deep autoen-
coders to learn similarity information between miRNAs 
and diseases, which can also predict MDA well.

Additionally, based on some unique deep learn-
ing methods, Chen et  al. [58] proposed a potential 
miRNA-disease association prediction model based on 
deep belief networks, proving the applicability of deep 
belief networks. Ha et  al. [59] proposed a node2vec-
based neural collaborative filtering method for predict-
ing miRNA-disease associations, demonstrating the 
advantages of collaborative filtering. Huang et  al. [60] 
demonstrated the powerful functions of tensor decom-
position by predicting multiple types of miRNA-disease 
associations through relationally constrained tensor 
decomposition.

Despite the significant achievements of these deep 
learning methods in exploring MDAs, they often over-
look the complex historical dependencies between the 
encoded latent factors of miRNAs and diseases captured 
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by parameterized memory. Many studies have shown 
that deep memory networks have significant advantages 
in specific association prediction tasks [33, 61, 62]. For 
example, the Social Attentional Memory Network can 
capture the attention shared by nodes at various aspects 
[61]. Moreover, memory-augmented message passing 
can automatically extract latent semantic associations 
[33]. New memory-augmented message propagation 
and aggregation schemes in graph neural architectures 
automatically incorporate semantic associations into 
the representations of nodes [62]. Our proposed Heter-
ogeneous Memory Network can effectively capture the 
interdependencies between latent hierarchical biologi-
cal factors by utilizing aggregated memory in multiple 
latent representation spaces. Meanwhile, considering 
the problem of assigning different weights to different 
nodes, we introduced a graph attention mechanism to 
solve this issue.

In conclusion, this study constructs the Disentangled 
Graph Attention Heterogeneous Biological Memory 
Network (DiGAMN), which uses the K-means method 
[29] to disentangle the high-order hierarchical similar-
ity information of miRNAs and diseases and then learns 
the dependencies of latent hierarchical biological fac-
tors using a heterogeneous memory network with aggre-
gated graph attention embeddings. DiGAMN effectively 
learns relevant node information and disentangles simi-
larity information, thus capturing the interdependencies 
between latent biological factors. This method enhances 
the model’s ability to reconstruct subtle historical rela-
tionships, thereby helping to predict MDAs more accu-
rately. We comprehensively compared DiGAMN with 
various MDA models based on different methods, vali-
dated the effectiveness of the DiGAMN model, and 
conducted a detailed analysis of each part of DiGAMN. 
Figure 1 details the workflow of DiGAMN.

Materials and methods
miRNA Sequence Similarity
The Needleman-Wunsch algorithm [63] is employed to 
construct the initial miRNA sequence similarity matrix, 
denoted as Rs . We eliminate the randomization of simi-
larity values through the typical similarity correlation 
matrix NRs(mRa,mRb) [57].

where the notation mR represents miRNA. Rmin
s  repre-

sent the minimum similarity values in Rs , SM ∈ Rm×m is 
represented by the sequence similarity among m different 

(1)SM(mRa,mRb) =
Rs(mRa,mRb)− Rmin

s

1− Rmin
s

miRNAs, mRa and mRb represent two different miRNA 
sequences, denoted as a and b.

Disease semantic similarity
Disease semantic similarity assesses the similarity 
between diseases by comparing their semantic relation-
ships. Inspired by Yang et al. [57], disease semantic simi-
larity can be calculated using Directed Acyclic Graphs 
(DAGs). The DAGs of disease K are represented as Dk , 
and the semantic block is denoted as m.

In Eq. 2, a semantic attenuation factor � is set to 0.5. 
Equation 3 calculates the similarity between diseases Disa 
and Disb . Where n represents the number of diseases, 
SD ∈ Rn×n is the semantic similarity matrix.

In addition to sequence and semantic similarity, other 
researchers also employ Gaussian similarity, functional 
similarity, and other measures [12, 48–50].

K‑means disentangle similarity
After capturing the similarity information of miRNA 
sequences ( SM ) and disease semantic similarity informa-
tion ( SD ), we use the K-means [64] method to disentan-
gle the similarity information. Initially, K initial similarity 
cluster centroids are selected, and each sample is assigned 
to the disentangled category represented by the nearest 
cluster centroid. Then, the K-means algorithm is trained. 
The K-means clustering categories and their correspond-
ing miRNA or disease are constructed into a graph (as 
shown in Fig. 1(a)). The disentangling categories (DimR) 
of miRNAs are constructed as nodes NDimR , and miRNA 
is connected to its corresponding category as edges 
EDimR , NmR represents the node of miRNA:

Similarly, for Disease, the disentangling categories 
(DiDis) are constructed as nodes NDiDis , and they are 
connected to their corresponding categories as edges 
EDiDis , NDis represents the node of Disease:

(2)
Dk (m) = 1

Dk (m) = max �× Dk m′ |m′ ∈ childrenofm

m = K

m �= K

(3)

SD(Disa,Disb) =

∑

m∈Da∩Db
(Disa(m)+ Disb(m))

∑

m∈Da
Disa(m)+

∑

m∈Db
Disb(m)

(4)GDimR =< NmR,NDimR,EDimR >

(5)GDiDis =< NDis,NDiDis,EDiDis >
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Fig. 1 Flowchart of DiGAMN for MDAs prediction. a Process and schematic diagram of data processing and disentangling similarity. b Overview 
of the entire model workflow, including the Adaptive Encoder module, multi-layer GAMN module, and the loss function used for training. 
c The GAMN module comprises graph attention and its Sum Aggregation, memory units for biological information (miRNA-Disease, etc.), 
and the HyperBias module
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Adaptive disentangled encoding layer
The Adaptive Coding Layer is a technique used in neu-
ral networks for adaptive feature representation. It aims 
to learn an efficient feature representation adapted to the 
input data and task by encoding and decoding it. Tradi-
tional neural network models typically use fixed feature 
representations, which may work well for some functions 
but may be less effective when faced with different data 
types or tasks. The introduction of the Adaptive Coding 
Layer aims to address this issue by automatically learning 
feature representations of the data. By utilizing an adap-
tive network to encode the node information of miRNA 
and Disease, all types of nodes need to be constructed 
together to form an encodable combination of all nodes:

Additionally, to integrate disentangled information 
with associative information, it is necessary to construct 
a comprehensive matrix:

Then the comprehensive graph Gall:

Perform adaptive encoding operations on all nodes:

In the above formula, W represents learnable parameters, 
h represents the length of the autoencoder, which is also 
the length of v. vi represents the encoding of the i-th node.

Aggregate graph attention layer
For each node in the graph Gall , represented as 
vi ∈ VL

(node) , the Attention update formula [64] based on 
the adjacency matrix is as follows:

(6)Nall = [NmR U NDiS U NDiMR U NDiDis],

(7)A′ ==









A

AT
EDimR

EDiDis
ET
DimR

ET
DiDis









(8)Gall =< Nall ,A
′ >

(9)V(node) =











v1
v2
v3
. . .

vn











= Wh
NT
all

= Adapt
�

NT
all

�

(10)Attentionl(vli) =

N
∑

j=1

αl
ijW

lvlj

In the above formula, α is a learnable weight vector, 
LeakyReLU is a rectified linear unit activation function 
with a negative slope, "||" denotes vector concatenation 
operation, W is a learnable weight matrix, l denotes the 
layer of aggregated attention, vli represents the encoding 
for the node, where v1i ∈ V(node).

Subsequently, a multi-head graph Attention is aggre-
gated by summation operation:

where l = −1, which indicates the last layer of aggre-
gated Attention.

Heterogeneous biological memory network layer
The memory network layer can store and retrieve past 
information, enabling the network to handle association 
data and long-term dependencies [33, 61, 62] better. The 
computation formula for the Heterogeneous Memory 
Network is as follows:

where, t stands for the target node of edges in the 
biological association network, s represents the source 
node, and ∇ denotes the encoding of source nodes on 
the m-th memory unit. }t←s indicates the function of 
aggregating memory from source to target. M repre-
sents the number of memory units, where m denotes 
the memory layer, m belongs to the set {1, 2, …, M }, 
w h e r eW∇,m ∈ Rd×d ,W1,m ∈ Rd×d ,W 2,m ∈ Rd , bm ∈ R  . 
W1,m and W2,m represent two corresponding learnable 
parameter matrices, bm represents the bias corresponding 

(11)αl
ij =

exp(LeakyReLU(aTl

[

Wvli ||v
l
j

]

)

∑

k∈N (i)exp(LeakyReLU(aTl

[

Wvli ||v
l
j

]

)

(12)vl+1
att,i =

H
∑

h=1

ReLU(Attention(l,h)
(

vli

)

)

(13)vl+1
att,i =

H
∑

h=1

ReLU(

N
∑

j=1

α
(l,h)
ij ·W (l,h)vli)

(14)VAtt
all = v−1

att,1, v
−1
att,2, v

−1
att,3, . . . , v

−1
att,i, . . . , v

−1
att,n]

(15)∇(vt , m) = LeakyReLU(vt ·W∇,m + bm)

(16)

}t←s(vt , vs,M) = (

|M|
∑

m=1

∇(vt , m)W2,m) · (vsW1,m)
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to each memory unit. The aggregate biological memory 
encoding for miRNA and disease is given by:

In the above formula, Me
x represents the type of edge 

corresponding to x, and N  represents the number of 
associated neighboring objects. Nx←z represents the 
number of neighboring objects associated with x ← z . V 
represents the encoding matrix.

For DimR and DiDis, the memory encoding is as 
follows:

Finally, adding bias to the model to obtain the final 
encoding:

where, v represents the encoding vector, HBi repre-
sents the HyperBiase. The max function means that if 

vi is greater than 0, the result is vi ; otherwise, the result 
is 0.

The Attention memory referred to in the above process 
is called GAMN (as shown in Fig. 1(c)). The calculation 
formula for the ℓ-th layer of GAMN is expressed as:

(17)Vx =

∑

x �=z }x←z

(

Vx,V
Att
z ,Me

x

)

∑

x �=z Nx←z

(18)
{

x ∈ {miRNA,Disease}
z ∈ {mRNA,Disease,DimR,DiDis}

(19)Vx =
}x←z

(

Vx,V
Att
z ,Me

x

)

Nx←z

(20)
{

x ∈ {DimR,DiDis, }
z ∈ {mRNA,Disease}

(21)vi = max(0, vi)+HBi, vi ∈ Vx,

(22)V ℓ+1
(node) = GAMNℓ

(

Vℓ
(node)

)

Multi‑layer modules and decoding miRNA–disease 
associations
By performing concatenation operations, we can effec-
tively retain the richness of information across different 
layers:

In the above equation, " || " denotes the concatenation 
operation, and L represents the maximum number of lay-
ers in GAMN.

Using these embeddings, we compute the scores of the 
association matrix as shown below formula:

In Eq.  25, d(vOuti ) represents the dimensionality after 
concatenation, VOut

mR  and VOut
Dis  respectively represent the 

node embeddings of the final encoding, Ascore represents 
the predicted miRNA-disease association score matrix.

Optimization objective
In this model, we utilize the Cross-Entropy Loss [65] 
function as the model’s loss function. The Cross-Entropy 
Loss function is a commonly used loss function that 
measures the difference between the predicted probabil-
ity distribution of the model and the true labels.

where L<mR,Dis> represents the loss function for 
miRNA and Disease, where n denotes the total number 
of samples. A

(

i, j
)

= 1 indicates an association between 
miRNA and Disease for samples i and j . A

(

i, j
)

= 0 
indicates that there is no association between sample i 
and j in terms of miRNA and Disease. Ultimately, the 
parameters of our model are learned using the Adam 
optimizer [66].

(23)VOut
(node) = V 1

(node)||[||
L

ℓ=1
GAMN ℓ(V ℓ

(node))]

(24)[VOut
mR

⋃

VOut
Dis

⋃

VOut
DimR

⋃

VOut
DiDis]

T
← VOut

(node)

(25)Ascore =
VOut
mR×VOut

Dis

T

d(vOut
i )

, vOut
i ∈ Vout.

(26)L<mR,Dis> = −
1

n





�

A(i,j)=1

logAscore

�

i, j
�

+
�

A(i,j)=0

log(1− logAscore

�

i, j
�
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Evaluation metrics
We utilized a comprehensive set of evaluation metrics, 
including AUC, AUPRC, accuracy, precision, recall, 
F1-score, and specificity, to evaluate the performance of 
our model.

In the above equation, TP, TN, FP, and FN represent 
different elements of a binary classification model’s per-
formance: TP (True Positives): The number of correctly 
predicted positive instances (i.e., instances that are posi-
tive and are predicted as positive). TN (True Negatives): 
The number of correctly predicted negative instances 
(i.e., instances that are negative and are predicted as neg-
ative). FP (False Positives): The number of instances that 
are predicted as positive but are negative (i.e., instances 
that are negative but are predicted as positive). FN (False 
Negatives): The number of instances that are predicted as 
negative but are positive (i.e., instances that are positive 
but are predicted as negative).

The Receiver Operating Characteristic (ROC) curve 
plots the True Positive Rate (TPR) on the y-axis against 
the False Positive Rate (FPR) on the x-axis. The Area 
Under the Curve (AUC) is beneath the ROC curve. A 
larger AUC indicates a better model performance, repre-
senting a larger area under the ROC curve.

The Precision-Recall Curve (PRC) describes the rela-
tionship between precision and recall. In the PRC plot, 
classifiers represented by curves closer to the upper-right 

(27)Accuary =
TP + TN

TP + TN + FP + FN

(28)Precision =
TP

TP + FP

(29)Recall =
TP

TP + FN

(30)F1Score = 2×
Precision • Recall

Precision+ Recall

(31)Specificity =
TN

TN + FP

(32)TPR =
TP

TP + FN

(33)FPR =
FP

FP + TN

corner indicate better performance, as higher precision 
and recall values signify better model effectiveness. We 
also used area under the PRC (AUPRC) as an evaluation 
indicator.

Experiments and results
Data collection and preparation
In this study, we obtained four different miRNA-disease 
association datasets, named Data1, Data2, Data3, and 
Data4, by integrating the work of Dai et al. [34], Bai et al. 
[44], Ning et al. [51] and Ding et al. [40]. The datasets uti-
lized the HMDD v3.0 or v3.2 database [67], and the data 
obtained after removing duplicate entities from databases 
such as mRBase [44] are presented in Table 1. Addition-
ally, we collected associated data from the HMDD v4.0 
database [68] as supplementary validation data. The 
entire database is scheduled to be released in June 2023.

Figure  2(b) illustrates the local association relation-
ships of miRNA-disease, while Fig.  3(b) compares the 
actual association relationships and the predicted scores 
across the four datasets. The visualization of the top 200 
diseases associated with the number of miRNAs is shown 
in Supplementary Figure S1 across the four datasets. 
Among the four datasets, the number of miRNAs asso-
ciated with diseases does not exceed 98 within the 95% 
range. According to the dataset statistics, 472 diseases 
(19.69%) were associated with only one miRNA across all 
datasets, indicating a high specificity of these miRNAs to 
their corresponding diseases. Figure  2(c) illustrates the 
local-specificity network in Data1. Figure 2(d) describes 
the information entropy of miRNA molecules at different 
nucleotide positions. As shown in Fig. 2(f ), the disentan-
gled K-means method takes a similarity matrix (Fig. 2(e)) 
of nodes as input and initializes the number of clusters. 
Figure 2(g) displays the visualization of the disentangled 
node results on the four datasets.

Comparison with Other SOTA Methods
To validate the comprehensive performance of the 
DiGAMN model, we conducted a fivefold cross-valida-
tion in this section. We compared the performance of 

Table 1 Details of the 4 collected datasets. “# of miRNAs” 
indicates the number of miRNA, while “# of Diseases” indicates the 
number of Diseases

Dataset Data1 Data2 Data3 Data4

# of miRNAs 917 1041 853 788

# of Diseases 792 640 591 374

miRNA-Disease Association 14,550 15,547 12,446 8968

Association Density Degree 0.0200 0.0233 0.0247 0.0304
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Fig. 2 Data Collection and Preparation displays: (a) Database sources used in this study. b Local association graph of disease-related miRNAs 
on Data1. c Partially specific diseases and their corresponding miRNA connections in Data1. d Display of sequence distribution information 
for all miRNAs in the data1. e Similarity of miRNA sequences and semantic similarity of diseases in Data1 (Data2, Data3, and Data4 are presented 
in Supplementary Figure S2. f Process of Disentangled K-means Method. g T-SNE [69] visualization of disentangled miRNA and disease similarities
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Fig. 3 The performance of DiGAMN and the presentation of its prediction results. a fivefold cross-validation ROC curves and PRC curves of DiGAMN 
method on 10 SOTA methods across four datasets. The p-values in the figure represent the t-test results for the differences between our method 
and the method from the fivefold cross-validation. More detailed experimental evaluation metric results can be found in Supplementary Table S3. 
b Visualization of scores predicted by the DiGAMN method against true miRNA-disease associations. c Top 20 average prediction scores of a miRNA 
and the number of its true associated diseases. d A miRNA’s bottom 20 average prediction scores are the number of its true associated diseases. e 
Local association graph of predicted miRNA-disease associations in Data1
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DiGAMN in miRNA-disease associations (MDA) with 
ten current state-of-the-art methods. The ten meth-
ods used for comparison were MINIMDA [43], TDRC 
[60], AEMDA [37], GRPAMDA [47], HFHLMDA [48], 
CGHCN [49], AMHMDA [51], EGPMDA [52], MSH-
GANMDA [54] and MGADAE [12]. These ten meth-
ods are representative in the current field and each 
possesses unique characteristics. They cover different 
computational frameworks, including similarity-based, 
tensor decomposition, deep autoencoders, graph neu-
ral networks, and heterogeneous graph networks. The 
details are as follows:

Similarity‑based methods:
(i) Integrated Similarity Network MINIMDA: Combines 
multiple data sources to construct similarity networks, 
using mixed neighborhood information and MLP models 
to predict miRNA-disease associations.

Tensor decomposition methods:
(ii) Tensor Decomposition Approach TDRC: Utilizes 
biological feature constraints in tensor decomposition to 
enhance efficiency and accuracy in predicting miRNA-
disease associations.

Combined applications of deep autoencoder methods:
(iii) Matrix Decomposition and Deep Autoencoder Inte-
gration AEMDA: Integrates disease semantic similarity 
and miRNA functional similarity, using deep autoencod-
ers for association prediction.

Graph neural network methods combined application:
(iv) Combination of Attention Mechanism and Deep 
Learning GRPAMDA: Integrates graph random propa-
gation and attention mechanisms, predicting miRNA-
disease associations through a fully connected layer.

(v) Combination of High-dimensional Features and 
Hypergraph Learning HFHLMDA: Uses high-dimen-
sional features and hypergraph learning techniques to 
enhance the prediction performance of miRNA-disease 
associations significantly.

(vi) Hypergraph Convolutional Network Learning 
CGHCN: Merges graph convolution and hypergraph 
convolution techniques, reducing overfitting and extract-
ing effective information.

(vii) Hypergraph and Graph Attention Network Com-
bination AMHMDA: Combines GCN and attention 
mechanisms to effectively aggregate information from 
different similarity perspectives, enhancing prediction 
accuracy.

Combined applications of heterogeneous graph network 
methods:
(viii) Multimodal Heterogeneous Graph EGPMDA: Inte-
grates multiple data sources using a graph transformer 
model to optimize the description of miRNA-disease 
associations.

(ix) Multisubgraph and Heterogeneous Graph Atten-
tion Network MSHGANMDA: Defines meta-subgraphs, 
extracting features through meta-subgraph attention 
techniques, and trains the model end-to-end using a fully 
connected layer and cross-entropy loss.

(x) Multikernel Graph Attention and Heterogeneous 
Graph Network Integration MGADAE: Combines mul-
tikernel graph attention and deep autoencoders, deeply 
learning and decoding miRNA and disease features 
through graph convolution and attention mechanisms.

In this section, we considered miRNA-disease pairs with 
recorded associations as positive samples. In the experi-
ments on balanced datasets, we randomly selected an 
equal number of miRNA-disease pairs with no recorded 
associations as negative samples to ensure sample balance. 
We masked 20% of the association information during 
cross-validation in the test set to prevent information leak-
age. The comparative results of the experiments are shown 
in Fig. 3(a). The results indicate that our model performed 
well regarding AUC and PRC across all datasets. From 
the analysis of Data1 to Data4, our model achieved AUC 
scores of 96.35%, 96.10%, 96.01%, and 95.89%, respectively, 
surpassing all ten other models. This demonstrates an 
essential advantage with an average improvement of 2 per-
centage points over the highest results from other models. 
The t-test results were all less than 0.01, indicating highly 
significant results. Figure  3(b) shows the relationship 
and distribution between real associations and predicted 
scores for each dataset, indicating certain similarities. 
Figures 3(c) and 3(d) present the average predicted scores 
and the trend of association counts for the top 20 miRNAs 
with the highest and lowest association numbers in Data1. 
Figure 3(e) illustrates the local association network of pre-
diction results and scores, clearly showing the predicted 
scores of miRNAs associated with each disease.

Furthermore, considering the imbalance in the data-
set where unknown miRNA-disease associations signifi-
cantly outnumber known associations, we selected all 
known association edges in the dataset as positive sam-
ples and chose N times the number of unknown associa-
tion edges as negative samples to create an imbalanced 
dataset. A fivefold cross-validation was conducted to 
verify the robustness of the experimental results. Dur-
ing model training, 20% of the positive samples and 20% 
of the negative samples were randomly selected as the 
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test set, while the remaining data were used as the train-
ing set. Figure 4 illustrates the performance of DiGAMN 
and ten non-disentangled similarity SOTA methods on 
imbalanced datasets with positive-to-negative sample 
ratios of 1:5 (Fig. 4(a)) and 1:10 (Fig. 4(b)). On the dataset 
with a positive-to-negative sample ratio of 1:5, the DiG-
AMN method achieved AUC values of 96.14%, 95.82%, 
95.79%, and 95.92% across four datasets, with PRC val-
ues of 84.49%, 83.98%, 83.67%, and 84.16%, respectively. 
On the dataset with a positive-to-negative sample ratio 
of 1:10, the AUC values were 95.84%, 95.34%, 95.48%, 
and 95.65%, with PRC values of 75.35%, 74.49%, 74.87%, 
and 75.23%. The DiGAMN model achieved the highest 
AUC and PRC values across all datasets compared to ten 
other methods. Compared to the other ten methods, the 
p-values from the t-tests between the DiGAMN model 
and the other models were all less than 0.01, indicating 

that the results are significantly better than those of the 
other models, further demonstrating its predictive per-
formance on imbalanced datasets.

Case study
Based on our model, we conducted a case analysis using 
Data1, randomly selecting four diseases with varying 
degrees of associated miRNA abundance. These dis-
eases are cystic fibrosis, pancreatic neoplasms, breast 
adenocarcinoma, and nasopharyngeal neoplasms. In 
Data1, the numbers of associated miRNAs for cystic 
fibrosis, nasopharyngeal neoplasms, breast adenocarci-
noma, and pancreatic neoplasms are 14, 53, 2, and 175, 
respectively. We selected 50% of the associated miRNA 
data for each disease to be masked while retaining the 
remaining 50% of associated data and other associated 
data as the training set. The top 10 miRNAs, excluding 

Fig. 4 Performance of DiGAMN on imbalanced datasets. a ROC and PRC curves when the positive-to-negative sample ratio is 1:5. b ROC and PRC 
curves when the positive-to-negative sample ratio is 1:10. More detailed experimental evaluation metric results can be found in Supplementary 
Table S4. The p-values in the figure represent the t-test results for the differences between our method and the method from the fivefold 
cross-validation
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the ones involved in training, are provided in Table  2. 
The partial correlation graph of the prediction results is 
shown in Fig. 3(e).

The prediction of miRNA associations with cystic 
fibrosis is a compelling example demonstrating the effec-
tiveness of the DiGAMN model. In the top 10 predic-
tions, three novel associated genes, hsa-mir-223 [70], 
hsa-mir-143 [71], and hsa-mir-145 [72], were discovered 
by DiGAMN. Research has shown that the function 
miR-223 is related to inflammation and immune regula-
tion, which are implicated in cystic fibrosis [70]. hsa-mir-
143-5p has a moderate but significant inhibitory effect on 
the Cystic Fibrosis Transmembrane Conductance Regu-
lator (CFTR), which may impact the development and 
progression of cystic fibrosis [71]. miR-145-5p enhances 
the expression of CFTR in Calu-3 cells, thereby playing a 
regulatory role in cystic fibrosis [72].

Additionally, DiGAMN identified associations between 
nasopharyngeal neoplasms and hsa-mir-206 [73, 74], hsa-
miR-23b [75], and hsa-mir-146b [76]. hsa-mir-206 may 
exert its tumor-suppressive effect by regulating specific 
signaling pathways, targeting essential genes, or modulating 

cell proliferation and metastasis mechanisms [73]. The pro-
nounced tumor-inhibiting effect of hsa-mir-206 in C666-1 
cells further suggests its potential as a new therapeutic 
approach for differentiating nasopharyngeal carcinoma 
[74]. A recent study in 2024 revealed that hsa-miR-23b-3p, 
a miRNA not included in HMDD v4.0, may regulate the 
expression of NACC1 in nasopharyngeal cancer cells [75]. 
Additionally, this miRNA was found to impact biological 
processes such as cell proliferation and apoptosis.

For breast adenocarcinoma, another miRNA gene, hsa-
mir-143, was successfully predicted from Data1. Unfor-
tunately, breast adenocarcinoma has been removed from 
HMDD v4.0, and there is limited literature available on 
this specific disease. In the top 10 predictions for pancre-
atic neoplasms, most of the miRNAs have already been 
considered associated with the disease by Data1.

Comparative analysis with traditional graph neural 
network methods
To individually compare the effectiveness and capabil-
ity of disentangled similarity, in this section, we con-
ducted comparative experiments among six baseline 

Table 2 Case analysis table for four diseases. The Scores represent the predictions made by the DiGAMN model. Data 1 indicates 
whether the miRNA appeared in the Data1 dataset, where 1 represents appearing, and 0 represents not appearing. “New e.d.” indicates 
whether the top miRNA has been validated by the HMDD v4.0 (H v4) database or other recent studies. H v4’, which stands for highly 
homologous RNA has been confirmed

Cystic Fibrosis Nasopharyngeal Neoplasms

RNA names Scores Data1 New e.d RNA names Scores Data1 New e.d

hsa-mir-223 0.8318 0 H v4’ hsa-mir-126 1.000 0

hsa-mir-34a 0.8312 0 H v4 hsa-mir-206 0.9628 0 H v4

hsa-mir-221 0.8148 0 hsa-mir-23b 0.9599 0 Ref [75]

hsa-mir-143 0.8114 0 H v4 hsa-mir-214 0.9548 1 H v4

hsa-mir-29a 0.8108 0 hsa-mir-27a 0.9306 0

hsa-mir-145 0.8065 0 H v4 hsa-mir-195 0.9180 0

hsa-mir-31 0.8042 1 H v4 hsa-mir-15b 0.9068 0

hsa-mir-20a 0.7956 0 hsa-mir-222 0.9007 0

hsa-mir-210 0.7955 0 hsa-mir-20a 0.8879 1 H v4

hsa-mir-132 0.7868 0 hsa-mir-146b 0.8858 1 Ref [76]

Breast Adenocarcinoma Pancreatic Neoplasms
RNA names Scores Data1 New e.d RNA names Scores Data1 New e.d

hsa-mir-146a 0.9582 0 hsa-mir-99b 0.9738 1 H v4

hsa-mir-155 0.9169 0 hsa-mir-20b 0.9688 0 H v4’

hsa-mir-126 0.8757 0 hsa-mir-23b 0.9686 1 H v4

hsa-mir-223 0.8671 0 hsa-mir-25 0.9620 1 H v4

hsa-mir-145 0.8528 0 hsa-mir-149 0.9565 0

hsa-mir-31 0.8334 0 hsa-mir-141 0.9549 1 H v4

hsa-mir-132 0.8267 0 hsa-mir-30d 0.9474 0 H v4’

hsa-mir-143 0.8142 1 hsa-mir-9–1 0.9469 0

hsa-mir-34a 0.8132 0 hsa-mir-199b 0.9457 1 H v4

hsa-mir-150 0.8050 0 hsa-mir-130b 0.9455 1 H v4
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Graph Neural Network methods (GNNs), including 
HGT [77], HAN [78], GCNs [79], GAE [80], Graph-
SAGE [81], and GAT [64]. These methods uniformly 
utilized fused miRNA sequence similarity and Disease 

semantic similarity, along with their Gaussian similar-
ity [40], as encoding inputs. Figure 5(b) shows that our 
model outperformed the baseline GNNs on all data-
sets. Additionally, among all models, the disentangled 

Fig. 5 Comparative analysis with baseline GNNs. a ROC and PRC curves of DiGAMN and six baseline GNNs. The p-values in the figure represent 
the t-test results for the differences between our method and the method from the fivefold cross-validation. b Comparison with six baseline GNNs 
on four datasets, where Di* denotes the disentangling similarity method, Ours ND denotes non-disentangled DiGAMN. c The trend of AUC and PRC 
values with epochs for our method and baseline GNNs. The specific data about this section is shown in Supplementary Table S7
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versions of the baseline GNNs consistently exhibited 
higher AUC and AUPRC values, indicating that disen-
tangling similarity is an effective approach to improve 
model performance. The non-disentangled DiGAMN 
method also achieved high AUC and AUPRC values, 
surpassing even the disentangled versions of the base-
line GNNs. This indicates that the non-disentangled 
DiGAMN model itself has high utility. The AUC and 
PRC values of DiGAMN exhibit a growth rate second 
only to HGT over epochs, surpassing the other five 
baseline GNNs (Fig. 5(c)).

Parameter sensitivity analysis
To validate the impact of different hyperparameters on 
the performance of the DiGAMN model, we conducted 
a parameter analysis of the DiGAMN model’s attention 
layer count, hidden channel count, memory unit size, 
and hidden layer count. The analysis results are shown in 
Fig.  6, where (a)-(d) respectively present the parameter 
sensitivity for the Data1-Data4 datasets.

Exploration of model encoding embeddings status
To better explore the effectiveness of the adaptive 
encoder layer and GAMN model in learning feature rep-
resentations and discovering associations in the data, 
we conducted a visual analysis (Fig.  7(a), (b)). In this 
section, we configured 4 GAMN hidden layers, 4 graph 
attention layers, 8 hidden channels, and 8 memory units. 
Figures  7(a) and 4(b) demonstrate that Adapt Encoding 
allows the model to capture the features of miRNA and 
Disease more comprehensively, resulting in richer results 
in feature representation.

Figure  7(c) provides a visualization analysis of the 
GAMN layers, examining the richness of information 
extraction for miRNA and Disease at different levels 
(Adaptive Encoder and 4 GAMN layers). In DiGAMN, 
each layer learns different levels of abstraction from the 
data. Layers 1–3 perform better in learning rich repre-
sentations. Regarding the complex relationship between 
miRNA and Disease, each layer of the DiGAMN model 
tends to have different learning tendencies. Therefore, 

Fig. 6 Sensitivity analysis of hyperparameters, where (a-d) respectively represent the AUC or PRC values corresponding to different 
hyperparameters on Data1-Data4. The optimal parameters for the four datasets can be found in Supplementary Table 2
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concatenating all embedded data can preserve the rich-
ness of the information.

Exploration of memory network functionality
To investigate the effectiveness of memory layers in the 
GAMN model for handling long sequences and tasks 
with sequential characteristics, as well as to improve 
the stability and performance of the model during 
the training and inference stages, the Data1 data-
set was analyzed. The visualization results are shown 
in Fig.  7(d). Based on the analysis, it can be observed 
that in the first three layers, there are significant fluc-
tuations in the associations between miRNA → Disease , 

Disease → miRNA , miRNA → DimR , DimR → miRNA , 
Disease → DiDis and DiDis → Disease . These fluctua-
tions reflect substantial parameter adjustments made 
by the model during the early stages of training, indi-
cating that the memory layers retain and propagate 
information about these association relationships. In 
contrast, in the fourth layer, there are no fluctuations 
between miRNA → DimR and Disease → DiDis , sug-
gesting that these relationships are no longer involved 
in the subsequent decoding operations of the model. 
Therefore, the model relies mainly on the memory 
capacity provided by the intermediate layers to retain 
disentangled node information.

Fig. 7 Exploration of Model Encoding Embeddings. a Visualization of adaptive encoding features on miRNA nodes and Disease nodes. 
b Visualization of adaptive encoding features on DimR nodes and DiDis nodes. c Visualization of multi-layer features on multi-layer DiGAMT, 
where A.E. represents the adaptive encoding layer, and L.1–4 represents four GAMT layers. d Investigation of memory layers in Data1, where each 
subgraph represents an 8*8 memory unit, and each layer includes edges aggregated from all directions. The visualization results of the memory 
layers for the other three datasets can be found in Supplementary Figure S4-S6
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Fig. 8 Two types of ablation experiments. a Ablation experiments on different modules of DiGAMN. The higher the position of the circle, the larger 
the overall value and the better the model’s performance. The flatter the circle, the smaller the range of data distribution and the higher the stability 
of the model. “Mean (%)” represents the mean, and “STD (%)” represents the standard deviation. b Ablation experiments on disentangling 
information of DiGAMN. The higher the bar chart, the larger the mean value. The shorter the line on the bar chart, the smaller the range of data 
distribution
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Ablation experiments
We conducted ablation experiments to investigate the 
roles of different components in our designed GAMN 
model. We created three variants for the GAMN compo-
nent: “w/o Concat” removed the concatenation of multiple 
GAMN operations, “w/o Memory” removed the memory 
layer, and “w/o HB” removed the HyperBias layer to exam-
ine the influence of bias on data distribution adjustment.

Figure  8(a) presents the experimental results, show-
ing that when the concatenation layer and memory layer, 
which we focused on, were excluded, the main evaluation 
metrics AUC and AUPRC decreased, indicating the effec-
tiveness of these components. The detailed data regard-
ing ablation experiments is shown in Supplementary 
Table S9. However, some evaluation metrics of specific 
datasets improved when the “HB” module was removed, 
suggesting that HyperBias has certain limitations.

In addition, we created three variants of DiGAMN to 
explore the functionality of disentangling miRNA simi-
larity and disease similarity: “Use 2  V” did not disentan-
gle miRNA and diseases and instead utilized miRNA 
sequence similarity, disease semantic similarity and Gauss-
ian similarity directly; “w/o DimR” only disentangled dis-
eases without disentangling miRNA, and “w/o DiDis” only 
disentangled miRNA without disentangling diseases.

Figure 8(b) shows that our method outperformed other 
variants regarding the main evaluation metric, AUC, 
across four datasets. This demonstrates the improved 
performance of disentangling similarity in miRNA-
disease association prediction tasks. The detailed data 
regarding ablation experiments is shown in Supplemen-
tary Table 10.

Conclusion
miRNAs have been proven to be closely related to the 
occurrence of complex human diseases and cancers. 
Many scholars have proposed various computational 
methods to address the limitations of traditional experi-
mental validation methods in MDAs, such as time-
consuming issues. However, these methods ignored the 
potential characteristics of high-order hierarchical node 
associations in disentangling the similarity of miRNAs or 
diseases. They did not focus on preserving the memory of 
potential heterogeneous historical biological associations. 
Therefore, this study proposes a Disentangling similarity 
Graph Attention Heterogeneous Biological Memory Net-
work (DiGAMN) model based on disentangled miRNA 
similarity and disease similarity data for MDAs prediction 
to explore the importance of disentangling high-order 
hierarchical nodes and heterogeneous memory.

In DiGAMN, we first use the k-means method to dis-
entangle biological similarity information and introduce 
an adaptive encoding layer to automatically learn input 

encoding information adapted to four types of nodes 
(miRNA, disease, DimR, and DiDis). DiGAMN utilizes 
graph attention layers to aggregate the encoding infor-
mation of nodes and their neighboring nodes and assign 
different attention weights to other nodes. It employs a 
heterogeneous biological memory network to store and 
retrieve potential dependencies in miRNA-disease asso-
ciation data. Finally, multiple layers of modules are con-
catenated to aggregate richer and more comprehensive 
feature representations.

This paper compares DiGAMN’s performance with 
ten state-of-the-art models based on different methods 
and six traditional GNNs, verifying DiGAMN’s excel-
lent performance and the superiority of disentangled 
similarity information. The contribution of each module 
is validated through ablation experiments. Visualization 
of encoding status and memory units demonstrates the 
richness of encoding information in different encod-
ing layers and the mechanism of the biological memory 
module. In case studies, several newly identified disease-
associated miRNAs are presented, proving the effective-
ness of DiGAMN. However, DiGAMN method has some 
limitations, such as the lack of a specific perception layer 
for cold-start MDAs tasks, and its adaptability to other 
association prediction tasks, such as drug-disease inter-
action (DDI) prediction and protein–protein interac-
tion (PPI) prediction, still needs further investigation. 
Looking ahead, we will combine disentangling and het-
erogeneous memory units with other similar methods to 
explore other biologically related tasks and make further 
valuable contributions.

Additionally, we will investigate using heterogeneous 
biological memory units as representation encoders in 
combination with traditional machine learning methods 
to explore their predictive performance. In the future, 
the focus on using large models for predicting MDAs 
and enhancing the interpretability of these predictions 
will become critical research hotspots. Large models can 
leverage vast datasets to improve prediction accuracy but 
often require significant computational resources and 
pose challenges in interpretation. Addressing interpret-
ability is crucial for validating predictions and facilitat-
ing clinical acceptance, driving the need for methods that 
provide clear, biologically plausible explanations. These 
advancements will enhance our understanding and treat-
ment of diseases linked to miRNAs.

Key points
This paper first proposes applying disentangled higher-
order hierarchical similarity methods in graph neu-
ral network models for predicting MDAs. It verifies 
the effectiveness of the disentangled similarity method 
through comparative experiments with six traditional 
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GNNs. This method will provide new insights into bio-
logical association and interaction predictions.

The study introduces a novel heterogeneous graph 
attention biological memory network for predicting 
disease-associated miRNAs. This network effectively 
captures and memorizes potential biological disentangle-
ment information and the associations between disease-
associated miRNAs.

In this study, the performance of the DiGAMN model 
is validated through extensive comparative experiments 
with ten state-of-the-art models employing different con-
struction methods across four datasets.

The application of the DiGAMN model successfully 
identifies novel Disease-associated miRNAs related to 
diseases such as Cystic Fibrosis and Nasopharyngeal 
Carcinoma [73, 76], highlighting the utility and effective-
ness of the model in discovering new miRNA-disease 
associations.
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