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#### Abstract

We discuss the quantum dot-ring nanostructure (DRN) as canonical example of a nanosystem, for which the interelectronic interactions can be evaluated exactly. The system has been selected due to its tunability, i.e., its electron wave functions can be modified much easier than in, e.g., quantum dots. We determine many-particle states for $N_{e}=2$ and 3 electrons and calculate the 3-and 4-state interaction parameters, and discuss their importance. For that purpose, we combine the first- and secondquantization schemes and hence are able to single out the component single-particle contributions to the resultant many-particle state. The method provides both the ground- and the first-excitedstate energies, as the exact diagonalization of the many-particle Hamiltonian is carried out. DRN provides one of the few examples for which one can determine theoretically all interaction microscopic parameters to a high accuracy. Thus the evolution of the single-particle vs. many-particle contributions to each state and its energy can be determined and tested with the increasing system size. In this manner, we contribute to the wave-function engineering with the interactions included for those fewelectron systems.


Few-electron systems represent a very interesting topic in quantum nanophysics ${ }^{1}$, as their studies are at the forefront of nanoelectronic applications ${ }^{2}$, e.g., as single-electron transistors ${ }^{3,4}$ or other devices ${ }^{5-7}$. Recently, the basic issue of the wave-function manipulation has been raised on the example of quantum-dot-ring nanostructure, $\mathrm{DRN}^{8}$ (cf. Fig. 1). DRN is composed of a quantum dot (QD) separated from a surrounding concentric quantum ring (QR) by a tunneling barrier $V_{0}$. This structure has been chosen because of tunability of its properties. When compared to simpler systems, such as quantum dots or quantum rings, DRN offers exceptionally high degree of control of the spatial distribution of the electron wave functions. There are several ways to modify the distribution of the wave functions by changing the shape of the confining potential and the selected method depends on the particular realization of DRN. Nowadays technology enables a precise control of this potential, both at the fabrication stage as well as dynamically while operating the device. The confining potential can be defined with the help of many different techniques. It has already been produced via droplet epitaxy ${ }^{9-11}$. The growth procedure is based on the pulsed irradiation of group-V element to group-III element nanoscale droplets for transforming them into various nanostructures with the desired shape, size and dimensionality. Another possibility is to fabricate a core-shell nanowire ${ }^{12}$ with a potential barrier between the core and the shell. DRN can then be produced by cutting a slice of the nanowire. DRN can also be produced electrostatically, e.g., within a two-dimensional electron gas by placing two planar concentric gates, a circular one surrounded by a second ring-shaped, on the top of $\mathrm{it}^{8,13-15}$. One-electron properties of DRN depend mostly on the relation between the confining potential of QD and QR parts ${ }^{8,16}$. If the QD potential is significantly deeper than the QR potential, the ground state electron wave function is located in the QD part. Then, its size is much smaller than the size of the DRN. If one attaches leads to DRN, tunneling rate between the DRN and the leads will be very small. On the contrary, if the QR potential is relatively deeper, the ground state wave function is mostly in the peripheral part of the DRN with a strong coupling to the leads. In this manner by changing the relative position of the QD and QR potentials one can easily control the transport properties of $\mathrm{DRN}^{17}$. Modifications of the QD and QR potential allow one to control also, e.g., orbital and spin relaxation times ${ }^{8}$. If the QD potential is sufficiently deep, both the ground and the first excited states are located in the QD. The matrix element between these two states is large, what leads to a fast relaxation. For a smaller difference between positions of the QD and QR potentials, the ground state remains in the QD , but the first excited state location moves over to the QR region. The matrix element between the ground
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Figure 1. (a) Schematic representation of quantum-dot (QD)—ring (QR) structure into DRN; (b) the shape of the actual single-particle potential energy, with the corresponding values taken in the analysis.
and excited states decreases significantly and hence the relaxation rate drops a few orders of magnitude ${ }^{8,13}$. With a further increase of the QD potential also the ground state location moves over to the QR and the overlap of the states increases again and so does the relaxation rate. In refs 8,18 and 19 it has been shown that this allows to control also other DRN properties such as the optical absorption or spin and orbital relaxation rates. All the mentioned above possibilities to control DRN's properties have so far been demonstrated only for a single electron occupying the structure. In this context, an interesting question arises as to what happens if the multi-electron states are involved (e.g., with the number of particles $N_{e}=2,3, \ldots$ ).

The standard approach that allows one to take into account Coulomb correlations in nanosystem is the so-called constant-interaction (CI) model ${ }^{1}$. In this approach it is assumed that all the Coulomb interactions of an electron in a nanosystem with all other electrons can be parametrized by a constant capacitance C. Another assumption is that the single-electron energy spectrum is not changed by the presence of the interactions. In many cases, these simplifications work quite well. However, in contradistinction to, e.g., quantum dots, the single-electron states in DRN may have very different shapes (e.g., their maxima can be in either QD or QR). Moreover, small changes of the confining potential can significantly affect the wave functions, e.g., moving them between QR and QD parts of DRN. In the following we demonstrate that the wave functions are also sensitive to interparticle interactions. Therefore, the approximations used in the CI model cannot be valid in the case of DRN and more precise methods have to be used. Such problem has been addressed earlier ${ }^{15}$, where the spin and the charge switching in the applied magnetic field have been analyzed in detail. The results demonstrate that such model system can reflect the situation encountered in experimentally constructed devices of DRN type ${ }^{9-11}$.

In this paper our aim is somewhat more fundamental. Namely, we include in a rigorous manner the interelectronic interactions for a preselected (finite) basis of single-particle states, appropriate for the system geometry. The experimentally controlled parameter is the gate electrostatic potential $V_{\mathrm{QD}}$ of the quantum dot relative to that of the ring. We determine next the system energy for $N_{e}=2$ and 3 electrons, as well as the many-particle wave function. This, in turn, allows us to construct the particle-density profiles and in particular, the partial contribution of the component single-particle-state products to the many-particle ground- and the first-exited-states. Such a decomposition into the single-particle product components is possible in the method we use, in which we combine the first- and second-quantization schemes of determining the many-particle state. In essence, the many-particle Hamiltonian in the occupation number representation (Fock space) is diagonalized starting from the preselected set of single-particle states in the Hilbert space providing the scenario for possible multiple-particle occupation configurations. For the original presentation and application of the method to various nanoscopic systems see ${ }^{20-23}$. Explicitly, we predetermine the lowest 10 single-particle states $\left\{\psi_{i \sigma}(\mathbf{r})\right\}$ for given shape of DRN potential. Those single-particle states (obtained numerically for given topology of the device) are used as an input to define the field operators ( $\hat{\Psi}_{\sigma}(\mathbf{r})$ and its Hermitian conjugate counterpart $\hat{\Psi}_{\sigma}^{\dagger}(\mathbf{r})$, respectively) by the prescription

$$
\begin{equation*}
\hat{\Psi}_{\sigma}(\mathbf{r})=\sum_{i=1 ; \sigma= \pm 1}^{M} \psi_{i \sigma}(\mathbf{r}) \hat{c}_{i \sigma} ; \hat{\Psi}_{\sigma}^{\dagger}(\mathbf{r}) \equiv\left(\hat{\Psi}_{\sigma}(\mathbf{r})\right)^{\dagger}=\sum_{i=1 ; \sigma= \pm 1}^{M} \psi_{i \sigma}^{*}(\mathbf{r}) \hat{c}_{i \sigma}^{\dagger}, \tag{1}
\end{equation*}
$$

where $\hat{c}_{i \sigma}$ (and $\hat{c}_{i \sigma}^{\dagger}$ ) are the annihilation (creation) operators of particle in the single-particle state $\left|\psi_{i \sigma}(\mathbf{r})\right\rangle$. Note that the number $M$ of states included in definition of the field operator is selected in such a manner that any further enrichment of the single-particle basis $\left\{\psi_{i \sigma}(\mathbf{r})\right\}$ does not change quantitatively the characteristics of the ground and the first excited states. Here, it is sufficient to take $M=10$. In effect, no problem connected with the basis incompleteness should arise. This formal point will also be discussed a posteriori.

The next step is to define many-particle Hamiltonian in the second-quantization language in a standard manner (cf. e.g. ref. 24) which we diagonalize in a rigorous manner. This last step allows for determination of the system global characteristics such as the total system energy, the multiparticle wave function, the particle density profile $n(\mathbf{r})$, the total spin, and the energies of the transition between the states, e.g., the spin singlet-triplet transition for $N_{e}=2$, etc. What is equally important, we calculate all the microscopic interaction parameters $V_{i j k l}$, including the 3- (e.g., $V_{i j k i}$ ) and 4-state parameters $V_{i j k l}$, i.e., those with all the indices different. In result, we can discuss explicitly the importance of those nontrivial terms, which are often neglected even in many-particle considerations ${ }^{21-23}$. We believe that this last result, coming from our method should be taken into consideration, as those interactions are often non-negligible, to say the least. In any case, they should be evaluated to see their relevance, at least in model situations.

The structure of the paper is as follows. We define first the Hamiltonian and detail the method of calculations. Next, we discuss the basic characteristics of the multiparticle states, as well as determine the values of all nontrivial microscopic parameters. Finally, we determine the energy of the singlet-triplet transition (for $N_{e}=2$ ), as well as discuss the doublet-quadruplet transition for $N_{e}=3$, which should be detectable in the microwave domain. At the end, we discuss briefly the application of our results to determine the optical transitions and, e.g., the transport of electrons throughout such system. In Supplementary Material we display the shapes of the starting single-particle wave functions, provide detailed numerical values of the 3- and 4 -state interaction parameters, as well as display the detailed system characteristics for selected values of $V_{\mathrm{QD}}$. In particular, in Supplement D we show the first two states degeneracy which contains a chiral factor to it, depending on the number of ways the orbital currents can be arranged for given conserved total quantum numbers $S_{t o t}^{z}, \mathbf{S}_{\text {tot }}^{2}$ and $L_{\text {tot }}^{z}$.

## Problem and Method

We start from the single-particle solution of the Schrödinger equation for the DRN system parametrized as in ${ }^{17}$. Therefore, the set of the single-particle eigenfunctions $\psi_{n, l}(r, \phi, z)$ in the cylindrical coordinates, being the solution for the one-electron DRN picture, is assumed at the start ${ }^{8,17,19}$. The many-particle problem in which electrons are described by the second quantizied Hamiltonian has the standard form ${ }^{24}$.

$$
\begin{align*}
\mathcal{H} & \equiv \sum_{\sigma} \int d^{3} r \hat{\Psi}_{\sigma}^{\dagger}(\mathbf{r}) \mathcal{H}_{1} \hat{\Psi}_{\sigma}(\mathbf{r})+\frac{1}{2} \sum_{\sigma \sigma^{\prime}} \iint d^{3} r d^{3} r^{\prime} \hat{\Psi}_{\sigma}^{\dagger}(\mathbf{r}) \hat{\Psi}_{\sigma^{\prime}}^{\dagger}\left(\mathbf{r}^{\prime}\right) V\left(\mathbf{r}-\mathbf{r}^{\prime}\right) \hat{\Psi}_{\sigma^{\prime}}\left(\mathbf{r}^{\prime}\right) \hat{\Psi}_{\sigma}(\mathbf{r}) \\
& =\sum_{i j} \sum_{\sigma} t_{i j} \hat{c}_{i \sigma}^{\dagger} \hat{c}_{j \sigma}+\frac{1}{2} \sum_{i j k l \sigma, \sigma^{\prime}} \sum_{i j k l} \hat{c}_{i \sigma}^{\dagger} \hat{c}_{j \sigma^{\prime}}^{\dagger} \hat{c}_{l \sigma^{\prime}} \hat{c}_{k \sigma}, \tag{2}
\end{align*}
$$

where $t_{i j} \equiv\left\langle\psi_{i}\right| \mathcal{H}_{1}\left|\psi_{j}\right\rangle$ and $V_{i j k l} \equiv\left\langle\psi_{i} \psi_{j}\right| V_{12}\left|\psi_{k} \psi_{l}\right\rangle$ are the microscopic parameters which are calculated in the basis $\left\{\psi_{i \sigma} \equiv \psi_{i} \chi_{\sigma}\right\}$. The single-electron Hamiltonian $\mathcal{H}_{1}$ is given by

$$
\begin{equation*}
\mathcal{H}_{1}=\frac{\boldsymbol{p}^{2}}{2 m^{*}}+V(r), \tag{3}
\end{equation*}
$$

where $V(r)$ is the confining potential of DRN. The spin-orbit interaction is neglected. In effect, the changes with respect to the corresponding one-particle considerations ${ }^{8,17}$ are induced solely by the interparticle interactions. The symbols $i, j, k, l \in\{[00],[01],[01], \ldots[n l], \ldots\}$ represent quantum number pairs referring to a singleparticle solution $[n l]^{17}$. One specific feature of the problem should be noted. Namely, since the single-particle wave-functions $\left\{\psi_{i}(\mathbf{r}) \chi_{\sigma}\right\}$ represent the eigenfunctions of the single-particle Hamiltonian, i.e., $\mathcal{H}_{1} \boldsymbol{\psi}_{i}(\mathbf{r})=\varepsilon_{i} \boldsymbol{\psi}_{i}(\mathbf{r})$, the first term in (2) is explicitly diagonal, i.e., $t_{i j}=\varepsilon_{i} \delta_{i j}$. Therefore, the diagonalization of the Hamiltonian (2) means that such a procedure is applied to the interaction part (the second term).

To solve many-electron problem for a fixed number $N_{e}$ of electrons, one must proceed in two steps:

1. Compute explicitly one- and two-body microscopic parameters, $\left\{t_{i i}\right\}$ and $\left\{V_{i j k l}\right\}$, respectively.
2. Diagonalize the Hamiltonian (2) in the Fock space.

Each of these steps is discussed below. But first, we have to define the starting single-particle wave functions in the real-number domain.

Change to the real single-particle basis functions. Eigenfunctions $\psi_{n, l}(r, \phi, z)$-by their natureform an orthogonal and normalized single-particle basis of planar rotational symmetry ${ }^{8,17}$,

$$
\begin{equation*}
\left\langle\psi_{n, l} \mid \psi_{n^{\prime}, l^{\prime}}\right\rangle=\delta_{n n^{\prime}} \delta_{l l^{\prime}}, \tag{4}
\end{equation*}
$$

where in the cylindrical coordination system $(r, \phi, z)$ we have that


Figure 2. Single-particle energies $\left\{\varepsilon_{i}\right\}$ for the first ten wave-functions versus QD potential energy $V_{\mathrm{QD}}$. One can see that some the energies vary with the value of $V_{\mathrm{QD}}$, whereas the others are independent of $V_{\mathrm{QD}}$. States in the former group are located in the QD part of the DRN and the latter states in the QR part. Note the two regions of the level crossing or anticrossing (framed). In these regimes, some of the states, with the increasing $V_{\mathrm{QD}}$, change over from the QD to the QR as the dominant regions ( $\mathrm{after}^{17}$ ).

$$
\begin{equation*}
\psi_{n, l}=e^{i l \phi} \chi_{n}(r, z) \tag{5}
\end{equation*}
$$

As the microscopic parameters are to be calculated numerically (since the explicit analytical form of the single-particle wave functions is not known), it is convenient to deal with the real-space basis. Hence, we utilize the real representation, exploiting in fact the cylindrical geometry of problem, namely

$$
\begin{equation*}
\varphi_{n l}(r, \phi, z) \equiv \frac{\psi_{n,|l|}+\operatorname{sgn}(l) \psi_{n,-|l|}}{\sqrt{2 \operatorname{sgn}(l)}} \tag{6}
\end{equation*}
$$

Microscopic parameters computation. The transformation (6) preserves both the orthogonality and the normalization of starting wave functions and can be applied to the computation of the microscopic parameters defining Hamiltonian (2). Evaluation of single-particle parameters $t_{i j}$ is performed in terms of integration in the new basis, namely

$$
\begin{equation*}
t_{i j}=\left\langle\varphi_{i}(\mathbf{r})\right| \mathcal{H}_{1}\left|\varphi_{j}(\mathbf{r})\right\rangle \equiv \int d^{3} r \varphi_{i}(\mathbf{r}) \mathcal{H}_{1} \varphi_{j}(\mathbf{r}) \tag{7}
\end{equation*}
$$

However, as said above, since eigenproblem of one electron is solved ${ }^{17}$, the eigenvalues $t_{i i}=\varepsilon_{i}$ are known (cf. Fig. 2). Furthermore, the elements $t_{i j}$ for $i \neq j$ vanish also after the basis transformation to the form (6). For the sake of clarity, we define $\varphi_{n l}(r, \phi, z) \equiv \varphi_{n l}$ and label $-|l| \equiv|\bar{l}|$ to write explicitly that

$$
\begin{aligned}
& t_{i j}=\left\langle\varphi_{n l}\right| \mathcal{H}_{1}\left|\varphi_{\left.n^{\prime} \bar{l}^{\prime}\right\rangle}\right\rangle=\left\langle\frac{\psi_{n,|l|}+\operatorname{sgn}(l) \psi_{n,|\bar{l}|}}{\sqrt{2 \operatorname{sgn}(l)}}\right| \mathcal{H}_{1}\left|\frac{\psi_{n^{\prime},\left|l^{\prime}\right|}+\operatorname{sgn}\left(l^{\prime}\right) \psi_{n^{\prime},\left|\bar{l}^{\prime}\right|}}{\sqrt{2 \operatorname{sgn}\left(l^{\prime}\right)}}\right\rangle \\
& =\frac{\left\langle\psi_{n|l|}\right| \mathcal{H}_{1}\left|\psi_{n^{\prime}\left|l^{\prime}\right|}\right\rangle+\operatorname{sgn}\left(l^{\prime}\right)\left\langle\psi_{n|l|}\right| \mathcal{H}_{1}\left|\psi_{n^{\prime} \mid \bar{l}^{\prime} l^{\prime}}\right\rangle+\operatorname{sgn}(l)\left\langle\psi_{n|\bar{I}|}\right| \mathcal{H}_{1}\left|\psi_{n^{\prime}| |^{\prime} \mid}\right\rangle+\operatorname{sgn}\left(l l^{\prime}\right)\left\langle\psi_{n|\bar{I}|}\right| \mathcal{H}_{1}\left|\psi_{n^{\prime}\left|\bar{l}^{\prime}\right|}\right\rangle}{2 \sqrt{\operatorname{sgn}\left(l l^{\prime}\right)}}
\end{aligned}
$$

$$
\begin{align*}
& =\frac{\delta_{|l| l^{\prime} \mid} \varepsilon_{n^{\prime}| |^{\prime} \mid}\left[1+\operatorname{sgn}\left(l l^{\prime}\right)\right]}{2 \sqrt{\operatorname{sgn}\left(l l^{\prime}\right)}}=\left(\begin{array}{cl}
\varepsilon_{n l}=\varepsilon_{i} & \text { if } l=l^{\prime} \wedge n=n^{\prime} \\
0 & \text { if } l \neq l^{\prime} \vee n \neq n^{\prime}
\end{array},\right. \tag{8}
\end{align*}
$$

where $\operatorname{sgn}(l)$ is the sign function. We also utilize symmetry of the single-particle solution, i.e., $\varepsilon_{n l}=\varepsilon_{n \bar{i}}$.
Now, the two-body (four-state) integrals $V_{i j k l}$ are expressed as

$$
\begin{equation*}
V_{i j k l}=\left\langle\varphi_{i}(\mathbf{r}) \varphi_{j}\left(\mathbf{r}^{\prime}\right)\right| \frac{e^{2}}{4 \pi \varepsilon_{0} \varepsilon\left|\mathbf{r}-\mathbf{r}^{\prime}\right|}\left|\varphi_{k}(\mathbf{r}) \varphi_{l}\left(\mathbf{r}^{\prime}\right)\right\rangle, \tag{9}
\end{equation*}
$$

where $e$ is the electron charge, $\varepsilon_{0}$ is the vacuum dielectric constant and $\varepsilon=12.9$ is the relative dielectric constant, taken here for the GaAs system. Their explicit determination is required for a further Hamiltonian matrix construction. Here, we use the Coulomb potential $1 / r$ screened only by the medium with relative dielectric constant $\varepsilon$. This assumption is valid when DRN is formed, e.g., by droplet epitaxy or by slicing a core-shell nanowire.


Figure 3. Ground and first excited state energies for $N_{e}=1,2$ and 3 electrons in DRN versus the QD potential energy. The single-particle energy (bottom squares) is provided for comparison. The interelectronic interactions alter essentially the resultant energies. Note that roughly the energy for $N_{e}=3$ increases with respect to the case $N_{e}=2$ by the factor $N_{e}\left(N_{e}-1\right) / 2$.

However, for an electrostatically defined DRN the presence of image charges in the electrodes would screen further the interaction. The same effect would be observed if a central gate is used to control the shape of the confining potential by changing $V_{Q D}$. Since screening is more important at large distances, we expect that it will decrease the energy of states with electrons located in the QR part of DRN. The details, however, would depend on the screening radius that, in turn, depends on the particular geometry and method of fabrication of DRN. Therefore, in the following we neglect this effect, as we are interested in providing generic properties of the system.

Up to four-state integrals in Eq. (9) involve six-dimensional integrals and therefore, standard numerical integration techniques are not suitable for this task. Instead, the Monte-Carlo integration scheme has been applied. For that aim, we use CUBA library ${ }^{25}$, selecting the suave algorithm for the integrals calculations. The procedure is standard and the accuracy of such integration is typically 0.005 meV or even better.

Method: diagonalization of the multiparticle Hamiltonian. We start from the occupation number representation of the multiparticle states in the Fock space in the following form

$$
\begin{align*}
& |\Phi\rangle=\underbrace{|0,1, \ldots, 1\rangle}_{\text {spin } \uparrow} \otimes \underbrace{|1,0, \ldots, 1\rangle}_{\text {spin } \downarrow} \\
& =\hat{c}_{2 \uparrow}^{\dagger} \cdots \hat{c}_{M \uparrow}^{\dagger} \hat{c}_{1 \downarrow}^{\dagger} \cdots \hat{c}_{M \downarrow}^{\dagger}|0\rangle, \tag{10}
\end{align*}
$$

where $M$ is the number of states. We find explicitly all the possible states for $N_{e}$ electrons and thus are able to build up Hamiltonian matrix out of (2) by calculating all the averages $\left\langle\Phi^{\prime}\right| \mathcal{H}|\Phi\rangle$. We diagonalize the resultant matrix using the QR decomposition of the Gnu Scientific Library (GSL) ${ }^{26}$. The usage of Lanczos algorithm is not efficient in this case, as both the ground and the first excited states can be highly degenerate. The $Q R$ decomposition, as well as the GSL library, operate with relatively small matrices (of dimension not exceeding $10^{5} \times 10^{5}$ elements), but this is not the number of states to be reached for small number of electrons, even for a relatively large number of sinle-particle wave-functions included in the starting basis (1).

For the purpose of these calculations we employ also our library the Quantum Metallization Tools (QMT) ${ }^{27}$, proved to be efficient for similar problems ${ }^{22}$. Explicitly, the calculations of the parameters $t_{i j}$ and $V_{i j k l}$ in (2) have been carried out with the help of the Monte-Carlo (MC) integration method described in ${ }^{25}$. The accuracy of their evaluation is estimated as 0.005 meV . The validity of application of MC in the current context was tested by means of a numerical computation of the on-site $1 s$ electron-electron interaction for the Slater function, for which an analytical formula exists.

## Results: Two- and Three-Electron States

Basic characteristics. We are interested in calculating the system observables. In this Section we present the results for basic quantities, in this case the energy, and the total electronic density $n(\mathbf{r}) \equiv \sum_{\sigma}\left\langle\hat{\Psi}_{\sigma}^{\dagger}(\mathbf{r}) \hat{\Psi}_{\sigma}(\mathbf{r})\right\rangle$ in the many-particle state. The states are characterized by the conserved quantities, i.e., the $z$-component $L^{z}$ of the angular momentum, the total $\operatorname{spin}\left\langle\mathbf{S}_{\text {tot }}^{2}\right\rangle$, and its $z$-component $\left\langle S^{z}\right\rangle$. Explicitly, in Fig. 3 we plot the ground and excited state energies for $N_{e}=1,2$, and 3 (curves from bottom to top, respectively). The energy increases substantially with each particle added to the system, as expected for the Coulomb system of charges. The single-particle part of the potential energy $\sim-|e| V_{\mathrm{QD}}<0$ represents a substantial contribution for its value $\sim$ few $e V_{\mathrm{QD}}$, comparable to that introduced by the repulsive interaction for $N_{e}=2$ and 3. Before entering into a detail microscopic analysis, we would like to relate first our results to a quasiclassical approach. Namely, if the QD potential is sufficiently deep, many electron states are localized in the central part of the DRN and the entire system effectively looks like a small multi-electron QD. It turns out that in this case the CI model can reproduce the actual energy spectrum. According to this model, the ground-state energy for two electrons is given by $E_{2}=2 \varepsilon_{(0,0)}+e^{2} / C$, where $\varepsilon_{(0,0)}$ is the (two-fold degenerated) single-electron ground-state energy and $e^{2} / C$ is the interaction energy. Taking the
relevant values for $V_{\mathrm{QD}}=-6 \mathrm{meV}$ from Fig. 3 one can calculate $e^{2} / C=8 \mathrm{meV}$ and the capacitance $\mathrm{C} \approx 20 \mathrm{aF}$. This value corresponds to the self-capacitance $C=4 \varepsilon_{0} \varepsilon d$, with $\varepsilon=12.9$ for GaAs, of a free disc with diameter $d \approx 44 \mathrm{~nm}$, almost exactly the diameter of the flat bottom of the potential of the QD part of the DRN (cf. Fig. 2). For 3 electrons the CI model provides the energy of the ground state $E_{3}$ higher than $E_{2}$ by $\varepsilon_{(0,1)}+e^{2} / C$, where $\varepsilon_{(0,1)}=2.5 \mathrm{meV}$ is the energy of the first single-electron excited state. This formula gives $E_{3}=13.0 \mathrm{meV}$, very close to the actual ground state energy for $N_{e}=3$ that equals 12.9 meV . However, for higher values of $V_{Q D}$, i.e., when some of single-electron wave functions are moved over to the QR part of the DRN, this simple model is not accurate enough. For example, for $V_{\mathrm{QD}}=6 \mathrm{meV}$ the energy of the ground state for two electrons equals 13.1 meV , what gives the capacity $C \approx 120 \mathrm{aF}$. Then, the CI model predicts the ground state energy for $N_{e}=3$ equal to 20.5 meV , whereas the actual value is $E_{3}=22.3 \mathrm{meV}$.

Two electrons. Here we present electronic density, as well as $\left\langle\mathbf{S}_{t o t}^{2}\right\rangle$ and $\left\langle S_{t o t}^{z}\right\rangle$ for the ground and first excited states of DRN for 2 electrons. The ground state is always the spin-singlet $S=0\left(\left\langle\mathbf{S}_{\text {tot }}^{2}\right\rangle=0\right)$ state, whereas the first excited state is the spin-triplet $S=1\left(\left\langle\mathbf{S}_{t o t}^{2}\right\rangle=2\right)$.

As can be seen in Fig. 4, with the increasing $V_{\mathrm{QD}}$ from -4 meV to +6 meV there is a gradual shift of dominant part of the electron density from QD to QR . If the bottom of the central part of the confining potential is very low, the electron density is the largest within the dot part of DRN as attractive $V_{Q D}$ in this case is comparable or larger than the interaction energy. In this regime [row 1) in Fig. 4] the single particle state with $n=0$ and $l=0$ gives the main contribution to the two-particle state. When $V_{Q D}$ becomes less negative the Coulomb interaction partially "pushes out" the electron density towards the outer part of the DRN [row 2) in Fig. 4]. It is realized by increasing the contribution of the single particle state with $n=1$ and $l=0$ to the two-particle wave function. With further increase of $V_{Q D}$ it becomes energetically favourable to reduce the occupancy of QD, i.e., in the area where the interaction is strong due to a strong confinement in a small area. As a result, the electron density increases in QR and single-particle states with nonzero angular momenta become occupied. Finally, for $V_{Q D}=4 \mathrm{meV}$ only the states in QR are occupied.

A similar evolution can also be observed for the excited states. Fig. 5 shows the first excited state for $V_{\mathrm{QD}}=-6 \mathrm{meV}$. With increasing value of $V_{\mathrm{QD}}$ also the excited state is moved over to the ring part of DRN, similarly to the ground state. The evolution is presented in Supplementary Figs S3 and S4.

The contribution of the 2-3 first single-particle functions $\varphi_{i}(\mathbf{r})$ out of $M=10$ states to $n(\mathbf{r})$ is usually predominant. Inclusion of e.g., $M=18$ states in (1) does not change practically the results. This last circumstance means that the interaction involves only a relatively small number of two-particle components $\left|\varphi_{i} \varphi_{j}\right\rangle$ in the resultant two-particle state $|\Phi\rangle$, at least for the lowest excited states of the system.

Three electrons. Next, we present electronic density, as well as the squares of the total spin and the spin component along an arbitrarily selected $z$ axis for the ground and the first excited states of DRN for 3 electrons (cf. Figs 6 and 7). The ground state is the state with the total spin $S=1 / 2\left(\left\langle\mathbf{S}_{\text {tot }}^{2}\right\rangle=3 / 4\right)$ for $V_{\mathrm{QD}}<3 \mathrm{meV}$ or $S=3 / 2$ $\left(\left\langle\mathbf{S}_{\text {tot }}^{2}\right\rangle=15 / 4\right)$ for $V_{\mathrm{QD}} \geq 3 \mathrm{meV}$. For the high spin state, a redistribution of the density $n(\mathbf{r})$ into the products of single-particle component is more involved, as one would expect, whereas for $S=1 / 2$ the state is composed of the dominant pair-singlet state and the third electron in a higher orbital with the dominant ring contribution.

Parenthetically, it would be interesting to calculate the transport properties via tunneling through the DRN with $N_{e}=2$ as this would involve cumbersome intermediate state with $N_{e}=3$. Depending on $V_{\mathrm{QD}}$, the tunneling probability is allowed (for $S=0$ ) and substantially suppressed when $S=1$ (in applied field). Such effects should be analyzed separately as they involve an analysis of electronic transitions between the many-electron states.

Coulomb-interaction parameters. We now turn to the most basic aspect of our present work. Namely, we calculate all possible microscopic interaction parameters $V_{i j k l}$ appearing in (2). Those parameters appearing in the microscopic parameters reflect various quantum processes encoded in the starting Coulomb repulsion. This procedure should allow us to determine a coherent and exact many-particle physical picture with concomitant information concerning the importance of various classes of interaction terms, as expressed via the respective one-, two-, three-, and four-state terms. We start by rewriting the starting Hamiltonian (2) to the following form

$$
\begin{align*}
\hat{\mathcal{H}} & =\sum_{i, \sigma} \varepsilon_{i} \hat{n}_{i \sigma}+\sum_{i} U_{i} \hat{n}_{i \uparrow} \hat{n}_{i \downarrow} \\
& -\sum_{i \neq j} J_{i j} \mathbf{S}_{i} \cdot \mathbf{s}_{j}+\frac{1}{2} \sum_{i \neq j}\left(K_{i j}-\frac{1}{2} J_{i j}\right) \hat{n}_{i} \hat{n}_{j} \\
& \sum_{i \neq j} I_{i j} \hat{c}_{i j}^{\dagger} \hat{c}_{i \downarrow}^{\dagger} \hat{c}_{j \downarrow} \hat{c}_{j \uparrow}+\sum_{\sigma, i \neq j} C_{i j} \hat{n}_{i \sigma}\left(\hat{c}_{i \bar{\sigma}}^{\dagger} \hat{c}_{j \bar{\sigma}}+\hat{c}_{j \bar{\sigma}}^{\dagger} \hat{c}_{j \bar{\sigma}}\right) \\
& +\frac{1}{2} \sum_{[i j k l], \sigma, \sigma^{\prime}} V_{i j k l} \hat{c}_{i \sigma}^{\dagger} \hat{c}_{j \sigma^{\prime}}^{\dagger} \hat{c}_{l \sigma^{\prime}} \hat{c}_{k \sigma}, \tag{11}
\end{align*}
$$

where the first 6 terms represent one- and two-state interactions ${ }^{20,23}$, respectively, and $\sum_{[i j k l]}$ refers to sum over indices with at least three of them being different. The first question relates to the magnitude of the intrasite Hubbard interaction, $U_{i} \equiv V_{i i i i}$ (cf. Fig. 8 and Table S1 in Supplem. Material), the generic term in the Hubbard model, as compared to the inter-state repulsion $K_{i j} \equiv V_{i j i j}$ (cf. Fig. 9 and Table S2 in Suppl. Mat.), the exchange energy $J_{i j} \equiv V_{i j j i}$ (cf. Fig. 9 and Table S3), and the so-called correlated hopping $C_{i j} \equiv V_{i j j}$ (cf. Fig. 9 and Table S4).


Figure 4. Evolution of the electronic density profiles $\boldsymbol{n}(x, y)\left[(\mathbf{a})\right.$ and (b)] and the occupancy $\bar{n}_{i \sigma} \equiv\left\langle\hat{\boldsymbol{c}}_{i \sigma}^{\dagger} \hat{\boldsymbol{c}}_{i \sigma}\right\rangle$ of the single-particle states $\mathbf{c}$ ) composing the many particle state for $\boldsymbol{N}_{e}=\mathbf{2}$. Rows I-IV correspond to $V_{\mathrm{QD}}$ equal to $-4 \mathrm{meV},-2 \mathrm{meV}, 2 \mathrm{meV}$, and 4 meV , respectively. First ten single-particle states have been taken into account to compose the resultant two-particle state for given $V_{\mathrm{QD}}$. The occupancy of the higher in energy singleparticle states is negligible; those are shown in c) for completeness.

In the present situation, the inclusion of three- and four-index interaction parameters $V_{[j i k l]}$ (cf. Fig. 9 and Table S5) is of the crucial importance, as these parameters are usually omitted in the models describing various quantum devices. The reason for including them is due to the circumstance that in a few-electron system there is no screening and thus, in principle, all the terms may become relevant. In any case, on the example of DRN we can see explicitly the role of all consecutive terms, what is, in principle, of fundamental importance for a reliable modeling of the nanodevices. These last terms proved to be nonnegligible as shown in Figs 10 and 11 (cf. also Table S5), and can become even of comparable magnitude to the exchange energy.

Visible in most of the cases in Figs 8 and 9 are the rapid changes of the microscopic parameters which coincide with the single-particle level-crossings observed in the single-particle levels (cf. Fig. 2), but these do not influence


Figure 5. The same as in Fig. 4 for $N_{e}=2$, but for the first excited state with $V_{Q D}=-6 \mathbf{m e V}$. This state is sixfold degenerate and the presented electron density is averaged over all the six states. In panels (c) to (e) the occupancy of single-particle states is shown for half of the states in the basis. For the state with $\left\langle S_{z}\right\rangle=0$ [(c)] there exists a counterpart with exchanged single-particle contributions $[0,+1]$ and $[0,-1]$; for the states with $\left\langle S_{z}\right\rangle=+1\left[(\mathbf{d})\right.$ and (e)] their counterparts with $\left\langle S_{z}\right\rangle=-1$ have the same contribution.
in any essential manner the resultant many-particle picture, as may be explicitly seen in Fig. 2, where we observe a smooth evolution with changing $V_{Q D}$.

Two-state versus the three and four-state interaction contributions. We illustrate next the role of the pairwise vs. 3- and 4-state interactions with their paramters displayed in Figs 8 and 9. For that purpose, we draw in Fig. 10a the exemplary profile of the electron density cross section $n\left(r_{x}\right)$ for $r_{y} \equiv 0$, for $N_{e}=2$ without and with the 3 - and 4 -state interactions included. The role of the latter terms is essential. As expected, with those interactions included, the electrons are pushed to the ring region in that situation. On the contrary, the role of the 3 - and 4 -state terms is not so crucial when evaluating the ground state energy (cf. Fig. 10b). Therefore, one sees that the 3 - and 4 -state interactions will be of primary importance when evaluating the matrix elements between the states.

To determine explicitly the role of the three- and four-state interaction terms we have plotted in Fig. 11 the particle density profile with and without inclusion of them. We see that their role is crucial. Note that each of the curves has the same area equal to 2 (the number $N_{e}$ ). The apparent inequivalence arises from the circumstance that the ring part encompasses effectively a larger volume (here only a single cross-section $n\left(r_{x}\right)$ is plotted). So all the interaction terms contribute in a nontrivial manner to the many-particle wave-function engineering! Also, one can compose a resultant many particle state out of the products of the single-particle basis states and the leading terms are

$$
\begin{equation*}
\left|\Psi_{0}\right\rangle \equiv \sum_{i j \sigma \sigma^{\prime}} A_{i j \sigma \sigma^{\prime}} \hat{c}_{i \sigma}^{\dagger} \hat{c}_{j \sigma^{\prime}}^{\dagger}|0\rangle \approx\left(-0.6704\left(\hat{c}_{0,1}^{\dagger} \hat{c}_{0,0 \downarrow}^{\dagger}+\hat{c}_{0,0 \uparrow}^{\dagger} \hat{\uparrow}_{0,1 \downarrow}^{\dagger}\right)-0.2890 \hat{c}_{0,0}^{\dagger} \hat{c}_{0,0 \downarrow}^{\dagger}+\cdots\right)|0\rangle . \tag{12}
\end{equation*}
$$

The complete list of the leading coefficients $A_{i j \sigma \sigma^{\prime}}$ for the ground state spin singlet is provided in Table 1. Note that their values are the same for the components $\hat{c}_{i \sigma}^{\dagger} \hat{j}_{j \sigma^{\prime}}^{\dagger}$ and $\hat{c}_{j \sigma}^{\dagger} \hat{c}_{i \sigma^{\prime}}^{\dagger}$, of that singlet state. Essentially, the decomposition (12) with the complete list of the coefficients (cf. Table 1) provides the same type of expansion as that appearing in the Configuration Interaction method ${ }^{28}$. Here, a particular combination of the pair products of the creation operators represents a single Slater determinant of the single-particle wave functions and the respective numerical values of the coefficients describe the weight of each two-particle Slater determinant state. From Table 1 we see that only limited number of such states matter in this (and other) cases. This means that if the number $M$ of single-particle states in (1) is selected properly, the obtained results for many-particle states and their eigenvalues can be achieved to a very high accuracy. Here, it has been sufficient to choose $M=10$ for $N_{e}=2,3$. For the state (12) this results in having 24 leading coefficients listed in Table 1, i.e., the state can be represented well by 24 component states composing that state. For larger values of $N_{e}$, the method is also workable, but the value of $M$ must be selected with care.


Figure 6. Electronic density profile $n(x, y)[(a),(b)]$ and occupancy $\bar{n}_{i \sigma} \equiv\left\langle\left\langle\hat{\boldsymbol{c}}_{i \sigma}^{\dagger} \hat{\sigma}_{i \sigma}\right\rangle\right.$ of the single-particle states included in the calculations [(c), d)] for the ground state for $\boldsymbol{N}_{\boldsymbol{e}}=3$. Rows I-III correspond to $V_{\mathrm{QD}}$ equal to $-6 \mathrm{meV}, 1 \mathrm{meV}$ and 4 meV , respectively. For $V_{\mathrm{QD}}=-6 \mathrm{meV}$ the total spin is $1 / 2$. Two electrons are forming a singlet and located mainly in the dot part, whereas the third (unpaired) electron is located further away, as seen by the presence of the spin-polarized subsidiary occupancy maxima in $\left\langle\hat{c}_{i \sigma}^{\dagger} \hat{c}_{i \sigma}\right\rangle$ (cf. c). This state is degenerate, its counterpart has exchanged the occupancy of spin-up and spin-down states.

Electronic transition from the ground to the excited state. To flash on the importance of the system behavior, we examine the possibility of changing the state of electrons in DRN via an intraband photo-excitation for $N_{e}=2$. From the experimental point of view, the possibility of changing the probability of electrons to be in QD or QR is of importance. This can be realized by a microwave radiation absorption, as illustrated in Fig. 12. The selection rules are fulfilled as we are starting from the state $L_{\text {tot }}=0, S_{\text {tot }}=0$ and ending in the state $L_{\text {tot }}=0$, $S_{\text {tot }}=1$, where $L_{\text {tot }}$ and $S_{\text {tot }}$ represent the orbital and spin state of the system, respectively.

A detailed analysis of the interstate transition drawn in Fig. 12 may have important principal information about 3- and 4-state interactions. Namely, by studying DRN systems of a variable size, one should see their


Figure 7. The same as in Fig. 6 for $N_{e}=3$, but for the first excited state. The electronic density is almost exactly the same, but the occupancy $\bar{n}_{i \sigma}$ of the single-particle states is different. The state eigenenergy is $13.579 \mathrm{meV} \approx 1 \mathrm{mRy}$.


Figure 8. Values of the Hubbard (intrasite) repulsion $U_{i} \equiv V_{i i i i}$ vs the tuning parameter $V_{\mathrm{QD}}$ for different states, as marked. These values are in some cases comparable to the single-particle energy, so the interelectronic correlations are very important then. The continuous lines are guide to the eye to visualize the tendency of the calculated points. The nonmonotonic behavior is due to the level crossing depicted in Fig. 2.
diminishing role with the increasing system size. Such measurements when performed, can be readily analyzed within the exact solution provided here (the codes for the analysis of DRN for $N_{e}>1$ are available at https://bitbucket.org/azja/qmt).

## Scaling of Results with Variable DRN Size

The results discussed above have been obtained for the DRN size specified in Fig. 1. This size can be regarded as typical for this type of devices ${ }^{29}$. This is because the effective Bohr radius for this material is $a_{B} \approx 11.4 \mathrm{~nm}$ (for GaAs, for which $\varepsilon=12.9$, and $m^{*}=0.067 m_{0}$ ), so the DRN size is about 10 times larger and the quantum-dot size is $\sim 3 a_{B}$. Such size of the dot leads to the circumstance that a substantial number ( $>10$ ) of hydrogenic-like bound states appear already for this size, which in turn form a rich enough starting basis for defining the field operator (i.e., a reliable basis for many-particle considerations).

A natural question may arise to what extent the results are generic, i.e., only weakly quantitatively dependent on the DRN size. To check this we have scaled the results with the varying DRN size $r_{0}$. In the panel composing Fig. 13(a-d) we have drawn the principal characteristics as a function of $r_{0}$ (in the bulk of the paper $r_{0}=70 \mathrm{~nm}$, cf, Fig. 1). In Fig. 13a the exemplary ground-state and the first excited-state energies (for $V_{\mathrm{QD}}=0$ and $N_{e}=2$ ) vs $r_{0}$ are displayed. With increasing $r_{0}$ the interaction energy decreases, so that in the $r_{0} \rightarrow \infty$ limit the total energy becomes just the sum of single-particle energies. This is illustrated in the inset to this figure, where we have shown that the final-size-type of scaling $\sim 1 / r_{0}$ asymptotically reaches zero for $V_{\mathrm{QD}}=0$ and 3 meV , i.e., when the wave function has a significant ring component, and about -6 meV for $V_{\mathrm{QD}}=-3 \mathrm{meV}$, i.e., when the wave functions are located mostly in the dot part. The energy value varies essentially. In Fig. 13b the values of intrastate interaction $U$ for $V_{\mathrm{QD}}=0$ are shown for selected states and decrease approximately linearly with the increasing system size. In Fig. 13c the corresponding interstate values are shown, together with the $1 / r_{0}$ scaling in the inset. Again, only the data for $V_{\mathrm{QD}}=0$ and 3 meV scale to zero with $r_{0} \rightarrow \infty$, as then the ring size increases. Finally, in Fig. 13d the specified 3- and 4-state interactions are shown, and the same type of conclusion for the scaling $1 / r_{0}$ can be drawn for $V_{\mathrm{QD}}=3 \mathrm{meV}$. In general, the interaction strength decreases with the increasing size $r_{0}$, though the finite-size scaling $\sim 1 / r_{0}$ is only observed in special cases. Nevertheless, since the quantities vary in a systematic


Figure 9. (a) Two-state (interstate) Coulomb repulsion amplitudes $K_{i j} \equiv V_{i j i j}$ vs $V_{\mathrm{QD}}$. A rapid change of their values can be related to the left level (anti)crossing specified in Fig. 2 and the concomitant change of the singleparticle wave-function symmetry of the corresponding states. Note also that for $V_{\mathrm{QD}}<-2 \mathrm{meV}$ some of the values of $K_{i j}$ can even become comparable to those of $U_{i}$. (b) Exchange integral $J_{i j} \equiv V_{i j j i}$ vs QD potential. The convention is that $J_{i j}>0$ denotes the ferromagnetic spin-spin exchange interaction. c) Selected correlated hopping amplitudes $C_{i j} \equiv V_{i j j j}$ vs QD potential. The terms containing this parameter (the sixth term in (11)) lead to the nonorthogonality of the starting single-particle basis $\left\{\phi_{i}(\mathbf{r})\right\}$, i.e., to the hopping between those states with a double occupancy in either initial of final states. (d) Selected three- and four-site $V_{[i j k l]}$ parameters vs QD potential. They become comparable to $J_{i j}$ for $V_{\mathrm{QD}}>2 \mathrm{meV}$, where the second level crossing appears, particularly when one takes into account the circumstance that the number of, e.g., four-state terms is relatively large. The continuous lines are guide to the eye.


Figure 10. (a) Electronic density along the $x$ axis (for $y \equiv 0$ ) for the case of $N_{e}=2$ and $V_{\mathrm{QD}}=2 \mathrm{meV}$, with no 3and 4-indices integrals included (black), as compared to that coming from our present approach which includes all the microscopic parameters (orange). In the former case, the density is reduced essentially to the dot region. (b) The ground state energies for $N_{e}=2$, and 3 without and with the 3 - and 4 -state interactions included. The role of the latter is of secondary importance for these quantities.
manner with changing system size, the experimental realization of DRN seems to be feasible and thus the determination of interaction effects possible.


Figure 11. (a) Electronic density along the $x$-axis, i.e., on the $V_{\mathrm{OD}}-r_{x}$ plane ( $r_{y} \equiv 0$ ), with all the interactions included. (b) Difference in the density between the situation with the pairwise interactions taken only and that with all the interaction terms taken into account. The difference is the largest in the $Q D$ region and for $V_{\mathrm{QD}}$ at and around zero.

|  | $\boldsymbol{n}=0, \boldsymbol{l}=0$ | $n=0, \boldsymbol{l}=1$ | $n=0, \quad l=-1$ | $\boldsymbol{n}=0, \quad \boldsymbol{l}=2$ | $\boldsymbol{n}=0, \quad \boldsymbol{l}=-\mathbf{2}$ | $\boldsymbol{n}=\mathbf{1}, \quad \boldsymbol{l}=\mathbf{0}$ | $\boldsymbol{n}=1, \quad \boldsymbol{l}=1$ | $\boldsymbol{n}=1, \boldsymbol{l}=-\mathbf{1}$ | $\boldsymbol{n}=1, \boldsymbol{l}=2$ | $n=1, l=-2$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $n=0, \quad l=0$ | -0.2890 |  | -0.0005 |  |  | -0.6704 |  | -0.0002 |  |  |
| $n=0, l=1$ |  | 0.0652 |  |  |  |  | $-0.0450$ |  |  |  |
| $n=0, l=-1$ | $-0.0005$ |  | 0.0653 |  |  |  |  | $-0.0451$ |  |  |
| $n=0, l=2$ |  |  |  | 0.0071 |  |  |  |  | -0.0049 |  |
| $n=0, l=-1$ |  |  |  |  | 0.0071 |  |  |  |  | -0.0049 |
| $n=1, l=0$ | -0.6704 |  |  |  |  | -0.0149 |  |  |  |  |
| $n=1, l=1$ |  | -0.0450 |  |  |  |  | 0.0169 |  |  |  |
| $n=1, l=-1$ | $-0.0002$ |  | -0.0451 |  |  |  |  | 0.0169 |  |  |
| $n=1, l=2$ |  |  |  | -0.0049 |  |  |  |  | 0.0044 |  |
| $n=1, l=-2$ |  |  |  |  | -0.0049 |  |  |  |  | 0.0045 |

Table 1. Values of the leading coefficients $A_{i j \uparrow \downarrow}\left(>10^{-4}\right)$ for the case $V_{\mathrm{QD}}=\mathbf{0 m e V}$, and for the two-particle state (12) for different pairs $(i, j)$ of states composing this state.


Figure 12. Change in the overall electronic density for two electrons in $D R N$, for $V_{Q D}=2 \mathrm{meV}$, after absorption of a photon of frequency $\nu=1.05 \cdot 10^{11} \mathrm{~Hz}$. Note that this excitation is allowed as the change of respective angular orbital and spin momenta are $\Delta L_{\text {tot }}=0$ and $\Delta \mathrm{S}_{\text {tot }}=1$.

## Outlook

In this paper we have addressed in a rigorous manner the question of importance of the interelectronic interactions/correlations in nanodevices (on example of DRN). The cases tackled explicitly were those with $N_{e}=2$ and $N_{e}=3$ electrons. We have calculated all relevant interaction parameters and their evolution with the tuning parameter, which in this case is the relative potential $V_{\mathrm{QD}}$ of the quantum $\operatorname{dot}(\mathrm{QD})$ with respect to that for the ring (taken as zero). We have proved explicitly that practically all relevant interaction terms are important, as they


Figure 13. Basic characteristics of DRN with variable size $r_{0}$, for $V_{\mathrm{QD}}=\mathbf{0}$ and $N_{e}=2$. In the insets: the same characteristics vs $1 / r_{0}$ (then also $V_{\mathrm{QD}} \neq 0$ is included). (a) ground-state and first excited states energies. (b) intrastate interaction $U$. (c) interstate interaction $K$. (d) selected 3- and 4-state interactions. Magnitudes of all quantities decrease with the increasing $r_{0}$.
change essentially the shape of the multiparticle wave function. The situation depends on the size of DRN system. Such feature could be tested experimentally.

To test further the role of many-particle interactions, one can follow the two principal directions. First, the determination of the states in an applied magnetic field and in this manner see the evolution/crossing of many-particle states as the field increases. This topic can become quite interesting as the transition between low and high spin states may turn out then to be quite nontrivial. Second, the charge transport/tunneling processes through DRN can be nontrivial as they should also be connected with the total spin values change when applied field $/ V_{\mathrm{QD}}$ are altered. It has already been demonstrated that in the single electron regime the system can be applied as a switching device (transistor) ${ }^{17}$. Taking into account the possibility of controlling many-particle states, such situation would allow for manipulating the spin-dependent coupling between the DRN and the leads. This, in turn, opens a new area of applications, also in single spintronics, e.g., as spin valves or spin filters. We should see a progress along theses lines soon.

Finally, as mentioned above, one could also vary the system size and see the evolution of the relative roles of single-particle vs. many-particle contributions to the total energy. In a smaller nanosystem electrons will be confined more tightly so that the distances between them will be smaller. It will result in stronger Coulomb interactions. In the simple CI model the interaction energy is inversely proportional to the capacitance of the system, so it would decrease like $1 / d$ with the increasing diameter $d$. On the other hand, if we approximate the nanostructure by a infinite circular quantum well, the single-particle eigenenergies are proportional to $1 / d^{2}$. As a result, in this naïve picture the role of the single-paricle energies would diminish with respect to the interaction energy when the size of the DRN increases. However, since both the above assumptions, i.e., the CI model, and the infinite circular quantum well, may not be valid for a complex system like DRN, we have explicitly calculated how the one-particle spectrum and the interaction energy change with the DRN's size, as shown in the panel composing Fig. 13. In this manner, the DRN system may be useful for not only single-electron, but also for many-particle wave-function engineering and associated with it total-spin value changes.
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