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A B S T R A C T   

Rationale and objectives: This study investigated the effects of implementing an attention-based 
deep learning model for the detection of aortic dissection (AD) using non-contrast-enhanced 
chest computed tomography (CT). 
Materials and methods: We analysed the records of 1300 patients who underwent contrast- 
enhanced chest CT at 2 medical centres between January 2015 and February 2023. We consid
ered an internal cohort of 200 patients with AD and 200 patients without AD and an external test 
cohort of 40 patients with AD and 40 patients without AD. The internal cohort was divided into 
training and test sets, and a deep learning model was trained using 9600 CT images. A con
volutional block attention module (CBAM) and a traditional deep learning architecture (namely, 
You Only Look Once version 5 [YOLOv5]) were combined into an attention-based model (i.e., 
YOLOv5-CBAM). Its performance was measured against the unmodified YOLOv5 model, and the 
accuracy, sensitivity, and specificity of the algorithm were evaluated by two independent 
radiologists. 
Results: The CBAM-based model outperformed the traditional deep learning model. In the external 
testing set, YOLOv5-CBAM achieved an area under the curve (AUC) of 0.938, accuracy of 91.5 %, 
sensitivity of 90.0 %, and specificity of 92.9 %, whereas the unmodified model achieved an AUC 
of 0.844, accuracy of 83.6 %, sensitivity of 71.2 %, and specificity of 96.0 %. The sensitivity 
results of the unmodified algorithms were not significantly different from those of the radiolo
gists; however, the proposed YOLOv5-CBAM algorithm outperformed the unmodified algorithms 
in terms of detection. 
Conclusions: Incorporating the CBAM attention mechanism into a deep learning model can 
significantly improve AD detection in non-contrast-enhanced chest CT. This approach may aid 
radiologists in the timely and accurate diagnosis of AD, which is important for improving patient 
outcomes.   
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Fig. 1. Flowchart illustrates the study design.  
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1. Introduction 

Aortic dissection (AD) is a fatal medical emergency and occurs when a tear forms in the inner layer of the aortic wall, which causes 
blood to flow into a false lumen within the aortic wall [1]. The true incidence of AD is difficult to determine owing to its sudden onset 
and high mortality rate, but it is estimated to occur in approximately 2.6–3.5 individuals per 100,000 individuals annually, with men 
being more commonly affected than women [2]. The cause of AD is unknown; however, it may be associated with factors such as 
hypertension, history of aortic or aortic valve disease, family history of aortic disease, history of heart surgery, and smoking. The 
symptoms of AD include intense pain in the chest, back, and abdomen accompanied by shortness of breath, sweating, and fainting [3, 
4]. 

The accurate and rapid diagnosis of AD depends heavily on imaging techniques, including magnetic resonance imaging (MRI), 
computed tomography angiography (CTA), and echocardiography [5]. Echocardiography is quick and convenient; however, its ac
curacy may be limited by factors such as narrow intercostal spaces, obesity, emphysema, and operator skill and experience. MRI is also 
a major technique for diagnosing AD because of its high sensitivity and specificity. However, the lengthy scan time and unfavourable 
logistics make it unsuitable for emergency AD examinations [6]. CTA is the preferred method owing to its high scanning speed, 
accessibility, and diagnostic accuracy. However, one disadvantage of CTA is that the contrast agent may be nephrotoxic, thus making it 
unsuitable for patients with impaired renal function or allergies to contrast agents [7]. 

Non-contrast-enhanced computed tomography (CT) scans may reveal features such as aortic wall thickening, displaced calcified 
intimal flaps, and dilated aortic segments and may suggest AD in certain cases [8]. However, the accurate diagnosis of AD using 
non-contrast-enhanced CT scans remains challenging owing to the potential subtlety and lack of specificity of imaging findings. Deep 
learning algorithms can learn from subtle differences in image features that may not be apparent to human observers. In the field of 
medical imaging, deep learning algorithms are being used to support the interpretation and analysis of various types of medical 
images, such as MRI, CT, and X-ray images [9–12]. Recently, several studies have explored the potential of deep learning algorithms, 
particularly convolutional neural networks (CNNs), for the automatic detection and classification of AD in non-contrast-enhanced CT 
images, and the results have been encouraging in terms of both accuracy and efficiency [13–15]. Despite these achievements, previous 
CNN-based studies on AD detection in chest CT images have limited diagnostic efficiency owing to network insensitivity to small 
objects, including the aortic region, which constitutes only a small portion of axial chest CT images. To improve diagnostic accuracy 
and efficiency, there is a need for deep learning techniques that can achieve accurate small-object detection. An attention mechanism 
can be added to a CNN architecture to enhance important features in an image while suppressing irrelevant features; this approach can 
result in enhanced accuracy in various computer vision tasks such as object detection, image categorisation, and semantic region 
identification in images [16–22]. 

This study is the first to investigate whether the implementation of an attention-based deep learning model can enhance the 
detection performance of AD in non-contrast-enhanced chest CT images. 

2. Materials and methods 

The institutional ethics committees of the two hospitals reviewed and approved this study. Owing to the retrospective nature of the 
study, the requirement for written informed consent was waived. 

2.1. Patient population 

We conducted a retrospective analysis of 1300 patients who underwent contrast-enhanced chest CT at 2 medical centres between 
January 2015 and February 2023. In particular, 900 and 400 patients were from hospitals A and B, respectively. The inclusion criteria 

Table 1 
Patient demographics.  

Characteristic Training set Internal testing set External testing set 

AD Non-AD p value AD Non-AD p value AD Non-AD p value 

Number of patients 160 160  40 40  40 40  
Stanford type          
A 60   15   15   
B 100   25   25   
Age (mean ± SD) 53.90 ±

13.98 
55.61 ±
12.16 

0.452 57.85 ±
14.77 

58.91 ±
15.11 

0.655 52.82 ±
15.63 

50.82 ±
14.23 

0.562 

Gender          
Male 137 141 0.508 30 32 0.592 35 33 0.531 
Female 23 19  10 8  5 7  
Number of calcified plaque 

slices          
﹤5 125 118 0.360 33 30 0.412 34 35 0.745 
≥5 35 42  7 10  6 5  

The p-values were calculated by the Mann-Whitney U test or the Pearson’s chi-squared test when appropriate. 
AD：Aortic Dissection. 
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were as follows: (a) patients who were diagnosed with AD based on contrast-enhanced CT, (b) patients who underwent non-contrast- 
enhanced CT scans and contrast-enhanced chest CT on the same day, and (c) patients who did not have aortic stents. Patients with 
obvious CT image artefacts and those diagnosed with aortic intramural haematoma were excluded from the study. Ultimately, we 
selected 240 patients with AD and matched them to 240 patients without AD, as confirmed by contrast-enhanced CT, on the basis of 
age, sex, and calcified plaques in the aortic wall. Among the 400 patients from hospital A, 75 had Stanford type-A AD, 125 had Stanford 
type-B AD, and 200 had no AD. The patients were randomly divided into a training set (60 Stanford type-A patients, 100 Stanford type- 
B patients, and 160 non-AD patients [320/400, 80 %]) and an internal testing set (15 Stanford type-A patients, 25 Stanford type-B 
patients, and 40 non-AD patients [80/400, 20 %]). In addition, 80 patients were selected from hospital B for the external testing 
set (15 Stanford type-A patients, 25 Stanford type-B patients, and 40 non-AD patients). Fig. 1 shows a flowchart of the process adopted 
in this study. Table 1 shows a summary of the demographic characteristics of the patients. 

2.2. Data collection 

Datasets were collected from the electronic medical records of our hospital. The training and internal testing sets comprised images 
acquired from two different multi-row CT scanners (A and B), whereas images in the external testing set were obtained from three 
different multi-row CT scanners (C, D, and E). The scanning parameters were as follows: matrix size, 512 × 512; slice thickness, 5 mm; 
tube voltage, 100–120 kV; and automatically modulated tube current. The CT images were stored in DICOM format and were ano
nymised prior to inclusion in the study. Non-contrast-enhanced CT images that included both positive and negative cases of AD were 
examined by two senior radiologists, who independently confirmed the diagnosis of AD. We converted the transverse thoracic CT 
images of each patient with a window width of 350 Hounsfield units (HU) and a window level of 35 HU into JPEG format. Each image 
slice was then annotated with bounding boxes around the area of the aorta and labelled with ‘AD’ or ‘non-AD’ according to the 
corresponding contrast-enhanced CT slice. In cases of disagreement, a third senior radiologist was consulted to achieve consensus. 

3. Deep learning model 

3.1. You Only Look Once version 5 (YOLOv5) algorithm 

YOLOv5 is a cutting-edge object detection algorithm that uses deep CNNs for the real-time detection of objects in images and 
videos. The architecture of YOLOv5 is based on a feature extraction backbone, followed by detection layers that predict the bounding 
boxes and class probabilities for each detected object (Fig. 2a). The CSPDarknet backbone consists of multiple convolutional layers, 
including combinations of convolutional and pooling layers. This backbone is used to extract features from the input images, and these 

Fig. 2. Outline of deep learning modelling for the prediction of aortic dissection based on non-contrast-enhanced chest CT. (a) An overview of the 
architecture and detection process of the You Only Look Once version 5 (YOLOv5) model. (b) A convolutional block attention module (CBAM) was 
added to the backbone of the YOLOv5 model to create a new model (i.e., YOLOv5-CBAM). 
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features are then used to predict the bounding boxes and class probabilities of each detected object. The detection layers consist of 
multiple convolutional layers that perform object detection and classification. In this study, the YOLOv5 algorithm was trained using a 
transfer learning strategy on a large collection of chest CT images. The algorithm was coded using the PyTorch deep learning 
framework and Python programming language. The hyperparameters of the algorithm were optimised using the Adam optimisation 
algorithm with a learning rate of 0.001 and batch size of 32. The optimal weight parameters were obtained after 300 training rounds. 
These parameters were loaded into YOLOV5 to evaluate dataset B. 

3.2. Convolutional block attention module (CBAM) 

A CBAM was added to the CSPDarknet backbone of the YOLOv5 algorithm to improve detection efficiency (Fig. 2b). CBAM is a type 
of attention mechanism that enhances important features in an image while suppressing irrelevant features. It incorporates two 
attention modules for channel and spatial attention. In AD detection, the channel attention module focuses on channels linked to the 
AD, whereas the spatial attention module reduces the importance of non-aortic regions, which comprise a significant portion of axial 
chest CT images. 

3.3. Gradient-weighted class activation mapping (Grad-CAM) 

Grad-CAM is a deep learning technique used for visualising the importance of different areas of an input image for a particular 
output class [23]. It computes a score gradient for a particular class in relation to the feature maps of the final convolutional layer. The 
resulting gradient map is then used to produce weighted sum-of-feature maps, which are subsequently processed using an activation 
function to obtain a final heat map that will be overlaid on an input image. The colour intensity in each region of the heat map indicates 
the level of importance of that region for classification. A higher colour intensity corresponds to the higher importance of the region for 
classification. 

4. Experiments 

To establish the efficacy of our model, we conducted two distinct experiments for comparison. In the first experiment, we used an 
unmodified YOLOv5 algorithm. In the second experiment, we used the YOLOv5-CBAM model, in which the CBAM was integrated into 
the YOLOv5 algorithm. Both models were trained and validated internally on dataset A and externally on dataset B. The algorithms 
processed the input images and subsequently produced the bounding boxes and confidence scores for each detected object. The 
confidence score represents the probability that a detected object represents an AD. A higher confidence score indicates that the model 
is more confident that an object represents AD. For each detected object, we compared the confidence score to the ground-truth label 
(‘AD’ or ‘non-AD’) to determine if it was a true positive, false positive, true negative, or false negative. The confidence threshold used to 
determine whether an object was considered to represent AD varied, and the true-positive rate (TPR) and false-positive rate (FPR) were 
computed for each threshold. Receiver operating characteristic curves were obtained by plotting the TPR against the FPR at varying 
thresholds. 

4.1. Radiologist performance 

Two radiologists specialising in cardiovascular imaging with 8 and 10 years of experience, respectively, compared the algorithms 
by using their diagnostic abilities. We utilised transverse non-contrast-enhanced chest CT images in DICOM format, which were 
randomised and anonymised with an adjustable window level of 30 HU and a width of 400 HU. Both internal and external testing sets 
were used. The radiologists independently reviewed each image and provided a diagnosis of ‘AD’ or ‘non-AD’. A third radiologist 
compared these diagnoses to the ground-truth labels of ‘AD’ or ‘non-AD’ to determine whether they were true positives, false positives, 
true negatives, or false negatives. 

4.2. Statistical analysis 

Statistical analyses were conducted using Python and R programming languages (version 4.1.3, https://www.r-project.org/). To 
examine the differences in demographic characteristics and CT findings between patients, we conducted independent t-tests or 
Mann–Whitney U-tests for continuous variables and Fisher’s exact tests or chi-square tests for categorical variables. 

To determine whether the performance of the two algorithms was superior to the average performance of the radiologists, we used 
Pearson’s chi-square test to compare the accuracy, sensitivity, and specificity of the classification models. We also employed Fleiss’s 
kappa coefficient to evaluate the inter-rater agreement between the two radiologists. 

To assess the detection performance of the two algorithms, we calculated the area under the curve (AUC), sensitivity, specificity, 
and accuracy and compared the two AUC values by using the DeLong method. A threshold of 0.05 was considered statistically 
significant. 

5. Results 

We trained two deep learning models, namely, YOLOv5 and YOLOv5-CBAM, to detect AD in non-contrast-enhanced chest CT scans. 
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The models were trained using averages of 9600, 2400, and 2500 images (11,100, 3280, and 3226 regions of interest) for training, 
internal testing, and external testing, respectively. The processing times for the internal and external testing were 67 and 70 s (0.028 s/ 
slice), respectively. 

Table 2 presents the experimental results. In the internal testing set, there was no statistically significant difference in the AUC 
values between YOLOv5 and YOLOv5-CBAM for detecting Stanford type-A or type-B AD (Table 2). In the external testing set, YOLOv5- 
CBAM outperformed YOLOv5 in detecting type-A AD with a detection threshold of 0.03, as evidenced by its higher AUC (0.905 versus 
0.828) and sensitivity (0.842 versus 0.681); however, there was a slight reduction in its specificity from 0.965 to 0.932. Similarly, 
YOLOv5-CBAM exhibited superior performance in detecting type-B AD with a higher AUC (0.964 versus 0.857) and sensitivity (0.946 
versus 0.737); however, its specificity decreased slightly from 0.957 to 0.927. Furthermore, when detecting both type-A and type-B 
ADs, YOLOv5-CBAM exhibited improved performance compared with YOLOv5, with an increased AUC of 0.938 and sensitivity of 
0.900. By contrast, YOLOv5 achieved lower values of 0.844 and 0.712 for these parameters. However, the specificity of YOLOv5-CBAM 
(0.929) was slightly lower than that of YOLOv5 (0.960) (Table 2, Figs. 3 and 4). 

On the internal and external testing sets, Fleiss’s kappa coefficients between the two radiologists were 0.85 and 0.78, respectively, 
which suggested a high level of agreement. In the internal testing set, both the YOLOv5 and YOLOv5-CBAM algorithms exhibited 
significant differences in accuracy, sensitivity, and specificity compared with the two radiologists. However, in the external testing set, 
the YOLOv5 algorithm exhibited no statistically significant differences in sensitivity when compared with the evaluations of the two 
radiologists, whereas the YOLOv5-CBAM algorithm outperformed the radiologists in terms of detection performance (Table 2, Figs. 3 
and 4). 

Fig. 5 shows representative examples of lesion detection by the YOLOv5 and YOLOv5-CBAM models. 

6. Discussion 

We developed and validated a deep learning algorithm that utilises an attention mechanism for the automatic detection of thoracic 
AD in non-contrast-enhanced CT images. In detecting both type-A and type-B ADs on the external testing set, the developed model 
outperformed two experienced radiologists with an AUC of 0.938, accuracy of 0.915, sensitivity of 0.900, and specificity of 0.929. 

Table 2 
Diagnostic ability of the deep learning models and radiologists for the internal and external testing set.   

AUC 95%CI Accuracy Sensitivity Specificity    

(%) (%) (%) 

Internal testing set      
Stanford type A      
YOLOv5 0.974 0.964–0.984 97.1 96.6 97.7 
YOLOv5-CBAM 0.984 0.977–0.991 97.1 97.1 97.2 
Radiologist 1   76.5#$ 66.5#$ 86.5#$ 

Radiologist 2   80.9#$ 73.3#$ 88.5#$ 

Stanford type B      
YOLOv5 0.976 0.967–0.986 97.7 97.2 98.1 
YOLOv5-CBAM 0.990 0.985–0.995 98.5 98.1 98.8 
Radiologist 1   79.4#$ 73.1#$ 85.8#$ 

Radiologist 2   82.4#$ 75.6#$ 89.2#$ 

Type A + B      
YOLOv5 0.975 0.968–0.987 97.4 96.9 97.9 
YOLOv5-CBAM 0.987 0.983–0.992 97.9 97.8 98.1 
Radiologist 1   78.1#$ 70.1#$ 86.2#$ 

Radiologist 2   81.7#$ 74.6#$ 88.9#$ 

External testing set      
Stanford type A      
YOLOv5 0.828 0.806–0.851 82.3 68.1 96.5 
YOLOv5-CBAM 0.905* 0.888–0.922 88.7 84.2 93.2 
Radiologist 1   77.5$ 67.5$ 87.5#$ 

Radiologist 2   80.2$ 71.2$ 89.3#$ 

Stanford type B      
YOLOv5 0.857 0.838–0.875 84.7 73.7 95.7 
YOLOv5-CBAM 0.964* 0.955–0.974 93.6 94.6 92.7 
Radiologist 1   78.4$ 71.5$ 85.3#$ 

Radiologist 2   80.9$ 73.2$ 88.7#$ 

Type A + B      
YOLOv5 0.844 0.830–0.858 83.6 71.2 96.0 
YOLOv5-CBAM 0.938* 0.928–0.947 91.5 90.0 92.9 
Radiologist 1   78.0$ 69.7$ 86.2#$ 

Radiologist 2   80.6$ 72.3$ 89.0#$ 

*p < 0.05, comparison between the YOLOv5 and YOLOv5-CBAM by the DeLong test. 
#p < 0.05, comparison between the YOLOv5 and each radiologist by the Pearson’s chi-squared test. 
$p < 0.05, comparison between the YOLOv5-CBAM and each radiologist by the Pearson’s chi-squared test. 
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Fig. 3. Confusion matrices comparing the diagnostic performance of deep learning models and radiologists in the external testing set for Stanford type A (A), Stanford type B (B), and both types 
combined (C). The confusion matrices show the numbers of true positive (TP), false positive (FP), false negative (FN), and true negative (TN) cases for each group, thus allowing for the evaluation of the 
performance of the models and radiologists in the identification of the different types of cases. 

F. Dong et al.                                                                                                                                                                                                           



Heliyon 10 (2024) e24547

8

These results indicate that the YOLOv5-CBAM model is robust and highly accurate in detecting AD and can be implemented as a useful 
tool in clinical practice. 

Several studies have explored the potential of deep learning algorithms for the automatic detection and classification of AD in non- 
contrast-enhanced CT images. Hata et al. [13] utilised a deep learning model based on the Xception architecture to detect AD in 
non-contrast-enhanced CT scans. Their approach yielded promising outcomes that are comparable to the diagnostic performance of 
radiologists. Although this model classified the entire image slices, it did not focus on the aortic area. This could lead to an increased 
likelihood of false positives if the input images do not feature the aorta or if other lesions are present in the input images, such as 
pneumonia or pleural effusion. To overcome this problem, Hata et al. [13] designed an additional algorithm to detect the aorta, thus 
resulting in a more complex workflow. Yi et al. [14] proposed a novel approach for predicting AD by combining a Gaussian/naïve 

Fig. 4. Receiver operating characteristic curves comparing the diagnostic performance of deep learning models and radiologists in the external 
testing set for Stanford type A (A), Stanford type B (B), and both types combined (C). 

Fig. 5. Representative examples of lesion detection by the You Only Look Once version 5 (YOLOv5) model and combined YOLOv5 and convolu
tional block attention module (YOLOv5-CBAM) model. (A) YOLOv5-CBAM successfully detected Stanford type A aortic dissection in a 50-year-old 
man, whereas YOLOv5 failed to detect the lesion of the ascending aorta. (B) YOLOv5-CBAM successfully detected Stanford type B aortic dissection in 
a 56-year-old man, whereas the YOLOv5 misdiagnosed the lesion as non-aortic dissection. (C) Both the YOLOv5-CBAM and YOLOv5 models 
correctly identified the aortic dissection of a 58-year-old man as negative. 
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Bayes–based deep learning scoring function with morphological features. Although effective, this method requires multiple 
time-consuming training steps and does not provide detection results for every CT image slice. By contrast, the proposed algorithm 
requires only a single training step. This architecture can simultaneously locate and identify lesions by leveraging the context of input 
images. Additionally, the detection results were visualised by displaying coloured bounding boxes in the original images with asso
ciated confidence values. 

Although there were no significant differences in the AUC values between YOLOv5 and YOLOv5-CBAM on the internal testing set, 
YOLOv5 exhibited a noticeable decrease in detection performance on the external testing set compared with YOLOv5-CBAM, which 
only experienced a slight decrease. These differences can be attributed to variations in the data distribution and imaging characteristics 
between the two sets. The internal cohort comprised cases from two machines, whereas the external cohort included cases from three 
machines. Variations in scanner type, imaging protocol, and image quality may have contributed to the observed performance dif
ferences. Moreover, deep learning models often risk overfitting owing to an extensive parameter count, thus resulting in good per
formance on internal testing sets but poor performance on external testing sets. However, the YOLOv5-CBAM model effectively 
improves its ability to generalise external data by enhancing important image features and suppressing irrelevant features. This 
improved focus leads to increased sensitivity but also introduces a slight decrease in specificity. The model is more sensitive in 
detecting AD, but the trade-off is a slightly higher likelihood of false positives. We believe that this trade-off is acceptable given the 
potential clinical benefits of early detection and treatment. 

Studies [1,2] have demonstrated that the Stanford classification system is particularly useful for guiding treatment decisions 
because it facilitates the identification of patients who may benefit from surgical interventions. Given that our model can process each 
slice of an axial chest CT image, it can detect both Stanford types A and B in non-contrast-enhanced CT scans. Therefore, our model can 
facilitate early detection and prompt treatment. However, additional contrast-enhanced CT scans may be necessary for a more 
comprehensive evaluation. When attempting to detect type-A AD, the performance of YOLOv5 is relatively poor, which can be 
attributed to the presence of calcified plaques on the aortic arch wall and motion artefacts at the aortic root, thus leading to 
misclassification. In addition, because there are more complex adjacent structures around the ascending aortic root than around the 
descending aorta, YOLOv5 may fail to identify the structure of the ascending aorta (Fig. 5a). Further investigations are required to 
understand the underlying reasons for the performance variations of the model between the two types of AD. 

This study has several limitations. First, there may have been selection bias because all included patients required both a plain chest 
CT scan and contrast-enhanced CT within 24 h. Furthermore, many cases of AD were initially diagnosed using CTA, and this diagnosis 
is not possible when using traditional CT. Second, the sample size was small, and data were only collected from two medical centres; 
these factors could limit data diversity and affect the generalizability of our algorithm. Therefore, further research with larger multi- 
centre samples is necessary. Third, the CT scans used in this study were obtained from different suppliers and their imaging quality may 
not have been consistent, which could have affected the detection results. However, this may reflect the reality of clinical settings in 
which various CT brands are used. Finally, the detection of type-A AD still poses additional challenges because of motion artefacts at 
the aortic root, significant calcified plaques in the aortic arch, and the anatomical location of the ascending aorta. Further research and 
development are required to address these issues. 

In conclusion, although contrast-enhanced CT is the prevailing diagnostic method for AD, the ability to diagnose AD by using non- 
contrast-enhanced CT is crucial for patients who are unable to tolerate contrast agents owing to renal toxicity and in clinical scenarios 
wherein contrast-enhanced CT is not feasible. Our study successfully integrated CBAM into the YOLOv5 algorithm, thus leading to 
improved detection efficiency for AD in non-contrast-enhanced chest CT images compared to the performance of experienced radi
ologists. Our approach can effectively identify different types of AD and facilitate the early disease detection and optimisation of 
clinical decisions. 
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