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Using deep learning to
distinguish malignant from
benign parotid tumors on plain
computed tomography images

Ziyang Hu1†, Baixin Wang2†, Xiao Pan1, Dantong Cao1,
Antian Gao1, Xudong Yang3*, Ying Chen2* and Zitong Lin1*

1Department of Dentomaxillofacial Radiology, Nanjing Stomatological Hospital, Medical School of
Nanjing University, Nanjing, China, 2School of Electronic Science and Engineering, Nanjing
University, Nanjing, China, 3Department of Oral and Maxillofacial Surgery, Nanjing Stomatological
Hospital, Medical School of Nanjing University, Nanjing, China
Objectives: Evaluating the diagnostic efficiency of deep-learning models to

distinguish malignant from benign parotid tumors on plain computed

tomography (CT) images.

Materials and methods: The CT images of 283 patients with parotid tumors

were enrolled and analyzed retrospectively. Of them, 150 were benign and 133

weremalignant according to pathology results. A total of 917 regions of interest

of parotid tumors were cropped (456 benign and 461 malignant). Three deep-

learning networks (ResNet50, VGG16_bn, and DenseNet169) were used for

diagnosis (approximately 3:1 for training and testing). The diagnostic

efficiencies (accuracy, sensitivity, specificity, and area under the curve [AUC])

of three networks were calculated and compared based on the 917 images. To

simulate the process of human diagnosis, a voting model was developed at the

end of the networks and the 283 tumors were classified as benign or malignant.

Meanwhile, 917 tumor images were classified by two radiologists (A and B) and

original CT images were classified by radiologist B. The diagnostic efficiencies

of the three deep-learning network models (after voting) and the two

radiologists were calculated.

Results: For the 917 CT images, ResNet50 presented high accuracy and

sensitivity for diagnosing malignant parotid tumors; the accuracy, sensitivity,

specificity, and AUC were 90.8%, 91.3%, 90.4%, and 0.96, respectively. For the

283 tumors, the accuracy, sensitivity, and specificity of ResNet50 (after voting)

were 92.3%, 93.5% and 91.2%, respectively.

Conclusion: ResNet50 presented high sensitivity in distinguishing malignant

from benign parotid tumors on plain CT images; this made it a promising

auxiliary diagnostic method to screen malignant parotid tumors.

KEYWORDS

deep learning, convolutional neural network, residual neural network, parotid tumor,
computed tomography
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Introduction

Parotid tumor is themost common type of salivary gland tumor.

The acinar, ductal, and myoepithelial cells that comprise parotid

tissues can give rise to a variety of benign andmalignant neoplasms.

Pre-operative recognition of malignancy in parotid tumors is useful

in that it may alert the surgeon to more stringent attention to the

operative margin and hence better tumor clearance (1).

From the clinical aspect, although there are some clues of

malignancy-rapid growth, skin fixation, ulceration, facial nerve

palsy, pain, or cervical node metastasis, but only 30% malignant

parotid tumors present with these features (1, 2). Fine-needle

biopsy is helpful in differentiating malignancy; however, it is

invasive and more dependent on technical skill and experience

to obtain adequate specimens, and the few tissues obtained

always could not represent the whole tumor (3–5). Computed

tomography (CT), as a commonly used imaging technique, is

useful to identify the location and size of parotid tumors.

However, benign and malignant parotid tumors always have

similar CT features; the sensitivity of CT in identifying

malignant tumors is unsatisfactory (6–8).

Recently, deep learning methods, especially convolutional

neural network (CNN), have demonstrated effectiveness in

image recognition tasks. CNN-based tumor segmentation and

classification have been widely used in breast cancer (9), lung

cancer (10), liver tumor (11, 12), and nasopharyngeal carcinoma

(13). For parotid tumors, Xia et al. and Chang et al. had utilized

neural network to differentiating benign and malignant parotid

tumors on magnetic resonance imaging (MRI) (14, 15). To date,

there were no CNN models based on plain CT images to

differentiate benign and malignant parotid tumors. Because of

the fatty nature of parotid gland (16), the plain CT images

usually could visualize the tumors in parotid gland well and

provides abundant texture information of parotid tumors (17).

So, in this study, we explored using CNN to diagnose parotid

tumors on plain CT images.

Residual neural network (ResNet) is a CNN network proposed

in 2015. The framework reformulates the layers as learning residual

functions with reference to the layer inputs to obtain deeper

networks with higher accuracy (18). The ResNet model could

employ the entire image and is capable of retaining image

information more completely than many CNN networks. It

exhibits high diagnostic efficiency for liver fibrosis staging and

lungnodule segmentation (19–22). In this study, the applicabilityof

using ResNet to classify benign and malignant parotid tumor on

plain CT images was investigated, and the diagnostic efficiency of it

was compared with other two networks and oral radiologists.
Abbreviations: CT, Computed tomography, CNN, convolutional neural

network, ResNet, residual neural network, SGD, random gradient descent,

CAM, class activation map, PPV, positive predictive value, NPV, negative

predictive value, ROC, receiver operating characteristic, AUC, area under

the curve.

Frontiers in Oncology 02
Methods and materials

Data acquisition

An oral radiologist collected the CT images of patients with

parotid tumors in our hospital from 2008 to 2020. The inclusion

criteria were as follows: (1) primary parotid tumor; (2) definite

pathological diagnosis was available after surgery. (3) The CT

images were of good quality, without motion artifacts and foreign

body artifacts. The approval from the Ethics Committee of our

University was obtained prior to performing this study (NJSH-

2022NL-069).

The plain CT images of 283 patients (113 males and 170

females; mean age, 50.5 ± 15.6 years; range, 18–73 years) with

parotid tumors were included. Of them, 150 were benign (55

males and 95 females; mean age, 51.7 ± 16.3 years) and 133 were

malignant (58 males and 75 females; mean age, 50.3 ± 15.2

years). No statistical difference of age and gender was found

between benign and malignant tumor group. The pathological

classification of the 283 tumors was showed in Table 1.

All patients were performed CT examination before surgery;

the parameters of CT were as follows: tube potential: 130 kVp,

tube current 56 mA, slice thickness: 3 mm, matrix: 512 × 512,

window width: 200 Hounsfield units (Hu), window level: 40 Hu.
Image processing

Two radiologists manually selected the region of interest; axial

CT images with lesions were randomly selected and then the

regions of interest were obtained by square cropping the CT

images (Figure 1). For each patient, three or five axial CT images

including tumors were selected and cropped. It was confirmed by

another radiologist, and if there was any doubt about the area of
TABLE 1 The pathological classification of the 283 tumors included.

Benign

Pleomorphic adenoma 76

Warthin tumor 46

Basal cell adenoma 20

Other 8

Malignant

Adenocarcinoma

Mucoepidermoid carcinoma 32

Pleomorphic adenocarcinoma 19

Acinar cell carcinoma 15

Adenoid cystic carcinoma 11

Other 13

Lymphoma 15

Squamous cell carcinoma 11

Other 17
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interest, the two radiologists would work together to re-crop the CT

image. Neither of them knew the patients’ pathological diagnosis.

As the resolution of images cropped was not equal, the resolution of

image was adjusted to a uniform size of 317 × 317 pixels.

A total of 917-cropped CT images were finally obtained

(Figure 2). The subjects in dataset were divided into two

subcategories: training and testing. The training set

(approximately 75% of the database [687 images for 213

patients] was used to train variant versions of the model with

different initialization conditions and hyper parameters. Once

the models have been trained, their performance was evaluated

using test set (approximately 25% of the database [230 images

for 70 patients]). When building the CNN model, a series of

methods were performed on the input images in order to reduce

over-fitting of the model. These data argument methods

included random horizontal and vertical flipping, random

image rotation within 90°.
Network structure and voting

The CNN models were implemented on hardware with

following specification: Intel processor i7, 64 GB RAM with

NVIDIA Tesla V100 GPU, 1 TB hard disk for implementing.

ResNet 50-layer structure was shown in Figure 3 with pre-

trained model on the ImageNet database. The input data were

grayscale image with a resolution of 317 × 317. The input data
Frontiers in Oncology 03
were gradually processed by ResNet50 through five blocks. In the

first block, the image was converted into a 159 × 159 × 64 tensor.

Between the second and fifth stages, a residual block structure
FIGURE 1

Example of computed tomography (CT) images (A1, B1) and the extracted region of interests (A2, B2). (A1, A2) Showed a benign parotid tumor
with a well-defined and smooth border and homogeneous appearance (yellow arrow). (B1, B2) Showed a malignant parotid tumor with a poor-
defined border and heterogeneous appearance (yellow arrow).
FIGURE 2

A flowchart of plain computed tomography (CT) image inclusion
and exclusion.
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was introduced to overcome the problems of vanishing and

exploding gradients. After five blocks, the input was converted

into a 10 × 10 × 2,048 tensor. Both the height and width were

greatly reduced, and the number of dimensions was increased

from three to 2,048, which indicated that the extracted

information was much more than the original RGB pixel

information. According to the 2,048 features extracted by

ResNet50, the tensor was fattened into 2,048 vector elements.

The model loss function was the cross-entropy loss function and

the Random gradient descent (SGD) model optimization

method was used. The initial learning rate was 5e−3. The

batch size of the model training was 16; the final model

selected for the test group was the model with the smallest loss

function value for the test group. Fivefold cross-validation was

used to establish the ResNet model. The proportion of patients

corresponding to benign and malignant parotid tumor was equal

for the training and test groups. The final result was the average

of the fivefold cross-validation for the test group.

In order to simulate the process of human diagnosis and take

the spatial information into account, a voting model was added

at the end of Resnet. The input was classified as 0 or 1 (0 and 1

represent benign and malignant parotid tumor, respectively).

For each parotid lesion (three or five CT images), the most

classification was counted as the final result of the parotid lesion.

Generated activation maps by class activation map (CAM) on

test dataset were applied to evaluate the region of interest for

further clinical review.
Frontiers in Oncology 04
Other two neural networks (VGG16_bn and DenseNet169)

were used to classify the benign and malignant parotid tumors;

the voting model was also added at the end of these networks

and the diagnostic efficiency of them was compared with

ResNet50. These two networks were also models pre-trained

using the ImageNet database (23–25).
Manual classification of parotid tumor on
plain computed tomography images

After development of the CNN models were complete, the

283 parotid tumors were classified into benign or malignant ones

by two radiologists (A with 3 and B with 12 years of experience,

respectively), using the same CT images. These two observers

did not take part in the model training process and were blinded

to lesion selection. The observers were also unaware of patient

names, laboratory results, other imaging findings, or final

diagnosis. After 3 months, observer B re-classified the 283

tumors into malignant or benign; this time, all the original CT

images without cropping of the 283 patients were used. The

following characteristics were used for classification: tumor

location, number of tumors (single or multiple), the size of the

tumor (the size based on the selected CT images), tumor shape

(regular, e.g., round or oval, irregular, e.g., polycyclic, lobular),

tumor density (uniform, uneven), and tumor margins (well

defined, poorly defined).
FIGURE 3

The structure of Residual neural network (ResNet) 50-layer model. The input data are the cropped plain computed tomography (CT) images
with a resolution of 317 × 317. It propagated by ResNet through five convolutional phases. Through the five convolutional phases, the data were
then processed with three fully connected layers. This ResNet model was structured to output two values; the bigger one indicating the
classification of label 0 or label 1 for each CT images is output1. The results of output1 of each CT images are used to perform the final voting.
The most labels of output1 for a parotid lesion are output2. Batch Norm is the batch normalization; Conv is the Convolutional layer; FC is the
fully connected layer; ReLU is the rectified linear unit function.
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Statistics

The diagnostic accuracy, sensitivity, specificity, positive

predictive value (PPV), and negative predictive value (NPV) of the

three CNN networks was calculated on the 917 CT images. The

receiveroperatingcharacteristic (ROC) curves and theareaunder the

curve (AUC) of the three networks were constructed and calculated.

The diagnostic accuracy, sensitivity, specificity, PPV, and NPV; the

three deep-learning network models (after voting); and the two

radiologists were also calculated for the 283 tumors. The diagnostic

accuracy, sensitivity, and specificity of onefold were compared, and

the statistical significance was calculated between VGG19_BN,

DenseNet169, radiologist A, radiologist B, and radiologist B

(second time) with ResNet50 (after voting) using McNemar’s test.

The statistical analyses were conducted using SPSS 23.0 software

(IBMSPSSStatistics Base IntegratedEdition 23,Armonk,NY,USA).

Results

Diagnostic performance of three
convolutional neural network
models and radiologists

The classification performance of three networkswas shown in

Table 2. The accuracy of ResNet50, VGG16_bn, andDenseNet169

was 90.8%, 90.0%, and 87.3%, respectively (Figure 4). The ROC

curves of the three networks were shown in Figure 5. The AUC of

Resnet50,VGG16_bn, andDenseNet169 todifferentiatemalignant

from benign tumors was 0.96, 0.96, and 0.95, respectively.

The attention heatmap was generated by CAM and then the

heatmap was super-imposed on the original CT image, so that the

location of parotid tumor and the region highlighted by ResNet

could be compared. As showed in Figure 6, the attention heatmap

highlighted important sub-regions for further clinical review. This

showed that the abnormal characteristics of malignant parotid

tumors had been learned by Resnet and used as the basis for its

classification of benign and malignant tumors.

Diagnostic performance of different
convolutional neural network models
after voting

The accuracy, sensitivity and specificity, PPV, and NPV of

the three networks after voting and the two radiologists were

shown in Table 3. Statistical significance between VGG19_BN,
Frontiers in Oncology 05
DenseNet169, radiologists, and ResNet50 of onefold was shown

in Table 4.

Discussion

The pre-operative diagnosis of benign and malignant tumors

of the parotid gland is of great clinical significance and can have

an important impact on surgical planning. Because of the

important function of facial nerve, to preserve facial nerve

function is a general and important principle in parotid

tumors treatments. For benign lesions, local excision or partial

parotidectomy is sufficient and every attempt to preserve facial

nerve function should be made during surgery; however, for

malignant tumors, a total parotidectomy with sacrifice of any

part of the nerves overtly involved in tumor is desirable (26). For

surgeons, pre-operatively recognition, the malignancy of parotid

tumors is urgently hoped to be resolved, since this is helpful for

more adequate pre-operative preparation, more appropriate

operation (balance between preserving facial nerve function

and avoiding recurrence).

Fine-needle aspiration cytology is used for the pre-operative

diagnosis, and high specificity was showed by Piccioni et al.’s

study and Dhanani et al.’s study (27, 28). However, due to the

difficulty of sampling and the heterogeneity of the tumor, the

sensitivity of recognition malignancy was not quite satisfactory

(sensitivity: 73%–97%, specificity: 83%–97.9%) (5, 27, 28). In a

meta-analysis by Schmidt et al., the sensitivity and specificity

were 79% and 96% for malignancy (4). The relatively low

sensitivity was due to few tissues obtained for diagnosis, so

some malignant tumors would be misdiagnosed (false negative).

Ultrasound-guided core needle biopsy could obtain an adequate

tissue sample for histological evaluation, which allows

classification of malignant and benign tumors and tumor

grading. The sensitivity and specificity of it was much higher

than fine-needle aspiration (29). However, compared with

imaging technique, these two pre-operative techniques are

invasive and has a risk of infection (15). A summary of the

diagnosis results of fine-needle aspiration cytology and core

needle biopsy was showed in Table 5.

In clinic, ultrasound, CT, andMRI are widely used in parotid

tumors diagnosis (Table 5). The CT technique has high spatial

resolution and rapid acquisition (34). CT images are useful in

defining the anatomic localization, the extent, the density, the

border, and delineation of tumors, and they are useful for

detecting metastases and lymph nodes. However, it was not
TABLE 2 The diagnostic performance of the three convolutional neural network (CNN) models.

Accuracy Sensitivity Specificity PPV NPV

ResNet50 90.8% 91.3% 90.4% 90.5% 91.2%

VGG19_BN 90.0% 85.2% 94.7% 94.2% 86.4%

DenseNet169 87.3% 86.1% 88.6% 88.4% 86.3%
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A

B C

FIGURE 5

The receiver operating characteristic (ROC) curves of Resnet50, VGG16_bn, and DenseNet169. The horizontal axis represents the false positive
rate and vertical axis represents the true positive rate. (A) Is the ROC curve of Resnet50 (AUC = 0.96 for malignant tumor), (B) Is the ROC curve
of VGG16_bn (AUC = 0.96 for malignant tumor), and (C) Is the ROC curve of DenseNet169 (AUC = 0.95 for malignant tumor).
FIGURE 4

The diagnostic accuracy of Resnet50, VGG16_bn, and DenseNet169 in test set. The horizontal axis represents the training epochs, and vertical
axis represents diagnostic accuracy. The best accuracy of ResNet50 is higher than VGG16_bn and DenseNet169.
Frontiers in Oncology frontiersin.org06
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reliable in differentiating benign and malignant parotid tumors.

Generally speaking, benign lesions reveal a well-defined and

smooth border and have a homogeneous appearance (35–37).

However, malignant parotid tumors could also display as a

homogeneous density mass with well-defined border (6, 38).

Recently, CNNs present high efficiency in image processing and

classification tasks in many medical fields. Because of textures of

parotid tumors differ depending on the underlying

histopathological composition, neural network with pixel level

of receptive field could extract more detailed image feature than

human (39, 40). This supply a non-invasive pre-surgery

malignancy identification of parotid tumors based on various

images. By providing accurate, consistent, and instant results for

the same input image, it could also increase the accuracy of

diagnosis and reduce rote manual tasks, helping to simplify

clinical workflow integration for radiologist.
Frontiers in Oncology 07
In this study, the sensitivity and specificity of ResNet50 in

distinguishing malignant from benign tumors were 91.3% and

90.4%, and the sensitivity and specificity reached 93.5% and

91.2% after voting. VGG16_bn presented a sensitivity of 87.1%,

and Densenet169 presented a sensitivity of 90.3% after voting.

All the three CNN networks presented high sensitivity, and the

ResNet50 presented the relatively higher sensitivity. Meanwhile,

the two radiologists had a sensitivity of 32.9% and 49.7%, and a

specificity of 83.2% and 86.6%. And radiologist B had a

sensitivity of 74.2% and a specificity of 79.7% using the whole

original CT images without cropping. There were significant

differences between radiologists with ResNet50 for diagnostic

accuracy and sensitivity (P < 0.05). Because radiologist B (second

time) had a diagnosis using all the original CT images without

cropping, the diagnosis of accuracy and sensitivity increased.

Our manual classification results were also similar with previous
A B

DC

FIGURE 6

The images at the left side are the original computed tomography (CT) images; the images at the right side are the heatmaps drawn by class
activation map (CAM). The red color shows where the network is focused to differentiate benign and malignant parotid tumor. (A) Is a benign
tumor with homogeneous density and well-defined margin, network mainly focused on the texture and margin of tumor. (B) Is a malignant
tumor with heterogeneous density and poor-defined margin, network mainly focused on the texture of tumor. (C) Is a benign tumor with intra-
tumoral cystic component and well-defined margin, whereas network mainly focused on the upper part of the tumor and the margin of the
tumor but not the intra-tumoral cystic component. (D) Is a malignant tumor with homogeneous density and relative well-defined margin,
network mainly focused on texture of the left part of tumor but not the margin of tumor. All these tumors are correctly recognized by the
neural network.
TABLE 3 The diagnostic performance of three convolutional neural network (CNN) models after voting and two radiologists.

Accuracy Sensitivity Specificity PPV NPV

ResNet50 92.3% 93.5% 91.2% 90.6% 93.9%

VGG19_BN 92.3% 87.1% 97.1% 96.4% 89.2%

Densenet169 90.8% 90.3% 91.2% 90.3% 91.2%

Radiologist A 58.6% 32.9% 83.2% 65.3% 53.7%

Radiologist B 68.5% 49.7% 86.6% 78.0% 64.2%

Radiologist B
(second time)

77.1% 74.2% 79.7% 76.6% 77.6%
frontiers
Radiologist B (second time): The classification using all the original computed tomography (CT) images without cropping.
in.org

https://doi.org/10.3389/fonc.2022.919088
https://www.frontiersin.org/journals/oncology
https://www.frontiersin.org


Hu et al. 10.3389/fonc.2022.919088
study (6–8). The inconsistency of manual classification also

reflects the instability of manual diagnosis, and manual

classification is more dependent on experience of radiologist.

Because approximately 80% of parotid tumors are benign (26),

this priori experience will make the radiologist more inclined to

diagnose parotid tumors as benign. Considering the relatively

low sensitivity of fine-needle aspiration cytology and manual

classification, we think that the high sensitivity of our ResNet50

could be an important auxiliary diagnosis. For the CNN highly

suspected malignant tumors, if the diagnosis of fine needle

aspiration cytology is benign, maybe re-sampling, re-

evaluation, or consultation of experienced cytologist is needed.

Recently, Chang et al. and Xia et al. also utilized neural

network to differentiate benign and malignant parotid tumors

on MRI images. In Chang et al.’s study, U-Net model based on

MRI images of 85 parotid tumors (60 benign tumors and 25

malignant tumors) was used, and the diagnostic accuracy,

sensitivity, and specificity were 71%, 33%, and 87% for

malignant tumors. In Xia et al.’s study, a modified ResNet

model was developed based on MRI images of 233 parotid

tumors (153 benign tumors and 80 adenocarcinoma), and the

accuracy, sensitivity, and specificity were 88.2%, 94.6%, and 81.7%

for differentiating benign from malignant parotid lesions. And

studies using CNN networks based on portal phase CT images

(contrast-enhanced CT) and ultrasound images were also

published recently (32, 33). In our study, 283 parotid tumors

(150 benign tumors and 133 malignant tumors) were used for

training and testing. More malignant parotid tumors were

included in our database, and a high sensitivity of differentiating

malignant from benign parotid lesions was presented. Compared

with these CNN studies (Table 5), our study had a relatively large

sample size, more balanced benign and malignant parotid tumors

and relatively high sensitivity of differentiating malignant from

benign parotid tumors. We speculate that maybe more malignant

parotid samples trained are the reason for high sensitivity of

recognition malignant ones in this study.

In this study, in order to simulate the process of human

diagnosis, a voting model was built at the end of the three deep-

learning network models, and the accuracy, sensitivity, and

specificity of the three CNN models were calculated for the

283 tumors. After voting, the three CNN models all showed

higher diagnostic efficiency than the models without voting. The
Frontiers in Oncology 08
pathology diagnosis was a microscopic diagnosis, so the tumors

will be diagnosed as malignant if there are malignant cells.

However, imaging reflects the macroscopic morphology, so

imaging diagnosis is a probabilistic diagnosis and it needs

comprehensive analysis. Zhao et al. recently reported a hybrid

algorithm, a Bayesian network branch performing probabilistic

causal relationship reasoning and a graph convolutional network

branch performing more generic relational modeling and

reasoning using a feature representation (41). And their hybrid

algorithm achieves a much more robust performance than pure

neural network architecture.

In this study, we re-analyzed the mis-diagnosed parotid

tumors of CNNs. And we found that the accuracy for

lymphoma diagnosis was 73.3% (11/15), for ResNet50 (after

voting), this was much lower than the whole database. The

lymphomas usually appear as homogeneous and sharply

demarcated nodes, just like benign tumors; this maybe the

reasons of misdiagnosis. Moreover, most mis-diagnosed

malignant parotid tumors were small ones; they were

homogeneous and well-defined, and similar with benign

tumors. So, lymphoma and small tumors are more likely be

mis-diagnosed even for CNNs. Furthermore, using the attention

heatmap, we can infer which part of the input image is focused on

by the neural network. For some tumors, the highlighted areas

were on the margins, and for others, the highlighted areas were

intra-tumoral, which means that the neural network focused on
TABLE 5 The diagnostic sensitivity and specificity of different
diagnostic methods.

Diagnostic method Sensitivity Specificity

Fine-needle biopsy (4) 79% 96%

Core-needle biopsy (29) 98% 94%

Conventional MRI (30) 76% 91%

Plain CT (6–8) 10-50% 85-95%

Ultrasound (elastography) (31) 67% 64%

CT enhanced scan (DL) (32) 96.7% (first group)
76.7% (second group)

98.9% (first group)
78.8% (second group)

Ultrasound (DL) (33) 77% 81%

MRI (DL) (15) 33%-81.7% 87%-94.6%
DL, deep learning.
TABLE 4 Statistical significance between VGG19_BN, DenseNet169, radiologists, and ResNet50 of onefold.

Accuracy (P-value) Sensitivity (P-value) Specificity (P-value)

VGG19_BN vs. ResNet50 1.00 0.51 1.00

DenseNet169 vs. ResNet50 1.00 1.00 1.00

Radiologist A vs. ResNet50 0.00 0.00 0.06

Radiologist B vs. ResNet50 0.00 0.00 0.07

Radiologist B (second time) vs. ResNet50 0.04 0.03 0.04
frontiersin.org

https://doi.org/10.3389/fonc.2022.919088
https://www.frontiersin.org/journals/oncology
https://www.frontiersin.org


Hu et al. 10.3389/fonc.2022.919088
the texture of images of these tumors (Figure 6). Interpretability is

increased through the attention heatmap generated. It may

provide new ways of thinking in the diagnosis of parotid tumor.

This study still has several limitations. First, the tumor data

included need to be further expanded to get a stable result for

neural network. Although most of the parotid tumor is included

in this study, some types of tumor are still limited for clinical

application. Second, there is no auto-segment or automated

detection (R-CNN or Yolo) built in the neural networks. A

neural network with auto-segmentation or automated detection

need to be explored in further study. And networks using a

voxel-based domain and the whole CT images without cropping,

combining the radiological with clinical findings are also needed

to be explored in the future. Third, this study was based on a

single center; an external validation study is needed to validate

its diagnostic performance and generalizability. Prospective and

multi-institutional datasets are also needed in future studies.
Conclusion

ResNet50 presented high sensitivity in distinguishing

malignant from benign parotid tumors on plain CT images,

and this made it a promising auxiliary diagnostic method to

screen malignant parotid tumors.
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