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ABSTRACT: In situ and real-time analysis of chemical systems, or
online monitoring, has numerous benefits in all fields of chemistry.
A common challenge can be found in matrix effects, where the
addition of a new chemical species causes chemical interactions
and changes the fingerprints of other chemical species in the
system. This is demonstrated here by looking at the Raman and
visible spectra of the uranyl ion within combined nitric acid and
hydrofluoric acid media. This system is not only highly important
to nuclear energy, a green and reliable option for energy portfolios,
but also provides a clear chemistry example that can be applied to
other chemical systems. The application of optical spectroscopy is
discussed, along with the application and comparison of both
multivariate curve resolution and HypSpec to deconvolute and
understand speciation. Finally, the use of chemical data science in the form of chemometric modeling is used to demonstrate robust
quantification of uranium within a complex chemical system where potential matrix effects are not known a priori.
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B INTRODUCTION

Nuclear energy is notable as a green energy source and a key
component of a climate-conscious and reliable energy
portfolio.'* By recycling used nuclear fuel, it is possible for
nuclear energy initiatives to push closer to a renewable source,
improve U.S. energy security, and reduce the volume of waste
slated for a geological repository. Various chemical processes
for recycling light water reactor fuel are well documented, and
new schemes are being developed for fuel anticipated from the
next generation of reactors.” In all of these processes, careful
analytical monitoring and control of the process streams and
products are required to support accountability and maintain
product quality. Integration of online monitoring is an effective
way to meet analytical requirements while also allowing for the
reduction of sampling costs and optimizing processing speed
and safety.

Optical spectroscopy is an ideal tool for online and real-time
monitoring of radiochemical processes. Not only are these
mature technologies capable of providing insight into the

made of metal and glass, can withstand significant radiation
doses without failing.”

While the utility of Raman spectroscopy for detecting
actinide species has been previously investigated,”"" this work
explores applications within significantly more complex
solutions. Namely, the ability to quantify the uranyl ion in
solutions exhibiting variable nitric acid (HNO;) and hydro-
fluoric acid (HF) concentration is demonstrated. In these
systems, competing ligands create highly complex speciation
behavior and, consequently, highly nonlinear optical response.
To overcome this challenge, chemometric models are
leveraged to build regression algorithms for high-fidelity
quantification.

Optical monitoring and multivariate analysis provide insights
into the fundamental chemistry of these multiligand systems.
Specifically, the chemical speciation of the uranyl ion within
solutions of variable HNO; and variable HF can be quantified
using multivariate analysis. Two independent, multivariate
methods for calculating the speciation of UO,*" are leveraged
and compared. The methods are HypSpec2014 and multi-

quantity, speciation, and oxidation state of key actinides and
transition metals in solution, but they are uniquely well suited
to radiological applications. Specifically, techniques such as
ultraviolet—visible (UV—vis),” fluorescence,’ and Raman®®
spectroscopic techniques can be used to follow key species
such as the uranyl ion where only the probe is within the
radiation environment.® Fiber optics connect the probe to the
electronics, allowing the radiation-sensitive components to be
located at a distance from the harsh environment. The probes,
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variate curve resolution (MCR), where the mathematics differ
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in such a way as to allow for a multiangled exploration of
speciation. These techniques were used to determine the
number of uranium species in solution. For a more
comprehensive understanding and comparison, UV—vis
absorbance data was also leveraged as a part of this study.

The findings from the speciation studies were used to inform
and optimize subsequent chemometric regression models for
quantification, e.g, to select the number of latent variables
(model components) needed for partial least-squares-locally
weighted regression (PLS-LWR) modeling, which quantifies
the concentration of uranium in solution. PLS-LWR models
were also used to measure the HNO; concentration. As a
demonstration of how powerful the multivariate approach can
be, models were also built to quantify HF based on the indirect
effects on the Raman band structure.

Also included is a comparison of optical data from Raman
and visible absorbance systems. While absorbance systems are
more typically used to explore the electronic differences
between chemical species, Raman is the more selective tool for
UO,*" quantification. Comparing speciation impacts between
the two optical approaches and the two mathematical analyses
provides valuable insights into both the chemical behavior of
the system and the robust quantification models needed to
enable online monitoring.

B EXPERIMENTAL SECTION

Materials. All chemicals were used without further
purification: uranyl nitrate hexahydrate [UO,(NO;),(H,0)s,
Spectrum, 98.0—102.0%], nitric acid (HNO;, Sigma-Aldrich,
70% concentrated), and hydrofluoric acid (HF, Sigma, 48%
concentrated).

In order to span a wide concentration range while limiting
the number of samples and reducing the radioactive waste
generated, a series of titrations were performed for a majority
of the samples. One- and two-component solutions of UO,*,
HEF, and HNO; were measured along with titrations of 1 or 2
M UO,* with HF at various starting concentrations of HNOs,
With this method, the spectral fingerprints of the individual
components, as well as any spectral interferences or chemical
interactions, can be captured. The overall concentration ranges
of each analyte are included in Table 1. There were a total of

Table 1. Analyte Concentration Ranges Prepared for the
Training and Validation Set Samples

analyte concentration range (M)
U0, 0.43-2.0
HNO, 020-7.8
HF 0.25-3.5

331 unique samples measured. Due to the complexity of
performing work within a contamination area (CA) fume
hood, experiments were performed at ambient laboratory
temperature conditions (~20 °C) and would be considered
isothermal.

Instrumentation. The Raman and visible absorbance
spectrometers used in this work were acquired from Spectra
Solutions Inc. and consisted of high throughput volume phase
holographic gratings with thermoelectrically cooled charge-
coupled device (CCD)-based detectors. The Raman system
employed a miniature fiber optic probe with a backscattering
(180°) optical design and a continuous wave (CW) 250 mW,
671 nm excitation laser. The detector had an ~ 5 cm™
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resolution and an operating range of ~ 185—4495 cm™". A 1
s integration time was used for each measurement. The visible
detector range was 395—874 nm, and an SLS20S Xenon arc
lamp was purchased from ThorLabs Inc. (Newton, NJ). A 0.12
s integration time was used.

The cell holder pictured in Figure 1 contained fiber optic
ports for the excitation and collection fibers of the visible

. ‘ #7
/ ér /
Figure 1. Cuvette holder showing the 671 nm Raman probe and the
attached visible absorbance fiber optic cables.

spectrometer. These fibers are perpendicular to the Raman
probe, allowing for the simultaneous interrogation of samples
within a cuvette. All samples were measured in a 1 cm quartz
cuvette. Although HF solutions can dissolve quartz, each
sample was measured as quickly as possible, and no evidence
was observed of damage to the cuvette. Water spectra were
also collected periodically to check whether the signal
remained consistent. For each sample, 100 spectra were
collected for both Raman and visible absorbance measure-
ments. Each sample was measured in replicates of 10 spectra
and averaged.

Data Analysis via HypSpec. Formation constants () for
the UO,F,”™ complexes were determined from the visible
absorbance and Raman spectra using HypSpec2014.'” The
absorbance spectra had all wavelengths below 481.5 and above
650 nm removed to eliminate portions of the spectra with
excessive absorption or which contained only baseline and
scattered light from the Raman laser, respectively. Raman
spectra were first normalized to the area under the water band
from approximately 2500—4000 cm™'. Normalizing to the
water band helps account for laser power fluctuations, and
while pH can affect the shape of the water band, it has been
found that, in general, the area under the curve does not vary
significantly with pH changes.'® Subsequently, portions of the
Raman spectra below 500 cm™ or above 2350 cm™' were
removed to eliminate the excess baseline and the large water
band. Spectra of samples in which solids precipitated during
titration were excluded from this analysis.

The UO,* and F~ system forms three complexes, with
formation constants denoted as 3}, f,, and f;, defined in eqs
1—3, respectively. Protonation of F~ was accounted for when
fitting these values in HypSpec2014 by includinﬁ both F~ and
HF as species in the model with a pK, of 3.17."*

5= [UO,F*]

' [UO MR (1)
B = [Uoze(aCl)]

> [UOIETP (2)
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available data set, the formation constants for the NO5~ = 05 800 850 900 950
complexes were unable to be resolved, so the formation —— .

constants determined by Houwer and Gérller-Walrand'® were
used. The inclusion of these complexes in the models resulted
in slightly poorer fits with higher uncertainties; therefore, all
results contained here ignore the existence of UO,(NO;),>"
complexes.

Chemometric Modeling. MCR and PLS-LWR models
were generated using MATLAB (R2022B) with the
Eigenvector Research PLS-Toolbox (version 9.0). The same
normalization step was done on the Raman data for MCR that
was done for HypSpec. Further details on sample selection and
additional preprocessing steps are outlined in the correspond-
ing section of Results and Discussion.

B RESULTS AND DISCUSSION

Uranyl Optical Fingerprint. The uranyl ion fingerprint is
well characterized in the literature for a range of optical
techniques.'™"? In the case of Raman spectroscopy, for
UO,", a primary response band is anticipated at ~870 cm™
that corresponds to the O = U = O v, symmetric stretching
frequency, which has been shown to be insensitive to the
weakly complexing NO;~ in HNOj; solutions.'® Both HNO;
and UO,*" produce minor bands, which become visible at
higher concentrations, and both impact the profile of the
primary water band at 3300 cm™'. Figure 2 presents an
example of the spectral fingerprints of uranyl nitrate in 0 M
HNO;. The full Raman spectral response is shown in Figure
2A, with the UO,** band shown in the inset. Also presented in
Figure 2B is a simple calibration curve for the quantification of
UO,* in 0 M HNO, via Raman spectroscopy. Limits of
detection (LOD) were calculated via the following equation:

3s

LOD = = @
where s is the standard deviation of the blank (water) and m is
the slope of the calibration curve.*’

The visible absorption spectrum is also well characterized
and can be seen in Figure 2C. This fingerprint corresponds
well to what has been previously reported in the literature.'”*'
The presence of additional complexing species such as HNO,
can impact fingerprints, as discussed in subsequent sections.
Figure 2D shows the calibration curve of UO,** in 0 M HNO,
for the absorbance spectra shown in Figure 2C.

Optical Impacts of Variable HNO;. In the presence of
increasing HNO,, UO,*" speciation will chan%e to include
UO,NO;*, UO,(NO,;),, and UO,(NO;);".""** Generally,
these types of speciation changes are more easily followed
via electronic spectroscopy such as UV—vis absorbance.
Impacts to Raman can be observed but typically are more
noticeable when switching between complexing ligands, as will
be discussed in subsequent sections. This can be observed in
Figure 3A,B, respectively. In Figure 3A, the Raman uranyl band
at 873 cm™ ! is stable across the range of HNO; concentrations
up to 5.7 M. The visible absorbance bands, however, shift and
change intensity with variations in the HNOj; concentration
(Figure 3B). Note, because the detector used here is unable to
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Figure 2. (A) Full Raman spectrum of 0.0—2.0 M uranyl nitrate in 0.0
M HNO;. (B) Calibration curve of Raman intensity at 873 cm™, as a
function of uranyl concentration, and calculated limit of detection
(LOD). (C) Visible absorption spectrum of 0.0—2.0 M uranyl nitrate
in 0.0 M HNO;. (D) Calibration curve of visible absorbance at 488
nm, as a function of uranyl concentration, and calculated LOD. The
arrows in parts A and C indicate the band increase due to an increase
in uranium concentration.

probe into the UV, only a limited portion of the UO,*
shoulder is observable in Figure 3B. The LOD calculations
performed for uranyl ion in each HNO; concentration, shown
in Table SI in the Supporting Information, demonstrate the
effects of band shifting. With an increase in initial HNO,
concentration, the location of the Raman band did not change
outside of the detector’s resolution, and the LODs for uranyl
ion remained relatively constant at about 1.5 mM. The visible
absorption band chosen for quantification, however, shifted
slightly from 488 to 483 nm, and there was a slight increase in
the LODs from about 3 to 15 mM. This is also shown in
Figure 3B, where the visible band at 488 nm decreases in
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Figure 3. 1.0 M uranyl nitrate titrated with 0.0—-5.7 M HNO;
showing (A) Raman spectra and (B) visible absorbance spectra.
The Raman spectra are shown normalized to the area under the
uranyl band from 825 to 900 cm™' to account for dilution and
highlight changes in the nitrate band, and the visible absorbance
spectra are normalized to the area under the curve from 450 to 525
nm to counteract the absorbance changes due to dilution.

intensity and shifts to a lower wavelength with an increase in
HNOj; concentration.

From the standpoint of characterizing uranyl ions within a
process, there are several notable differences in the efficacy of
these spectroscopic methods. For example, if the goal is to
identify uranium ion speciation, a UV—vis approach is ideal, as
detection of the uranyl ion in the UV region can be quite

sensitive. However, if the goal is to quantify total UO,*" within
a process with variable HNOj;, Raman spectroscopy enables
more simplistic calibration curves because the shape and
frequency of the Raman response band are more stable than
that of UV—vis response of similar solution chemistries. These
quantification approaches have been discussed else-
where 102324

UO,** Fingerprint Impacts with HF. Quantifying the
uranyl ion concentration becomes substantially more challeng-
ing when looking at chemical systems exhibiting multiple
potential ligands to UO,*". A key example is a uranyl system
including both HNO; and HF. This can be a common
situation in nuclear materials processing, where HF is added to
prevent third phase formation and other process upsets.”*>°

Figure 4 shows the impacts of increasing HF concentration
on both the Raman and visible absorbance spectrum in the
presence of different base HNO; concentrations. For this work,
solutions of 1.0 and 2.0 M UO,** were titrated with HF in 0—
5.7 M HNO;. For comparison, results are plotted for a subset
of this data. Figure 4A—C shows the Raman spectra
normalized to the area under the nitrate band from 980 to
1100 cm ™" to account for dilution and laser fluctuations and to
visualize the change in the uranyl band. The uranyl Raman
band shifts to a lower wavenumber, broadens, and decreases in
intensity with increasing concentration of HF. The absorbance
bands change shape notably across both variable HF and
HNOs;, as seen in Figures 3B and 4D—F. Increasing optical
complexity limits the accuracy of simple calibration curves,
which must be calculated for each acid concentration, thereby
requiring a priori knowledge of acid concentration in new
samples in order to select the appropriate calibration curve
against which to measure the sample. Advanced, nonlinear
methods of analysis can provide high-fidelity analysis of uranyl
ion in solutions of various acid/ligand compositions.

Speciation of UO,%* with HF. It is of interest to explore
the complex speciation of this multicomponent system. Two

A 0.46 M HNO; HF i B 1.8 M HNO, HF . Cc 3.8 M HNO; HF s
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Figure 4. (A—C) Raman spectra and (D—F) visible absorbance spectra of 1.0 M uranyl titrated with up to 2.1 M HF in A, D: 0.46 M HNOj; B, E:
1.8 M HNO;; and C, F: 3.8 M HNO,. The Raman spectra are shown normalized to the area under the nitrate band from 980 to 1100 cm™". The
arrows indicate the spectral band shift corresponding to an increase in HF concentration.
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HNO,,.

tools were utilized for the spectral analysis: HypSpec and MCR
via PLS-Toolbox. Data are partitioned, preprocessed, and
decomposed differently within the two analyses.

Both methods were applied to the Raman and visible
absorbance data sets to enable a comparison of spectral
impacts of solution composition within each technique.
Because quantification of uranyl ion within variable HNO; is
well documented,"****” it does not represent a novel challenge
for speciation characterization. Instead, efforts were focused on
exploring speciation under variable HF concentrations within
relatively constant HNO; matrices.

The deconvoluted signatures of fluoride species in visible
absorbance analysis can be seen in Figure S for three
concentrations of HNO; (0.46, 1.8, and 3.8 M) with titrated
HF; the corresponding spectra are shown in Figure 4D—F.
From the absorbance spectra, HypSpec identified four species,
while MCR demonstrated the best fit with three species. The
differing species in this case is UO,F;™, though the presence of
this particular species is minimal. The band locations and
shapes agree well between the two mathematical approaches
for the first three species, though relative intensities vary
notably. For MCR, fitting a fourth species resulted in more
noise and overlapping species peaks, which are indicators of

41700

overfitting. Figure S1 shows the MCR results when the fit was
with four species. One limitation of MCR is rotational
ambiguity, where the model can output more than one
solution that can reproduce the original spectra.””” This can
be suppressed with the addition of constraints. In this case, the
only constraint on the model was limiting the number of
components, but the similarity between the results from
HypSpec and MCR provides support that the MCR results are
representative of the actual component spectra.

The HypSpec species fraction results and MCR scores from
visible absorbance spectra are shown in Figure 6. These results
are again shown fitting 4 species with HypSpec and 3
components in MCR. In Figure 6B,F, there is a slight increase
in the scores for the UO,*" species at high F~ concentration,
which could suggest the presence of a fourth species. The
results showing the MCR fit with 4 components are shown in
Figure S2. In Figure S2B, the MCR results fit a fourth species
(UO,F;7) at 0 M F~, which is not possible. There was also
more scatter in the replicate points in Figure S2F compared to
Figure 6F, which only fit 3 species. Therefore, the best MCR
results fit 3 species. Both techniques show speciation changes
across each titration with HF, with speciation varying among
the titrations due to the ratio of HNO; to HF. The results of
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Figure 6. Speciation comparison between HypSpec (left column) and MCR (right column) results fitting 4 components for HypSpec and 3
components for MCR for visible absorbance spectra of 1.0 M UO,*" titrated with 0.0—2.1 M HF in (A, B): 0.46 M HNO3; (C, D): 1.8 M HNOj;

and (E, F): 3.8 M HNO,.

Table 2. Formation Constants for UO,>* with F~ Determined by Visible Absorbance Spectroscopy

1.0 M UO,** 2.0 M UO,*
initial [HNO;] (M) log /3, log /3, log /5 log f, log f, log S5
0.46 4.56 + 0.01 8.62 + 0.03 11.0 + 0.3 4.611 + 0.009 842 + 0.05 12.54 + 0.03
0.96 47 +0.1 10.38 + 0.09 13.0 + 0.5 5.56 + 0.01 9.82 + 0.03 b
1.80 41+ 02 9.88 + 0.03 14.5° 6.16 + 0.01 11.56 + 0.03 b
2.50 41+ 04 10.88 + 0.09 145 + 02 542 + 0.01 10.98 + 0.02 b
3.18 4.26 + 0.08 11.06 + 0.03 139 + 0.1 6.39 + 0.02 9.82 + 0.08 b
3.80 6.30 + 0.05 9.8 +03 13.67 + 0.04 6.82 + 0.06 10.4 + 0.2 b
4.82 6.7 + 0.1 109 + 0.4 2+3 7.92 + 0.02 13.39 + 0.05 b
5.70 59 +02 8+ 4 15+1 7.75 + 0.02 13.1 + 0.04 b

“Uncertainty unable to be determined “; unable to be fit

both modeling techniques show a decrease in the uncomplexed
UO,>" at low HF concentrations and increasing amounts of the
higher-order fluoride species forming at higher concentrations
of HF. While the amounts of each species vary depending on
the analysis method, the locations of the maximal species
fractions are similar. In comparing these two analysis
techniques, it is worth noting the difference in the y-axis
scale. For HypSpec, the data output is in species fraction where
the totals of each species sum to 1. For MCR, the scores are

41701

calculated differently, resulting in a somewhat arbitrary y-axis
scale, but the relative amounts of each species are comparable
to HypSpec.

Mathematics for determining formation constants via the
HypSpec approach is described in the Experimental Section.
The formation constants of the uranyl fluoride species show
notable variation with the initial concentration of HNO;. For
the UO,F* and UO,F,(aq) complexes, the formation constants
increase with the HNOj; concentration, as shown in Table 2.
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This can also be seen in the 1.8 M HNOj spectra in Figure 6C,
where the species fraction of UO,F;™ appears to be greater
than that in Figure 6A,E, though this trend is difficult to
discern due to the greater uncertainty in the formation
constants for those measurements. At lower initial HNO;
concentrations, the formation constants are comparable to
those published by Grenthe et al.*® and Tian and Rao®" despite
the lack of correction for ionic strength here.

The Raman spectra were fit with HypSpec using an
approach similar to that of the visible absorbance data. This
gave ff; = 6.82 & 0.07 and f, = 9.57 + 0.04. No value for 3,
could be fit from the Raman spectra. This can be attributed to
the limited formation of the UO,F;” complex and lower
Raman sensitivity compared with the visible spectra for this
analyte. Extending the titration to capture spectra with a higher
[F7]/[UO,*] ratio has been observed to yield both the
UO,F;~ and UO,F,*~ complexes.”’

The Raman results are presented in Figure 7. In both
HypSpec and MCR analyses, three species were distinguish-
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Figure 7. HypSpec (A) and MCR (B) components from fitting
Raman spectra with 3 components.

able from the Raman data. A fourth species, such as the
UO,F;~ complex observed by UV—vis, was not observed, but
the lack of this species may contribute to the physically
unreasonable negative intensity seen in the UO,F, spectra in
Figure 7A. Using HypSpec, analysis of Raman data proved
difficult, as the software could not distinguish between UO,>*
and HNO; spectra if input as a set containing only one HNO,
concentration. To combat this, data were partitioned into
separate sets for each starting U022+ concentration, with
multiple HNO; matrices, into which HF was titrated. Each set
was then fit using HypSpec.

For a direct comparison to the HypSpec data presented in
Figure 7, the same data sets were also selected for analysis by
MCR. MCR models of Raman spectra were tested, fitting both

3 and 4 components. The results fitting 4 components are
shown in Figure S3. In this figure, while the MCR model was
able to fit a fourth component, it appears to have a similar
character as the first component and therefore appears to be an
overfit of the data. Thus, 3 components were chosen as the
appropriate fit of the data and are shown in Figure 7B. MCR
components show a behavior similar to that of the HypSpec
results, with a shift in the UO,** Raman band to lower
wavenumbers with the formation of higher-order fluoride
complexes.

The results of both the HypSpec and MCR data fits are also
in agreement with the literature. Nguyen-Trung et al. have
collected Raman spectra of samples with a broader range of
[F7]/[UO,**] ratios and were able to observe these
complexes.”” They observed a consistent decrease of 12
cm™! in the Raman v, band for each additional F~ added to
UO,*. Table 3 contains the peak locations for the complexes

Table 3. Location of the Raman O=U=0 v, Band, in
cm!, for UO,*" and UO,F,*"" Complexes

this this Nguyen-Trung et
complex work, HypSpec work, MCR al”’
U0, 873 873 870
UO,F* 865 869 858
UO,F,(aq) 848 856 846
UO,F;~ 834
UO,F,2>~ 822

determined in this work using HypSpec and MCR, as well as
those published by Nguyen-Trung.”’ While there is close
agreement in the Raman bands of the UO,*" and UO,F,(aq)
complexes, the UO,F* complex, while still between UO,>* and
UO,F,(aq), is not in such close agreement. Despite this, there
is the same overall trend of a shift in peak location with the
formation of higher-order fluoride complexes.

Quantification of UO,%*, HNO;, and HF. Previous
sections provide key insight into the complexity of optical
signals from a system, including uranyl ions (UO,*"), HNO;,
and HF. In a process where the goal would be to quantify these
chemical targets in situ and in real time, data processing must
move beyond univariate analysis in order to deal with
nonlinearity of signal due to interactions between chemical
species in solution. Here, multivariate analysis is necessary to
accurately characterize and quantify the analytes. Specifically,
multivariate regression approaches that can be flexible to
nonlinearity are ideal. Regression was performed using Raman
spectra due to the lack of visible absorbance of HNO; and HF
and the low absorbance of uranyl species in the wavelength
region utilized in this study.

The Raman spectral data, shown in Figures 2—4, were used
to construct regression models that quantitatively measure the
analytes of interest. Application of the principal component
regression (PCR) and partial least-squares (PLS) methods to
the spectral matrices to develop quantitative predictive models
utilized the spectral data with corresponding concentration
data for each of the analyte components: uranyl nitrate, HNO;,
and HF. The spectra were partitioned into a calibration
(training) set used to build the models and a validation set,
which was unseen by the algorithm during calibration and was
measured using the calibrated algorithm.

Prior to performing regression methods, the data were
conditioned using several preprocessing steps. To account for
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Table 4. Variables Used in Chemometric Analysis of the Raman Spectra of Samples Containing UO,(NO;),, HNO;, and/or

HF, with Model Performance Statistics and Metrics”

analyte modeling method and preprocessing
uo,* PLS-LWR (locally weighted regression)

1000 local points

baseline, OH-normalization, first derivative, MC
HNO, PLS-LWR (locally weighted regression)

125 local points

baseline, OH-normalization, first derivative, MC
HF PLS-LWR (locally weighted regression)

500 local points

baseline, OH-normalization, first derivative, MC

RMSEC RMSECV RMSEP R* (caled)
0.01331 0.02486 0.04124 0.9996
0.03816 0.1726 0.3079 0.9996
0.05265 0.08061 0.8031 0.9935

“For all models, the wavenumber range included was 340—4500 cm™'; three latent variables were used; and the total number of samples in the

training set was 4119.
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Figure 8. PLS-LWR results of a model for uranyl concentration, showing predicted vs known concentrations under variable nitric and hydrofluoric

acid.

fluctuations in laser power, light scattering due to turbidity,
and for baseline drift/nonlinearity due to sample fluorescence,
Raman spectra were normalized to the area of the water band
(2700—3700 cm™). This was followed by a first derivative
(second-order polynomial, using a 1S-point filter width) to
correct the baseline and minimize the effects of background
dissimilarities between the calibration and validation sets. The
final step was applying mean centering to the data to ensure
equal weightings of the high and low concentrations. Cross-
validation was performed using a “custom set” removal
technique, where each unique sample represented by 10
replicate measured spectra was removed. The remaining
samples were then used to form a model that was then
applied to the removed sample. This process is repeated until
all unique samples (with their replicates) have been removed
in turn. Further details of modeling parameters are listed in
Table 4.

The PLS and PCR methods have been used extensively in
the field of chemistry, including modeling of spectroscopic
data, as detailed elsewhere.>’”>* The PCR and PLS methods
were both evaluated using the PLS-Toolbox.”

41703

Table 4 lists the model statistics for the PLS analyses. These
include the root-mean-square error of calibration (RMSEC),
which is a measure of the potential to use this model to predict
the concentrations in the training set used for the calibration,
the root-mean-square error of cross-validation (RMSECV),
which measures the model’s ability to predict samples left out
of the calibration set, and the root-mean-square error of
prediction (RMSEP), which is a measure of the error of the
validation set. These values can be interpreted as =+
concentration error.’® The PLS analysis utilized the SIMPLS
algorithm (statistically inspired modification of PLS).”” A
variation on the PLS modeling, using a locally weighted
regression (LWR) to accommodate nonlinear physical systems,
was added to the analysis. The LWR method breaks the
training set into smaller, nearly linear segments and calibrates
the PLS regression over these smaller training ranges. LWR is
useful for the analytes in this study because the analyte—
analyte interactions introduce subtle changes in the Raman
spectra via metal—ligand influences and changes in ionic
strength. LWR models were optimized by a survey method that
first selected the number of local points used for the model
based on approximately one-half of the total number of spectra
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comprising the calibration set, with 2000 local points initially
chosen. This was followed by running the analysis again with
one-quarter (1000), one-eighth (500), and so on. Results for
these analyses were compared, and the number of local points
chosen corresponded to the optimal RMSEC, RMSECV, and
RMSEP values. The number of local points and the number of
training samples for each model are listed in Table 4.

The PLS-LWR regression results for the UO,*" model are
shown in Figure 8 in the form of a parity plot of the predicted
vs known concentrations of uranyl ion under variable HNOj;
and HF concentrations. This figure shows the calibration data
(training set) as blue “+” symbols, with the validation data
(separate from the calibration set) as magenta-diamond
symbols. The validation samples were a set of samples that
showed variable amounts of turbidity and, in general, would be
expected to show a higher variation in the prediction of
concentration. The turbid samples were identified by eye and
confirmed by observing an increase in baseline absorbance
signal, indicative of solid particles blocking the light path. In
this case, while the error of prediction for the validation data
(RMSEP) is approximately 4 times higher than the RMSEC
value, it is only twice the value of the RMSECV. Despite the
larger values for the RMSEP and RMSECV, the overall
magnitude of the error is small relative to the total
concentration range studied (RMSECV = 0.025 and RMSEP
=0.041 M compared to 2.0 M total uranyl ion). The RMSECV
value represents approximately 1% uncertainty in the measure-
ment, which is expected to be larger compared to the
uncertainty in the known UO,** concentration, which was
0.1%.

The ability to accurately measure UO,** within highly turbid
samples, as well as in the presence of variable HF and HNO;, is
an advancement in this technique. While previous studies have
shown the quantitative measurement of uranium nitrate in the
presence of variable nitrate and nitric acid concentra-
tions,>'¥323%~* this work demonstrates the first example
where uranium is quantitatively measured in the presence of
both variable nitric acid and hydrofluoric acid using Raman
spectroscopic methods.

The PLS-LWR regression results for nitric acid (HNO;) are
contained in the parity plots shown in Figure S4, with the
model statistics and variables used shown in Table 4. The
prediction of nitric acid shows excellent agreement with
expected values for both the calibration data and for the
validation data set. The errors associated with the HNOj; are
excellent (RMSECV = 0.17 M), when compared to the total
range of concentration measured (0—8 M). This equates to
approximately 2% uncertainty, which is greater than the
uncertainty in the known HNOj; concentration, which was
approximately 0.3%. The predictions of turbid samples (Table
4) are approximately twice the value of the RMSECV values,
which is consistent with the uranyl nitrate system.

The PLS-LWR results for the HF predictions are detailed in
Table 4 and are shown in the parity plot in Figure S5. The
calibration data are evenly distributed along the 1:1 line with a
reasonable r* value (0.9935). In addition, the RMSECV value
(0.08 M) is less than a factor of 2 higher than the RMSEC
(0.05 M), indicating the robustness of the model. The
RMSECYV represents 2% of the total HF concentration studied
(3.5 M) compared to 0.3% uncertainty in the known HF
concentrations. The dissociated F~ jion does not have a unique
Raman signal, and HF does not exhibit a strong signal under
these conditions, so the ability to quantify HF in solution

>

based solely on the influence of HF on the other bands
(primarily the uranyl band) is significant. The predictions for
HF on the validation set, which consisted of turbid samples,
differ dramatically from the uranyl nitrate and nitric acid
systems, in that the model greatly underpredicts the
concentrations for these samples. In this case, the RMSEP
value indicates a divergent behavior for the validation set. The
lower predicted concentrations for HF in these turbid samples
indicate the formation of a precipitated solid containing a
fluoride species, which depletes the concentration of HF in the
solution phase. While the solvated fluoride concentration was
not independently determined through a secondary method,
the precipitate was observed in solutions in which HF, HNO;,
and uranyl nitrate were present at relatively high concen-
trations. With solids only forming at high fluoride concen-
trations, it is likely that the solid contains fluoride and possibly
forms a uranyl complex with more than one fluoride. In such a
case, the HF model would be more greatly affected by the loss
of solution phase HF than the uranyl model with a greater
dependence on the concentration of F~ compared to UO,*,
which could explain the larger RMSEP for HF than uranyl. The
validation set contains solutions at higher ionic strengths than
those contained in the calibration set. The speciation trends in
lower ionic strength solutions vary from those in higher ionic
strength solutions. This particularly impacts the speciation of
fluoride, which has no strong primary band but is quantified by
the effect it creates on the uranyl band. In nonturbid, lower
ionic strength samples, which comprise the calibration set of
data, speciation to higher-order uranyl fluorides (and shift of
the uranyl band to lower wavenumbers) correlates to increases
in HF concentration; this relationship does not hold for turbid
samples, in which a fluoride species precipitates with increasing
HF concentration. As such, the model of fluoride is highly
dependent on the speciation profile with increasing HF
concentration; this profile differs in the low and high ionic
strength solutions.

The number of principal components (PC) considered
useful to include in each model is related to the rank of the
data set and is conveniently determined by viewing the
magnitude of each successive eigenvalue as a function of
principal components included. Plots of the eigenvalues vs
number of PC’s retained are shown in Figure S6 for both
mean-centered (Figure S6A) and nonmean-centered (Figure
S6B) data. The sharp decrease in the magnitude for the first
two or three eigenvalues indicates that three or possibly four
factors are present within the data set. The models for the
three species, UO,**, HNOs, and HF, can be determined by
three model components in both principal component analysis
(PCA) and PLS. To interpret the performance of the PCA and
PLS models, it is instructive to view the principal components
and their respective scores.

The first three PCs (PC1, PC2, PC3) are plotted in Figure
S7, showing the expanded region around 700—1300 cm™},
which includes the primary UO,** and NO;~ bands. Note that
a first derivative is applied in preprocessing; therefore, the PCs
in Figure S7 appear as a first derivative of the normal Raman
bands. The PC1 and PC2 in this figure show predominantly a
linear combination of the primary UO,*" and NO;~ bands
centered at 873 and 1050 cm™!, respectively. PC3 is
predominantly composed of signal from the uranyl band,
red-shifted approximately 20 cm™. Plotting the scores of these
in a 3-dimensional plot shows the contributions along each of
the first three PCs. The scores in the PCI-PC2 plane are
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aligned in the order of increasing uranium concentration, as
shown in Figure S8. Color-coding the plot instead by
increasing HNO; concentrations, as shown in Figure S9,
demonstrates that the scores increase again in the PC1-PC2
plane but in the cross diagonal (orthogonal) compared to the
uranium trend. Plotting the same scores, color-coded with
respect to increasing HF concentration, as shown in Figure
S10, the alignment predominately directs down PC3. The first
three PCs are heavily influenced by the contributions of the
three primary analytes; the scores of PC1 and PC2 are jointly
aligned with the uranyl ion and nitric acid on the PC cross
diagonals, and the scores of PC3 are directly aligned with the
concentrations of HF.

While this work is limited to focusing on the interaction and
binding complexity of competing ligands (F~ vs NO;~) on
uranyl ion, it should be noted that in complex nuclear fuel
reprocessing solutions, other constituents, including transition
and lanthanide metal fission products (FPs), will be present. It
is expected that these will add complexity to the quantitative
analysis, due to many known FPs being UV—vis and Raman
active. By judicious inclusion to the chemometric training set
of FP species known or expected to be present, the deleterious
effect of these potentially interfering species can be mitigated.
In our past work, the effect of added interferents simulating
corrosion and fission products was studied.*” The effect on
model performance with added interfering components in
solution that were not included within the training data set was
tested, with satisfactory results. As expected, it was found that
by including the interfering species within the training set, the
quantitative determination of target analytes could be
improved.*”

B CONCLUSIONS

The quantitative measurement of the uranyl ion concentration
was studied in the presence of multiple complexing ligands
within complex acid media. Using two optical spectroscopic
techniques (Raman and visible absorbance spectroscopy),
quantitative models based on partial least-squares-locally
weighted regression (PLS-LWR) were developed to predict
the concentration of UO,>" over the concentration range of
0.43—2.0 M (U), in the presence of varying amounts of nitric
acid (0.20—7.8 M) and hydrofluoric acid (0.25—3.5 M). The
variation in the Raman and absorbance spectral bands as a
function of nitric acid and hydrofluoric acid was also used as a
basis for the quantitative measurement of both HNO; and HF
by using PLS-LWR regression models. The speciation changes
of uranyl ions, with the addition of both nitrate and fluoride,
were considered with respect to the changes in the optical
spectral signatures based on the coordination sphere changes
of uranium due to complexation. The formation constants, 3,
for the respective UO,F,>™ complexes (where n = 1—3) were
determined and showed dependence on nitric acid concen-
tration. The speciation modeling with HypSpec suggested the
presence of up to 4 uranyl fluoride components compared to
the multiplicative curve resolution (MCR) method, which
isolated 3 components. Overall, this work demonstrates the
utility of optical-based online monitoring for both fundamental
speciation and quantitative analysis, particularly when
partnered with multivariate data analysis approaches.
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