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Cell behaviors are dictated by epigenetic and transcriptional programs. Little is known about how extracellular stimuli mod-

ulate these programs to reshape gene expression and control cell behavioral responses. Here, we interrogated the epigenetic

and transcriptional response of endothelial cells to VEGFA treatment and found rapid chromatin changes that mediate

broad transcriptomic alterations. VEGFA-responsive genes were associated with active promoters, but changes in promoter

histone marks were not tightly linked to gene expression changes. VEGFA altered transcription factor occupancy and the

distal epigenetic landscape, which profoundly contributed to VEGFA-dependent changes in gene expression. Integration of

gene expression, dynamic enhancer, and transcription factor occupancy changes induced by VEGFAyielded a VEGFA-reg-

ulated transcriptional regulatory network, which revealed that the small MAF transcription factors are master regulators of

the VEGFA transcriptional program and angiogenesis. Collectively these results revealed that extracellular stimuli rapidly

reconfigure the chromatin landscape to coordinately regulate biological responses.

[Supplemental material is available for this article.]

Divergent gene programs control distinct cell identities and bio-
logical functions. Environmental signals guide cell behavior by
modulating gene expression, but the transcriptional and epigenet-
icmechanisms that underlie rapid, signal-induced gene expression
changes are incompletely understood. As an extracellular growth
factor that controls almost every step of angiogenesis, vascular en-
dothelial growth factor A (VEGFA) exemplifies the powerful effect
of environmental cues on cellular gene expression and function
(Leung et al. 1989). Although VEGFA-induced angiogenesis is
essential for vertebrate organ development and tissue repair, and
abnormalities of angiogenesis and VEGFA signaling are linked to
diseases with highmorbidity andmortality likemyocardial infarc-
tion, stroke, and macular degeneration, the gene program tem-
porally controlled by VEGFA and its transcriptional regulatory
mechanisms are incompletely understood (Carmeliet 2005).

Diverse combinations of histone modifications generate an
epigenetic code that governs gene activation and repression
(Strahl and Allis 2000; Hake et al. 2004). This code is established
by epigenetic enzymes that read and write histone modifications,
and by sequence-specific transcription factors (TFs), which recruit
epigenetic enzymes to specific genomic loci. Targeted studies
over the past decade have demonstrated essential roles of histone
modifications, epigenetic enzymes, and TFs in regulating angio-
genesis in development and disease. For example, EP300 and
CBP, acetyl-transferases thatdeposit activatingacetyl-marksonhis-
tone residues, including lysine residues 4, 9, and 27 of histone H3
(H3K4ac, H3K9ac, andH3K27ac), are essential to vascular develop-
ment and VEGFA responses (Yao et al. 1998). Their action is coun-
ter-balanced by histone deacetylases, includingHDAC6, -7, and -9,
which likewise are essential for normal angiogenesis (Zhang et al.
2002; Chang et al. 2006; Birdsey et al. 2012). EZH2, the catalytic
subunit of polycomb repressive complex 2 (PRC2), represses genes
by trimethylating lysine 27 of histone H3 (H3K27me3) and is9These authors are co-first authors and contributed equally to this
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required for promoting angiogenesis in
tumors (Lu et al. 2010). EZH2 is dispensa-
ble for developmental angiogenesis (Yu
et al. 2017b), pointing out important
differences in the epigenetic regulation
of these distinct angiogenic programs. A
number of TFs, including members of
the ETS, GATA, FOX, and SOX TF fami-
lies, have been shown similarly to have
essential roles for angiogenesis in devel-
opment and disease (De Val and Black
2009). In particular, members of the ETS
TF family are key regulators of angiogene-
sis, often through combinatorial interac-
tions with other TFs, most notably
Forkhead family members (De Val and
Black 2009). Our recent study showed
that one ETS family member, ETS1,
broadly regulates endothelial gene ex-
pression to promote angiogenesis (Chen
et al. 2017).

Despite these advances in identify-
ing essential roles of histone modi-
fications and TFs in the regulation of
angiogenesis, there is a paucity of infor-
mation about how these factors control
the responsesof endothelial cells to extra-
cellular signals, whichunderlies the intri-
cate process of angiogenesis. A major
barrier has been the lack of a global map
of the transcriptional and epigenetic
landscape of endothelial cells responding
to key angiogenic factors, such as VEGFA.
In this study, we used multiple genome-
wide approaches to unveil the time-
dependent effect of VEGFA on the epige-
netic and transcriptional landscape of
endothelial cells.

Results

VEGFA induces a temporal change in transcription

To identify the genes regulated by VEGFA in endothelial cells, we
measured mRNA and lncRNA expression by RNA-seq in human
umbilical vein endothelial cells (HUVECs) at 0 (unstimulated), 1,
4, and 12 h after addition of VEGFA. Eight hundred seventy-four
mRNAs and 61 lncRNAs were differentially expressed (absolute
fold change ≥2 and FDR≤0.1) at 1, 4, or 12 h compared with
0 h (Fig. 1A; Supplemental Tables S1, S2).We validated eight differ-
entially expressed genes (DEGs) by RT-qPCR and found similar dy-
namic changes to RNA-seq (Supplemental Fig. S1A). Many of these
DEGs, such as FOXC1, MEF2C, DLL4, HDAC9, and other genes
highlighted in Figure 1A, are known to participate in angiogenesis
(Prasitsak et al. 2015; Sacilotto et al. 2016; Wilhelm et al. 2016;
Hasan et al. 2017).

The DEGs were grouped into seven clusters (G1-7) according
to their temporal expression pattern (Fig. 1A). Genes in distinct
functional classes tended to segregate into distinct clusters. More
than half (55%) of the genes in clusters G4-5 were TFs and rapidly
up-regulated at 1 h (Fig. 1A,B), suggesting that extracellular signals
rapidly induce genes that impact cellular behavior by modify-

ing their transcriptional output. Among these TFs were FOXC1,
NR4A1, FOSL1, KLF4, and HLX, which are known to regulate an-
giogenesis (Prasitsak et al. 2015). DUSP1 and DUSP5, which en-
code phosphatases that antagonize activated MAPK signaling,
were also up-regulated in these two clusters. Because VEGFA signal
transduction requires RAS-MAPK activation, up-regulation of
DUSP establishes a negative feedback circuit that antagonizes
VEGFA signal transduction. Genes implicated in vascular remod-
eling, such as CXCR4, SEMA6D, UNC5B, and ADAMTS9, were pre-
dominantly expressed in late-responsive clusters G3, G6, and G7.
Moreover, genes implicated in inflammatory responses, including
those in the NFκB pathway, were found in clusters G1, G5, and
G7, highlighting an under-recognized proinflammatory role of
VEGFA.

Long noncoding RNAs (lncRNAs) have been demonstrated
recently to function inmany biological processes including angio-
genesis (Kumar and Goyal 2017). In our RNA-seq of polyadeny-
lated RNAs, we found 2814 well-annotated lncRNAs expressed in
HUVEC cells (FPKM≥1 in at least one time point) (Fig. 1B;
Supplemental Table S2). The lncRNAs MALAT1, XIST, and
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Figure 1. Dynamic transcriptome changes induced by VEGFA in HUVECs. (A) Heatmap of differentially
expressed genes [DEGs; fold change compared with baseline (H0) ≥2, two biological replicates per time
point]. HUVECs were treated with VEGFA for 0 (untreated), 1, 4, and 12 h, and gene expression was pro-
filed by mRNA-seq. Genes were separated into seven clusters according to their temporal expression pat-
tern. Gene number, representative genes, and selected enriched Gene Ontology terms for each cluster
are listed to the right. (B) Heatmap of differentially expressed TFs. Representative TFs are listed on the
right. (C) Volcano plots of expressed lncRNAs. Dots are colored by differential expression compared to
baseline: (green) FC≥2 or FC≤0.5 and P-value <0.05; (beige) FC≥2 or FC≤0.5 and P-value ≥0.05;
(red) 0.5 < FC<2 and P-value <0.05. (D) Correlation of expression of lncDEGs to their potential target
genes. The curves indicate the distribution of Pearson correlation coefficients (PCCs) between expression
of lncDEGs and their potential target genes. The Kolmogorov–Smirnov test P-value comparing the dis-
tributions for neighboring target genes and randomly selected genes (excluding neighboring genes)
is shown. (E) Expression of lncRNA SNHG15 and its adjacent gene CCM2 during the VEGFA stimulation
time course, illustrating a positive correlation between a lncRNA-adjacent gene pair over time.
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MEG3, which are functionally implicated in tumor angiogenesis
(Michalik et al. 2014; Kumar and Goyal 2017; Yu et al. 2017a),
were robustly detected in our RNA-seq data. Expression of 61
lncRNAs significantly changed with VEGFA treatment (lncDEG:
absolute fold change ≥2 and P-value ≤0.05) (Fig. 1C; Supple-
mental Fig. S1B). Among them, SNHG8, MIR22HG, MIR503HG,
and SNHG15were previously reported to become differentially ex-
pressed in endothelial cells under ischemic conditions, which
activate VEGFA signaling (Voellenkle et al. 2016).

A subset of lncRNAs regulates expression of neighboring pro-
tein-codinggenes in cis (Sigova et al. 2013). Therefore,we tested the
hypothesis that differentially expressed lncRNAs regulate VEGFA
responsiveness by altering transcription of neighboring genes.
We calculated the expression correlation between lncDEGs and
their adjacent genes and found that it was significantly stronger
compared to lncDEGs and randomly selected, nonneighboring
genes (P-value =0.00096, Kolmogorov–Smirnov test) (Fig. 1D).
Consistentwith this result,multiple lncDEGshad dynamic expres-
sion patterns thatwere correlated or anticorrelated to adjacent cod-
ing genes with critical roles in angiogenesis. Examples of such
lncDEG–DEG pairs are SNHG15–CCM2, LINC01013–CTGF, RP11–
1100L3.8-NR4A1, and MIR22HG–WDR81 (Fig. 1E; Supplemental
Fig. S1C). Together, these results suggest that VEGFA regulates
the transcription of some coding genes by modulating the expres-
sion of their adjacent lncRNAs.

Epigenetic dynamics at promoters do not correlate

with VEGFA responsiveness

Epigenetic modifications of histones
playa pivotal role in regulating gene tran-
scription, yet information on the epi-
genetic chromatin landscape and its
relationship to gene expression in angio-
genesis is lacking. To gain insights, we
used chromatin immunoprecipitation
followedbyhigh-throughput sequencing
(ChIP-seq) to profile the genome-wide
chromatinoccupancyofmultiplehistone
modifications in HUVEC cells stimulated
byVEGFA. Themarks thatweprofiled are
H3K4me1, a marker of active and poised
transcriptional enhancers; H3K4me2, a
markerof bothenhancers andpromoters;
H3K4me3, a marker of active promoters;
H3K27ac, a marker of active enhancers
and promoters; H3K27me3, a marker
of repressed promoters; and H3K36me3,
a marker of actively transcribed genes
(Goldberg et al. 2007; Heintzman et al.
2007). These histone marks at hour 0
were well correlated with ENCODE data
sets profiled in HUVEC cells, indicating a
high quality of our ChIP-seq data (R=
0.55–0.89) (Supplemental Fig. S2). In
addition, we profiled the occupancy of
RNA polymerase II as a marker of tran-
scriptional activity. The characteristics of
our data sets for these seven markers at
the four points in the VEGFA stimulation
time course (0, 1, 4, and 12 h) are listed in
Supplemental Tables S1 and S5.

We first examined the temporal patterns of these seven chro-
matin features at promoters, defined as transcription start sites
(TSS) ± 1 kb.Using k-means clustering,we identifiednine temporal
clusters (T1–T9) (Fig. 2A).Clusters T1–T3, T5, andT7had signatures
of active promoters (occupancy by active histone modifications
H3K4me2, H3K4me3, and H3K27ac, and by RNAP II), cluster T6
was occupied predominantly by the repressive mark H3K27me3,
and cluster T4 was occupied by both activating (H3K4me3) and
repressive (H3K27me3) marks, typical of “bivalent” promoters
(Bernstein et al. 2006). The remaining twoclusters containedeither
low signal for all markers (T8) or signal limited to H3K36me3 and
RNAP II (T9). We first interrogated the relationship between these
temporal epigenetic promoter patterns and gene expression by
calculating the enrichment of DEG clusters (G1–G7) within the
epigenetic promoter clusters (Fig. 2B). DEGs were generally over-
represented in active clusters T1–T5, which shared high H3K4me2
and H3K4me3. Notably, cluster (T4) with both repressive
H3K27me3 and active H3K4me3 marks was enriched with small
portion of DEGs from all expression clusters.

Given the combinations of histone modifications did not
show particular association with DEG, we further examined the
contribution of both the strength and variation of epigenetic
marks at the promoter to VEGFA responsiveness. For H3K27ac,
H3K4me3, H3K4me2, andH3K27me3, we plotted the relationship
between DEG frequency and signal strength of modified histones
averaged over the four time points (Fig. 2C). This revealed a ten-
dency for genes with higher mean promoter occupancy by the
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Figure 2. The epigenetic changes at promoters do not configure VEGFA transcriptional responses.
(A) Heatmap showing promoter epigenetic signatures in HUVEC cells stimulated by VEGFA. Promoters
were grouped by k-means clustering based on their temporal epigenetic signature for six histone mod-
ifications and RNAP II, as determined by ChIP-seq. Heatmap showsmean input subtracted values for pro-
moters in each cluster. (B) Enrichment of DEG clusters (G1–G7) among genes associated with specific
temporal patterns of epigenetic marks at the promoter. (T1–T9) Promoters clustered by temporal epige-
netic signature. (G1–G7) DEGs clustered by temporal expression pattern (see Fig. 1A). Enrichment P-val-
uewas calculated using Fisher’s exact test. Blue rectangle highlights the lack of enrichment of T3 genes in
DEG clusters G4–G6. (C) Relationship between promoter histonemark signal strength and DEG frequen-
cy. Promoters were ranked by H3K27ac, H3K27me3, H3K4me2, or H3K4me3 signal strength and divided
into 300 equal sized bins. The number of DEGs within each bin was plotted in gray. Red, orange, purple,
and yellow color bars indicate ChIP-seq signal strength within each bin. The blue spline is the trend line of
DEG counts. (D) Relationship between promoter histonemark signal variation and DEG frequency. Plot is
comparable to C, except that promoters were ranked by the coefficient of variation of H3K27ac or
H3K4me3 signal and divided into 300 equal sized bins. The number of DEGs within each bin was plotted
in gray. Red, orange, purple, and yellow color bars indicate ChIP-seq signal variation within each bin. The
blue spline is the trend line of DEG counts.
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three activating histone modifications and with lower mean pro-
moter occupancy by repressiveH3K27me3 to have greaterDEG fre-
quency. In contrast, we did not observe a relationship between the
variation of modified histone signal strength across time points
and DEG frequency (Fig. 2D). These findings were further support-
ed by logistic regression, in which we used the mean strength and
variation of these four modified histones to develop a predictor of
whether or not a genewas differentially expressed. In 10-fold cross-
validation, the classifier based on these parameters had moderate
predictive accuracy (AUC=0.7723) (Supplemental Fig. S3A). The
logistic regression coefficients indicated that the most significant
predictorswere themean signal strength of the four histonemarks,
whereas their coefficients of variation did not carry significant pre-
dictive power (Fig. 2C,D). These results suggest that the epigenetic
strength at the proximal promoter, and not its dynamic variation,
contributes to genes’ transcriptional response to an extracellular
signal.

The dynamics of distal epigenetic landscape associated

with VEGFA responsiveness

To gain greater insight into the epigenetic regulation of the VEGFA
transcriptional response, we next interrogated epigenetic marks
on distal chromatin regions (±1–100 kb from TSS). Although distal
regions have been illustrated to have a substantial function in
regulating lineage-specific gene expression, their role in the
regulation of signal-driven gene expression remains equivocal.
Distal transcriptional regulatory regions were categorized into
three functional groups based on their chromatin features: active
enhancers (AEs; all H3K27ac peaks, with or without H3K4me1
co-occupancy), poised enhancers (PEs; H3K4me1 peaks without
H3K27ac co-occupancy), and repressive elements (REs; H3K27me3
peaks) (Fig. 3A). In total, 57,189 AEs, 28,152 PEs, and 48,072 REs
were defined. Eachmain cluster was further stratified based on the
temporal pattern of their respective histone modifications (see
Methods; Supplemental Table S3). For example, H3K27ac peaks
present at all four timepointswere denotedAE:H0-1-4-12,whereas
H3K27ac peaks present only at baseline (0 h) were named AE: H0.
We found 51.98%, 85.88%, and 95.74% of AEs, PEs, and REs, re-
spectively, changed their chromatin occupancy during the 12-h
VEGFA treatment time course (Fig. 3A). To validate these find-
ings, we used ChIP-qPCR to measure H3K4me1, H3K27ac, and
H3K27me3 occupancy of randomly selected dynamic sites. The
ChIP-qPCR resultswere largely consistentwith theChIP-seq results
(Supplemental Fig. S3B). The high percentage of regions that
changed over time illustrates the broad dynamics of epigenetic
modifications present on distal regions after VEGFA treatment.

DEGs were associated with more enhancers than non-DEGs
(Supplemental Fig. S3C). We further analyzed the relationship
between the histone landscape at distal regulatory regions and
VEGFA-induced gene expression changes. The enrichment of
DEGs within 10, 50, or 100 kb of distal regulatory regions within
each temporal cluster was calculated using Fisher’s exact test (Fig.
3A, columns labeled “DEG”). A subset of regulatory element clus-
ters was significantly enriched with DEGs; among these were dy-
namic AEs and PEs, especially clusters with peaks at a single time
point (outlinedbyblack rectangles in Fig. 3A). Indeed, the largema-
jorityofDEGswere potentially regulatedbyAEs (88%) or PEs (81%)
that belonged to “dynamic” clusters (Fig. 3B), that is, clusters other
thanH0-1-4-12 that were occupied by AE or PE epigeneticmarks at
some but not all time points. Moreover, the temporal pattern of
H3K27ac on AEs was concordant to the temporal pattern of DEG

expression (Fig. 3C), whereas this relationship was not observed
for PEs or REs (Supplemental Fig. S3D). Though REs were not sig-
nificantly associated with DEGs, VEGFA did stimulate dramatic
H3K27me3 alterations across the genome, especially at distal and
DNA repeat regions (Fig. 3A; Supplemental Fig. S3E). The ex-
pression changes of genes associated with dynamic REs were sig-
nificantly higher than those with static REs, evidence of the
functional impact of these REs on target gene regulation (Fig.
3D). Moreover, the dynamic AEs and PEs along with static regions
were also associatedwith sequencepolymorphismsassociatedwith
diseases relevant to blood vessels in genome-wide association stud-
ies (GWAS), suggesting that these regions are functionally relevant
to these diseases (see Supplemental Table S3).

Taken together, these results indicated that VEGFA induced
widespread alterations of the epigenetic landscape at distal regula-
tory regions, which was associated with dynamic gene transcrip-
tion and critical for regulating VEGFA responses.

Super-enhancer dynamics mediates angiogenic responses

Dense collections of enhancers, termed super-enhancers (SEs),
activate the expression of master regulators (MRs) of cell lineage
specification and function in development and disease (Whyte
et al. 2013). Little is known about the identity and function of
SEs in angiogenesis and VEGFA signaling. Based on H3K27ac
ChIP-seq signal, we identified 1738 SEs over the four time points
(Fig. 4A; Supplemental Fig. S4A; Supplemental Table S3). In line
with the canonical role of SEs in other systems, endothelial cell
SE-associated genes were highly expressed and function in path-
ways related to angiogenesis and blood vessel development, and
many SE-associated genes, such as VWF, NOTCH1, CDH5, ERG,
and DUSP1, encode known key endothelial cell regulators (Fig.
4A,B; Supplemental Fig. S4A–C). Forty-eight percent of SEs were
present at all four time points, while the remaining 52% were dy-
namic under VEGFA stimulation, changing at least at one time
point (Fig. 4C), and the average H3K27ac signal at all SEs (Fig. 4D
and SE targeted genes; Supplemental Fig. S4D) changed as well
across the time points. These dynamic SEs were associated with dy-
namic AEs (Fig. 3A) and notablywere associatedwith dynamic PEs,
particularly those clusters in which PEs were found at a single time
point (Fig. 3A). All these together suggested that VEGFA-induced
global changes in SEs are coordinated.

A disproportionate fraction of DEGs was associated with SEs
(22%; χ2 test P-value<0.0001) (Fig. 4E). To gain additional insights
into the participation of SEs in signal-induced gene regulation, we
studied the regulation ofDUSP1, a SE-associated gene that is rapid-
ly up-regulated at 1 h after VEGFA treatment and then rapidly
down-regulated (expression cluster G5) (Figs. 1A, 4F). The DUSP1
SE has nine component enhancers (E1–E9) (Fig. 4F). Although
the DUSP1 SE was present at all time points, H3K27ac occupancy
of some component enhancers (E2, E5, E7, E8) changed between
time points (Fig. 4F). We used chromatin conformation capture
to measure the contact frequency between the component en-
hancers and the DUSP1 promoter (E7 and E8 were not separately
resolved in this assay and are collectively referred to as E7/8) (Fig.
4G). Eight of the nine component enhancers (all but E3) looped
to theDUSP1 promoter, suggesting that these component enhanc-
ers contributed to regulating DUSP1 expression. Among these
eight, four (E2, E5, E6, and E7/8) increased their promoter contact
frequency after VEGFA treatment, and the chromatin conforma-
tion and gene expression kinetics matched, with each peaking at
1 h. Moreover, the component enhancers that displayed dynamic
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H3K27ac occupancy all exhibited dynamic promoter contacts. To
further analyze the contribution of these component enhancers to
DUSP1 transcriptional regulation following VEGFA treatment, we
measured their transcriptional activity using the luciferase assay.
We cloned the nine component enhancers upstream of the
DUSP1 promoter and luciferase. Six component enhancers (E2,
E4, E5, E6, E7, E8) had transcriptional activity that increased after

VEGFA treatment, and the kinetics of five of these (E2, E5, E6, E7,
E8) matched the temporal gene expression signature (Fig. 4H).
These data suggest that E2, E5, E6, E7, and E8 all contribute to
VEGFA activation of DUSP1 by gaining H3K27ac, increasing pro-
moter contact frequency, and driving DUSP1 promoter activity.
While the DUSP1 SE creates a primed environment for rapid
DUSP1 up-regulation, dynamic changes at component enhancers

B
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Figure 3. VEGFA altered the chromatin landscape at distal regulatory regions. (A) Heatmap of chromatin signatures at distal regulatory regions. Distal
chromatin regions were classified into active enhancers (AEs), poised enhancers (PEs), and repressive elements (REs) based on H3K27ac, H3K4me1, and
H3K27me3 occupancy (see text and Methods). Within each class of regulatory element, regions were grouped by their temporal pattern of occupancy by
H3K27ac (AEs), H3K4me1 (PEs), or H3K27me3 (REs). These clusters were named by the time points in which the histonemark was present, for example, AE:
H1-4 indicates an AEwith H3K27ac present at 1 and 4 h. For each cluster, the average signals of H3K27ac, H3K4me1, H3K4me3, RNAP II, and H3K27me3 at
each time point are displayed as a heatmap. The DEG heatmap shows the enrichment of DEGs within 10, 50, or 100 kb of the regions in the cluster.
Enrichment P-values were calculated using Fisher’s exact test. The super-enhancer (SE) heatmap shows the number of SEs that overlap the regions in
each cluster. The GWAS heatmap shows the enrichment (odds ratio [OR]) of previously defined blood vessel–related GWAS loci in each distal regulatory
element cluster. The number of regions within each cluster is displayed as a histogram at the right of the plot. (B) Percentage distribution of DEG targeted by
dynamic and stable AE or PE enhancers. (C) Enrichment ofmembers of DEG clusters among genes linked to clusters in which AEs were found at a single time
point (AE clusters H0, H1, H4, and H12). Enrichment P-value was calculated using Fisher’s exact test. (D) Impact of dynamic REs on gene transcription. For
genes associated with indicated set of REs, the ratios of expressions were shown. The plot showed that the reduction of dynamic REs (H0, H1, H1-12, H0-1-
12, H12) up-regulated their associated target genes, compared to stable REs present at all time points (H0-1-4-12). Fold change represented the ratio of RE-
targeted gene FPKM at the time of RE disappearance relative to that ahead of or after RE disappearance. Wilcoxon rank-sum test was used to calculate the
significance. (∗∗) P-value <0.001.
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rapidly create a functional enhancer that drives productive gene
transcription. Together, these results demonstrate that dynamics
of component enhancerswithin SEs is an important andnovel epi-
genetic feature that regulates transcription in response to extracel-
lular cues such as VEGFA.

Dynamic TF chromatin occupancy coordinates epigenetic

and transcriptional changes

TFs recognize specific sequence motifs to direct the shaping of the
chromatin landscape and transcriptome. To further elucidate the
TFnetwork in endothelial cells in regulationof dynamic enhancers

and transcription responsive to VEGFA,
we set out tomap the genome-wide chro-
matin occupancy of key endothelial TFs.
We first scanned enhancer regions for
overrepresented TF motifs. Out of 2470
motifs compiled from multiple sources
(see Methods) that included TF hetero-
dimermotifs (Jolmaetal. 2015),wefound
74nonredundantmotifs thatwerehighly
overrepresented (P-value <10−15 in re-
gions from at least one ChIP-seq sample).
Based on an analysis of the co-occurrence
of these motifs within the same regions,
we were able to cluster them into six
main groups (Fig. 5A).Many of thesemo-
tifs contained the recognition sites of ETS
factors, which highlights the dominant
role of ETS family TFs in endothelial cells
(DeVal et al. 2008;DeVal andBlack2009;
Zhou et al. 2017).Most of these ETS-relat-
ed motifs were heterodimers in which
one partner was an ETS family member
and the other belonged to other TF fami-
lies. In addition to the recognized FOX-
ETSmotif, additional heterodimermotifs
suggested interaction between ETS fac-
tors and members of the TEAD, HOX,
SOX, BHLH, and TCF families. Moreover,
we observed different clusters of co-oc-
curring ETS heterodimer motifs, which
points to functional differences between
them.

To test the hypothesis that altered
TF occupancy contributed to enhancers
dynamics, we selected six overrepresent-
ed TFs in Figure 5A (ETS1, ERG, FLI,
GATA2, JUN, and RBPJ) with known
functions in angiogenesis and profiled
their genomic occupancy in HUVEC
by ChIP-seq at 0, 1, 4, and 12 h after
VEGFA stimulation. At the same time,
we also performed ChIP-seq on two epi-
genetic modulators, EZH2 and EP300
(Fig. 5B; Supplemental Fig. S5A). Specific-
ity of ChIP antibodies was validated by
western blot (Supplemental Fig. S5A). As
a result, the protein levels of several of
these factors (EZH2, GATA2, and RBPJ)
were altered by VEGFA (Supplemental
Fig. S5A). Overall, we obtained 75,739

TF binding peaks (Supplemental Fig. S5B; Supplemental Table
S3). Motif scanning of these peaks illustrated a high enrichment
of their cognate DNA-binding motifs (Supplemental Fig. S5C), re-
flecting the high quality of these ChIP-seq data.

To reveal howVEGFA stimulation influences the binding pat-
tern of these TFs over time, we grouped TF-bound regions based on
TF occupancy at each time point (Fig. 5B). The majority (83.91%–

97.20%) of TF-bound regions changed TF occupancy at least at
one time point. These observations were confirmed by ChIP-
qPCR,which showed that 70%–90%of unique sites changedTFoc-
cupancy, whereas stable sites did not (Supplemental Fig. S5D). The
dynamic binding at these sites was further manifested by low
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Figure 4. SEs preferentially regulate DEG. (A) HUVEC SEs at baseline. AEs were ranked by H3K27ac
ChIP-seq signal, and nearby enhancers were stitched together using the ROSE algorithm (see
Methods). Representative SE genes with critical vascular functions are highlighted. (B) Gene Ontology
terms enriched among SE genes at baseline. Angiogenesis-related termswere significantly overrepresent-
ed. (C) Venn diagram showing the overlap between SEs at the four time points following VEGFA treat-
ment. (D) Average plot of H3K27ac on SE regions at hours 0 (H0), 1, 4, and 12. VEGFA changed
H3K27ac occupancy of SEs. (E) DEGs were enriched among SE genes. P-value was calculated using
the χ2 test. (F) Chromatin landscape of the DUSP1 SE during VEGFA stimulation. S1–S9 represent sites
of component enhancers of the SE (E1–E9). (G) 3C experiments showing the connection between SE
component enhancers (E1–E9) and DUSP1 promoter. E1, E2, and E4–E9 interacted with the promoter,
and E2 and E4–E8 increased interaction frequency at 1 h after VEGFA stimulation, when DUSP1 expres-
sion peaked. n=3. Student’s t-test: (∗) P-value <0.05 compared to H0. (H) Luciferase assay testing the
transcriptional activity of DUSP1 component enhancers. n=3. Student’s t-test: (∗) P-value <0.05 com-
pared to H0.
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Figure 5. TF dynamics are linked to VEGFA-induced changes in the chromatin landscape and transcriptome. (A) Co-association of motifs at enhancers.
AEs were scored for presence of motifs, and the frequency that regions contained two different motifs was calculated. Six major groups of co-associated TFs
were found (green rectangles). The members of these groups are labeled on the right. (B) Chromatin occupancy of six TFs and two epigenetic enzymes.
Regions were grouped based on their temporal pattern of factor binding, from binding at all time points (“stable,” top) to binding at some but not all time
points (“partially_shared”), to binding at a single time point (“unique”). VEGFA stimulated dramatic changes in chromatin occupancy by these eight pro-
teins, as demonstrated by the large majority of regions being bound at a subset of time points (“partially_shared” and “unique”). (C) Linkages between
ETS1, JUN, EP300, and EZH2 peaks and AEs visualized in Circos plots (Krzywinski et al. 2009). TFS and AE clusters were defined as in Figures 4A and 6A. Each
line represents an overlap between a TF and an AE cluster and is colored by the associated TF cluster. The bar plots on the inner side of the circle indicate the
enrichment value of TF clusters on AE or RE clusters. (D) The enrichment of tested transcriptional regulators at SEs and typical enhancers (TEs). The size of
the dot represents the TF enrichment on both TEs and SEs. The enrichment score was calculated as the sum of peaks on TEs and SEs normalized by the total
number of peaks across the whole genome. The dots above and below the diagonal line indicate preferential enrichment on TEs or SEs, respectively.
(E) Enrichment of DEGs among genes’ neighboring regions bound by the indicated transcriptional regulator and bound in the indicated temporal pattern.
DEGs weremapped to bound regions within 2, 10, 50, or 100 kb. Temporal clusters are named by time points with regulator binding, for example, H0-1-4
indicates that a peak was called on member regions at H0, H1, and H4. Enrichment P-value was calculated by Fisher’s exact test. Multiple temporally dy-
namic TF clusters, particularly the time unique clusters, were overrepresented for DEGs. (F ) Enrichment of DEG clusters among genes’ neighboring regions
bound by the indicated transcriptional regulator and bound in the indicated temporal pattern. This panel is similar to D, except that DEGs are separated by
the temporal expression pattern. Rectangles highlight enrichment of DEG clusters that are referred to in the text.
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correlations between time points in unique clusters versus high
correlations in stable clusters (Supplemental Fig. S5E). These data
indicate that VEGFA altered global TF activity, which is similar to
epigeneticmodifications. Toanalyze the relationshipof TFbinding
to the epigenetic landscape,we compared TF binding clusters to AE
clusters. Several TFs,mostnotably JUN, FLI, and ETS1, aswell as the
histone acetyltransferase EP300, were enriched at both dynamic
and stable AEs (Fig. 5C; Supplemental Fig. S6A,B). Dynamic TF
activity was linked to significant changes of H3K27ac and
H3K4me1 (Supplemental Fig. S6C). Except for EZH2, these factors
were also dynamically enriched at both typical AEs and SEs (Fig.
5D). Some factors, such as GATA2, had greater enrichment in typ-
ical enhancers (TEs) compared to SEs,whereas others, such as ERG1
and EP300, had greater enrichment in SEs compared to TEs. Unlike
the other factors profiled, the repressive factor EZH2 was not en-
riched in either TEs or SEs (Fig. 5D). Rather, EZH2 was enriched at
static REs, as 86% of EZH2 bound regions were contained within
static REs (Fig. 5C; Supplemental Fig. S6B). These results together
suggested that dynamics of TF and epigenetic enzyme chromatin
occupancy contribute to VEGFA-induced changes in the chroma-
tin landscape, particularly at AE and SE sites.

To test thepossibility that changes inTFoccupancyandepige-
netic state contribute to theVEGFA transcriptional response,we in-
terrogated the relationship between TF binding clusters and DEGs
(Fig. 5E).We found that DEGswere highly enriched adjacent to re-
gions with dynamic binding by sequence-specific TFs and EP300
(but not EZH2). The enrichment was strongest in clusters with TF
binding at a single time point (H0, H1, H4, and H12) (Fig. 5E).
We looked deeper into this relationshipbydetermining the enrich-
ment of DEG clusters G1–G7 among genes adjacent to temporal
clusters of each TF (Fig. 5F). We found enrichment of specific, dy-
namic TF bindingpatternswith specificDEG clusters. For example,
in linewith our previous study that ETS1 positively regulates global
transcription, ETS1 mainly correlated with up-regulated genes
(Chen et al. 2017). Expression cluster G4, which featured transient
up-regulation of genes at 1 h, was associated with transient occu-
pancyof JUN, FLI, or EP300at 1h (Fig. 5F,whiteboxes; Supplemen-
tal Fig. S6D). The G4 cluster was also enriched among regions that
boundGATA2 at hour 0 and lost GATA2 at subsequent time points
(Fig. 5F, yellow box), consistent with a repressive role of GATA2
(Obara et al. 2008). On the other hand, regions that lost GATA2
binding were also overrepresented for expression clusters G2 and
G3,whichweredown-regulated afterVEGFA (Fig. 5F, dottedyellow
box; Supplemental Fig. S6D), indicating GATA2-dependent gene
activation at these sites. RBPJ sites present exclusively at either
hour 0 or hour 12 were also overrepresented for expression cluster
G4 (Fig. 5F, blue box; Supplemental Fig. S6D), consistent with a
model in which RBPJ represses transcription in the absence of
Notch activation (Kao et al. 1998). Hence, this study pinpointed
divergent roles of the tested TFs in regulating gene expression
downstream from VEGFA signaling.

MAFs are master regulators of VEGFA transcriptional responses

Transcriptional regulatory networks play essential roles in many
physical and pathological processes. Within these networks, mas-
ter regulators (MRs) play dominant roles in establishing the epige-
netic landscape and regulating the transcription of key functional
genes (Lefebvre et al. 2010). To identify MRs that control VEGFA-
induced responses in endothelial cells, we integrated DEGs,
dynamic TF-AE linkages, motif-dynamic AE linkages, AE-DEG
associations, and protein–protein interactions from the STRING

database (https://string-db.org/) to construct a transcriptional net-
work (see Methods) (Fig. 6A). This network contained six major
modules with functions relevant to cell proliferation, migration,
and oxidative stress that have been proven to be essential processes
of angiogenesis (Supplemental Fig. S7A).

We further interrogated the relationship between expressed
TFs and DEGs using MARINa, a MR analysis algorithm (Lefebvre
et al. 2010). This analysis identified 41MRs (Fig. 6B) with predicted
enriched regulation of DEGs, measured as the M-score. Among
these are TFs that are known to be central regulators of endothelial
cells, including ETS1, MEF2C, FOXO1, JUN, ERG, and MAX (De
Val et al. 2004; Birdsey et al. 2012; Wilhelm et al. 2016; Chen
et al. 2017). Other predicted MRs do not have well-described roles
in ECs or angiogenesis, such as MAFF, MAFK, MAFG, NR5A2,
GABPA, and TGIF2. Some MRs were dynamically expressed in
ECsafterVEGFA treatment, and theirM-score variedover time, sug-
gesting temporally regulated MR activity (Fig. 6B). Nearly all of
the endothelial MRs from MARINa formed highly interconnect-
ed nodes in the network, which independently validated the
MARINa predications and strengthened the central role of these
MRs in orchestrating VEGFA responses in endothelial cells.

Both MARINa and the network analysis identified MAFK,
MAFF, andMAFG,which compose the smallMAF family, as highly
interconnected MRs. These basic leucine zipper domain TFs bind
to theMaf recognition element (MARE) and are known to regulate
antioxidant responses, metabolism, aging, and tumorigenesis
(Katsuoka and Yamamoto 2016). However, their roles in endo-
thelial cell biology and angiogenesis have not been described
previously.MAFF andMAFKwere also targeted by SEs (Fig. 4A; Sup-
plemental Fig. S4A). Moreover, all three MAFs were expressed in
aortic, venous, andmicrovascular ECs and up-regulated by VEGFA
(Supplemental Fig. S7B–D). The genes neighboring MAF motif–
positive AEs were preferentially DEGs (χ2 test P-value< 2.2 ×
10−16) (Fig. 6C) and functionally related to angiogenesis (Fig. 6D;
Supplemental Table S2). Depleting MAFs using siRNAs altered the
VEGFA response of six tested target genes (Supplemental Fig.
S8A,B). Together these data indicate that the smallMAFs are indeed
MRs central to VEGFA signaling and may have essential functions
in angiogenesis.

To further test the function of smallMAFs in angiogenesis, we
measured the effect of their gain and loss of function in multiple
angiogenesis assays. Individual knockdown of MAFF and MAFG,
but not MAFK, by siRNA disrupted VEGFA-induced migration
of HUVECs (Fig. 6E; Supplemental Fig. S9A). When all three
MAFs were depleted, VEGFA-stimulated cell migration was almost
completely abolished. On the other hand, up-regulation of each
MAF stimulated cell migration (Fig. 6F; Supplemental Fig. S9B–
D). These data indicate that the smallMAFs have partial functional
redundancy and collectively are critical for VEGFA-driven cell mi-
gration. Proliferation assays showed that MAFF and MAFG, but
notMAFK, are similarlyessential forVEGFA-stimulated endothelial
cell proliferation and that their overexpression is sufficient to
enhance this process (Fig. 6G,H). MAFs were reported to protect
various type of cells from oxidative stress by up-regulating the ex-
pression of antioxidant genes (Katsuoka and Yamamoto 2016). In
line with this effect, we also found that overexpression of small
MAFs protected HUVECs from H2O2 damage (Supplemental Fig.
S9E). To furtherprobe if theproangiogenic effect ofMAFs inVEGFA
signaling required their transcriptional activity, we transfected en-
dothelial cells with synthetic DNA decoys containing the MARE
motif to determine if VEGFA activity requires MAF binding to
DNA (Supplemental Fig. S9F). We found that MARE decoy DNA
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Figure 6. MAF factors are master regula-
tors (MRs) of endothelial cell VEGFA respons-
es and angiogenesis. (A) The VEGFA
transcriptional gene regulatory network.
Nodes are DEGs, expressed TFs whose motifs
are significantly enriched at AEs, or proteins
that interact with the aforementioned fac-
tors. MR nodes identified by MARINa are
highlighted in magenta, whereas other
nodes are colored green. Edges represent
TF–target gene interactions, as determined
by ChIP-seq or inferred from enriched AE mo-
tifs. Edges with a positive expression correla-
tion are colored red, and those without are
colored green. Light blue edges represent
protein–protein interactions from the
STRING database. Node size represents the
number of connected edges. Transparent
blue ellipses circled different modules, and
MRs in each module are highlighted nearby
in black. (B) MRs of VEGFA transcriptional re-
sponses in endothelial cells inferred by
MARINa. The blue heatmap (left) represents
the relative expression of the indicated TFs
over the time course. The orange heatmap
(right) displays the relative enrichment score
(M-score) for TF targets among DEGs at
hours 1, 4, and 12 compared with hour
0. Positive and negative M-scores indicate
positive or negative correlation between a
TF and its target DEGs at the labeled time
point. All MAF family members (MAFF,
MAFG, and MAFK) were identified as MRs.
(C) Overlap between DEGs and predicted
MAF targets, inferred by the presence of
the MAF motif in adjoining AEs. Enrichment
P-value over genome-wide expectation
was calculated using a Fisher’s exact test.
(D) Enriched Gene Ontology terms of pre-
dicted MAF target genes (adjacent to AEs
containing the MAF motif). The top 15
most significant GO terms are shown. (E) In-
hibition ofMAFF orMAFG, but notMAFK, sup-
pressed HUVEC cell migration induced by
VEGFA. Cell migration was measured using
the transwell assay. (F) Overexpression of
MAFF, MAFG, or MAFK augmented VEGFA-in-
duced migration, as measured by the trans-
well assay. (G) Inhibition of MAFF or MAFG,
but not MAFK, dampened HUVEC cell prolif-
eration. Cell number was measured using a
tetrazolium dye reduction assay. (H) Lentivi-
ral overexpression of MAFF, MAFG, or MAFK
promoted HUVEC cell proliferation. (I) Matri-
gel plug assay to assess role of MAF proteins
in angiogenesis in vivo. (I–M ) Matrigel plug
assay to assess role of MAF proteins in angio-
genesis in vivo. HUVECs with knockdown or
overexpression of MAFF and MAFG were
mixed with stromal cells and Matrigel and in-
jected subcutaneously into nude mice. One
week later, vascular density (J), the fraction
of MKI67 (also known as Ki-67) positive hu-
man endothelial cells (K ), and caspase 3-pos-
itive human endothelial cells (L) were
measured. PECAM1 staining was used to
evaluate the invaded blood vessels from
host mice (M ). n=5. Student’s t-test: (∗∗)
P-value <0.01; (∗∗∗) P-value <0.001. (I) Rep-
resentative images of immunostained Matri-
gel plug sections.
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markedly reduced of endothelial cell proliferation compared to
control DNA, indicating that the angiogenic activity of MAFs de-
pended on their chromatin occupancy and subsequent transcrip-
tional activity (Supplemental Fig. S9G). The proangiogenic
activity of MAFs could be also mediated by enhanced expression
of angiocrine factors secreted by endothelial cells, which recently
has been revealed to be important in neovascularization (Rafii
et al. 2016). To test this possibility, we profiled commonly studied
angiogenic factors in MAF-overexpressing ECs. We found that
three proangiogenic angiocrine factors (VEGFA, IL6, and ANGPT1)
weredown-regulated following theup-regulationofMAFs,whereas
three factors (TGFB1, BMP2, and JAG1) with negative effects on an-
giogenesis were down-regulated (Supplemental Fig. S9H). These
findings suggest that MAFs are unlikely to promote angiogenesis
by stimulating angiocrine factor expression but rather by stimulat-
ing EC migration and proliferation directly.

Weused an in vitro tube formation assay to further examine if
MAFs promote the formation of vascular networks. HUVEC tube
formation was significantly attenuated by knocking down MAFF
or all threeMAFs simultaneously andwas enhanced by overexpres-
sion ofMAFF orMAFG (Supplemental Fig. S10A,B). To validate the
proangiogenic roles of MAFs in vivo, we used the Matrigel plug as-
say. Consistent with in vitro experiments, depletion of MAFF,
MAFG, or both in endothelial cells reduced cell proliferation, in-
creased cell death, and dampened vascular tube formation within
the transplanted Matrigel (Fig. 6J–L). In contrast, overexpression
of eitherMAFF orMAFG dramatically enhanced new vessel forma-
tion by promoting cell growth and reducing apoptosis. Moreover,
HUVECs overexpressing MAFs also stimulated host endothelial
cell recruitment into the Matrigel plug, and MAF knockdown in
HUVECs reduced host endothelial cell recruitment (Fig. 6I,M), fur-
ther demonstrating the proangiogenic role of MAFs.

Together, the data in this section demonstrate that the
small MAFs are novel MRs of VEGFA signaling that augment
angiogenesis.

Discussion

Here, we usedmultiple genome-wide approaches to illuminate the
global alterations in epigenetic and transcriptional landscapes in-
duced by VEGFA stimulation. Our study highlights the interplay
between TFs and histone modifications at distal regions that un-
derlies rapid transcriptional responses to extracellular cues. Fur-
thermore, integrating these multiple data types yielded a core
VEGFA-driven transcriptional network that identified a handful
of master endothelial cell transcriptional regulators. Among these
were the small MAF proteins, which we found to be critical for
angiogenesis. Together, our results shed newmechanistic insights
into transcriptional mechanisms responsible for VEGFA-stimulat-
ed angiogenesis.

A dynamic epigenetic and TF program controls angiogenesis

The impact of transient extracellular stimuli on the chromatin
landscape and the functional importance of these epigenetic
changes are critical understudied areas of gene regulation. We
and others have shown that extracellular stimulation induces dy-
namic changes of H3K27ac that mark functional transcriptional
enhancers (Ostuni et al. 2013; Zhang et al. 2013). However, wheth-
er other epigenetic modifications are also altered, where these
alterations occur, and how they contribute to signal-induced tran-
scriptional responses are key remaining questions. By compre-

hensively measuring endothelial cell responses to VEGFA, we
addressed these questions by defining acute signal-induced chang-
es in chromatin occupancy by TFs, epigenetic regulators, and his-
tone marks and by delineating how these changes are related to
signal-induced alterations in the transcriptome.

Our study shows that although the epigenetic landscape pro-
vides a permissive environment for transcription, the dynamics of
these epigenetic marks are not evidently associated with the tem-
poral expression. Rather, we found that changes in TF binding and
epigenetic regulation at distal regions were significantly linked to
VEGFA responses with ample evidence:More enhancers were asso-
ciated with DEGs, dynamic AEs and PEs overlapped with majority
of DEGs, the temporal pattern of dynamic AEs is concordant with
DEGs, and the dynamic REs destabilized their neighbor genes than
did consistent REs.

The relationship between distal regions and signal-responsive
gene transcription was further supported by our SE study, which
showed that SEs were substantially changed by VEGFA and that
SEs were highly enriched for VEGFA-responsive genes. Our study
of the DUSP1 SE, which was present at all time points, illustrates
that this group of SEs also underwent significant signal-induced
changes in component enhancer–promoter contacts, which corre-
lated with changes in enhancer activity and gene transcription.
These data suggest that SEs provide a platform for rapid, VEGFA-in-
duced transcriptional changes and that stimulation of productive
gene transcription is governed by local changes in chromatin con-
formation that regulate enhancer–promoter contact.

Recent studies have shown that functional distal regions are
key for the intricate regulation of transcription in lineage specifica-
tion and disease states (Visel et al. 2009; Hnisz et al. 2013). Our
study suggests that distal regions are likewise the major drivers of
signal-responsive gene regulation.

Small MAF factors: new regulators of angiogenesis

MAFG,MAFK, andMAFF, composing the smallMAF family of bZIP
TFs, have been shown to play critical roles in development
(Katsuoka and Yamamoto 2016). Mice lacking these three MAFs
died at E13.5 with multiple organ deficiencies, but the effect on
developmental angiogenesis was not evaluated (Onodera et al.
2000). Our integrative transcriptional network analysis and subse-
quent validation experiments demonstrate that small MAFs have
critical functions in angiogenesis by promoting endothelial cell
migration, proliferation, and tube formation. This activity appears
to be shared with other extended MAF family members, because
MAFB, a largeMAF factor, had been also recently found to activate
vascular sprouting in rodents (Jeong et al. 2017).

MAFs bindDNAbut do not themselves activate transcription;
instead, transcriptional activation functions are conferred by inter-
acting proteins, such asNRF2 or BACH1/2 (Igarashi et al. 1994; Sun
et al. 2002). NRF2 is a key factor that regulates expression of antiox-
idant genes (DeNicola et al. 2011), and we showed that MAF factor
overexpression increased HUVEC cell resistance to oxidant stress
andpreventedapoptosiswithinMatrigelplugs.BACH1hasbeenre-
cently reported to promote angiogenesis (Jiang et al. 2015).
Determining whether these factors, or other MAF-interacting fac-
tors, are essential for the angiogenic activity ofMAFs will be a valu-
able direction for future studies.

Excessive angiogenesis is critical for the pathogenesis of
many forms of cancer and retinopathy, whereas other diseases
such as stroke and ischemic cardiomyopathy result from inade-
quate organperfusion. As a result, therapeutic strategies are needed
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to increase or inhibit angiogenesis. Thus, our finding that the
small MAF proteins are MRs of endothelial cell responses to
VEGFA has the potential to lead to new approaches to therapeuti-
cally modulate angiogenesis.

In summary, our study identified temporal transcriptional
and epigenetic changes at distal regions that control the response
of cells to VEGFA stimulation, laying the foundation to decipher
the chromatin code that controls developmental and pathological
angiogenesis.

Methods

Cell culture

Primary HUVECs (CC-2519), HPAECs (CC-2530), and HMVECs
(CC-2930) were purchased from Lonza and grown in EGM2 full
medium (CC-3162, Lonza). For VEGFA stimulation, HUVEC cells
at three to six passages were grown overnight in low serum
(EBM2 with 1% FBS) and then treated with 50 ng/mL VEGFA.
HUVEC cells were collected at 0 (untreated), 1, 4, and 12 h after ad-
dition of VEGFA for downstream analyses. Where indicated, flavo-
piridol (100 nM) and JQ1 (500 nM) were added 1 h before VEGFA
stimulation.

The siRNAs listed in Supplemental Table S4 were used at 10
ng/mL and transfected with RNAiMAX (Thermo Fisher Scientific)
following themanufacturer’s instructions. Lentiviruswas prepared
by PEG6000 precipitation and used to treat HUVECs at 2–5 MOI,
in the presence of 8 µg/mL hexadimethrine bromide (107689,
Sigma-Aldrich).Migration and proliferation experiments were per-
formed 24 h after virus treatment.

Mice

All experiments with mice were performed under protocols ap-
proved by the institutional animal care and use committee of
Shanghai Jiao Tong University. Matrigel plug assay was performed
as describedpreviously (Chen et al. 2017) using 6- to 8-wk-oldmale
nude mice (Si Lai Ke Experimental LLC). In brief, 1 × 106 HUVEC
cells at passages 4–6 and 2×106 human mesenchymal stem cells
(Lonza) were mixed with 200 µL ice-cold Matrigel (Corning
356237) and injected subcutaneously. After a week, the Matrigel
plugs were dissected out, fixed with 4% paraformaldehyde over-
night, and paraffin embedded. HUVECs were stained using Ulex
europaeus agglutinin I (1:200, Vector Labs), a lectin that recognizes
human but not mouse endothelial cells. Blood vessels from host
mice were stained with PECAM1 (1:200, BD Biosciences). Prolifer-
ating cells were stained using Ki-67 antibody (1:200, Abcam), and
apoptotic cells were stained using antiactivated caspase 3 anti-
body (1:200, Millipore). Images were acquired with a Nikon A1Si
confocal microscope. The percentage of proliferating or apoptotic
endothelial cells and the total vascular area were measured using
ImageJ.

ChIP-seq

ChIP-seqs were performed as previously described with minor
modifications (Zhang et al. 2013). In brief, HUVECs (5 ×107 cells
for TF ChIP, 1 ×107 cells for histone ChIP) were crosslinked with
1% formaldehyde for 10 min at RT and neutralized with 0.125 M
glycine. The nuclei were purified with 5 mL hypotonic buffer (20
mM HEPES at pH 7.5, 10 mM KCl, 1 mM EDTA, 0.2% NP-40,
10%Glycerol, 1 × Protease Inhibitor Cocktail [PI; Roche]) and then
sonicated with a Misonix Sonicator 3000 (pulse on: 7 min; ampli-
tude: 70) in sonication buffer (20 mM Tris Cl at pH 8.0, 2 mM
EDTA, 150 mM NaCl, 1% NP-40, 0.1% SDS, 1 ×PI). Sheared DNA

was precleared with 5 µL of Protein G Dynabeads (Thermo Fisher
Scientific) for 1 h, incubated with 5–10 µg ChIP antibody
(Supplemental Table S5) overnight at 4°C, and then rinsed three
to five times with RIPA buffer (50 mM HEPES at pH 8.0, 1 mM
EDTA, 1% NP-40, 0.7% sodium deoxycholate, 1% Triton X-100)
containing 1×PI. Bead-bound DNA was decrosslinked in 50 mM
Tris-Cl (pH 8.0), 1% SDS for 12–16 h at 65°C and then purified
with QIAquick PCR purification columns. For ChIP-qPCR, the pu-
rified ChIP DNA was quantified by real-time PCR using primers
listed in Supplemental Table S4.

For ChIP-seq, ChIP DNA was converted into Illumina se-
quencing libraries using theNEBNext ChIP-seq library prepmaster
mix set for Illumina. The barcoding primers were custom-synthe-
sized (Supplemental Table S4). The libraries were sequenced on
Illumina HiSeq 2000 and 2500 instruments to yield 50-nt single-
end reads. Two biological replicates of EP300 were sequenced to
verify reproducibility (Zhang et al. 2013). One biological replicate
was used for the other chromatin features (Supplemental Table S1).

RNA expression profiling

Total RNA was recovered from HUVECs using the RNeasy mini kit
(Qiagen) with on-column DNase I digestion. Polyadenylated RNA
was purified from 5 µg total RNA using the Dynabeads mRNA
DIRECT purification kit (Thermo Fisher Scientific). The oligo
(dT)-based purification step was performed twice to minimize
rRNA contamination. RNA-seq libraries were synthesized using
the ScriptSeq V2 RNA-Seq library preparation kit (Illumina) and
custom-synthesized barcoding primers (Supplemental Table S4).
The libraries were sequenced on Illumina HiSeq 2500 instruments
to yield 50-nt paired-end reads. Two biological replicates were se-
quenced at each time point.

Transwell migration assay

HUVECs were transduced with lentivirus or transfected with
siRNA for 48 h, trypsinized, and resuspended intomigrationmedi-
um (EBM2+1% FBS). We placed 1×105 HUVECs in the upper side
of transwell chambers (Corning), and 30 ng/mLVEGFAwas added
to lower wells to induce transmembranemigration. After 12 h, mi-
grated cells were stained with crystal violet (0.09% crystal violet in
10%ethanol) for 1 h and rinsedwithwater. Five randomly selected
regions were imaged with a Nikon SMZ800N microscope and
quantified using the the “particle analysis” function of ImageJ.

In vitro proliferation assay

Three thousandHUVECswere added to eachwell of a 96-well plate
24 h after lentivirus transduction. At the indicated time point, the
cell number was quantified using a tetrazolium dye reduction as-
say (Beyotime C0042). OD values were converted to cell number
using a standard curve drawnwith serially increasing cell numbers.

Tube formation assay

The tube formation assay was performed as previously described
(Zhang et al. 2009). Briefly, 100 µL of ice-cold Matrigel (Corning
356237) was mixed with 2 volumes of EGM2 and then seeded
in 24-well plates. After gelatinization, 2 × 105 MAF-transfected
HUVEC cells were plated onto the surface of the gel for the forma-
tion of tubes. The tubes were imaged under a Nikon SMZ800Nmi-
croscope 6–16 h after seeding, and tube length was measured with
ImageJ software.
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Protein quantification

Total protein was extracted from HUVECs treated with VEGFA
(50 ng/mL) using RIPA buffer containing 1 mM PMSF and
10 mM NaF. Total protein concentration was determined with
the BCA protein assay (Pierce 23225). Equal amounts of protein
were loaded into each well of 4%–12% gradient SDS-PAGE gels
and then transferred to PVDF membranes (Millipore). The mem-
branes were probed with specific primary antibodies (Supple-
mental Table S5) and appropriate HRP-conjugated secondary
antibodies and then developed using ImmobilonWestern Chemi-
luminescent HRP substrate (Millipore).

Chromatin confirmation capture (3C)

Chromatin conformation capture (3C) was performed as previous-
ly described (Zhang et al. 2013). We crosslinked 1×107 HUVECs
with 2% formaldehyde for 10min at room temperature. After inac-
tivating formaldehydewith 0.125M glycine, nuclei were extracted
with nuclei extraction buffer (10 mM Tris-Cl at pH 8.0, 10 mM
NaCl, 5 mM MgCl2, 0.2% NP-40, 0.1 mM EGTA), resuspended in
NEB restriction enzyme buffer, and digested with 1500U HindIII
overnight at 37°C with constant agitation. After inactivation of
HindIII with 1.6% SDS at 65°C, the digested DNA was ligated
with 100 Weiss units of T4 DNA ligase for 4 h at 16°C in 7 mL
1× ligation buffer. The ligated DNA was decrosslinked by incubat-
ing overnight with 300 µg/mL Proteinase K at 65°C. DNA was
then purified by pheno/chloroform extraction and ethanol
precipitation.

BAC clones containing genomic loci of DUSP1 (Thermo
Fisher Scientific, clone 3091L13) and VWF (CHORI, clone RP11-
1137J12) were digested with HindIII and religated with T4 DNA li-
gase to generate control templates for quantification of results
across the restriction sites. The chromatin conformation contact
frequency was measured by quantitative TaqMan PCR using prim-
ers and probes listed in Supplemental Table S4 and calculated as
described by Zhang et al. (2013).

Transcriptional activity assay

The promoter of DUSP1 was amplified from a BAC clone (Thermo
Fisher Scientific, clone 3091L13) and inserted into pGL4-Luc2P
(Promega) to generate a pGL4-DuspPro vector. The component
SE regions of DUSP1 were further inserted upstream of the
DUSP1 promoter to produce pGL4-SE-DuspPro. Equal amounts
of pGL4-SE-DuspPro and pGL4-CMV-hRluc were transfected into
HUVECs with Lipofectamine LTX (Life Technologies 15338-
100). Two days after transfection, HUVECs were serum starved
overnight and then stimulated with 50 ng/mL VEGFA for 0, 1, or
4 h. Luciferase activity was measured using the Luciferase dual as-
say system (Promega E1910). Firefly luciferase activity was normal-
ized to the activity of cotransfected Renilla luciferase.

Computational analyses

Many of our high-throughput tracks were generated and analyzed
before 2013, when the GRCh38 released. After testing realignment
of TF sequencing files to GRCh38, extremely few ChIP-seq peaks
(0.08%–0.4%) called with GRCh38 differed from those called
with hg19, and these rare differences did not alter the conclusions.
Therefore, we used the hg19 as the genome reference in this study.

ChIP-seq

ChIP-seq reads were aligned to hg19 reference genome using
Bowtie 2 (Langmead and Salzberg 2012) with default options.
Duplicates were marked with Picard v1.129 (http://broadinstitute.

github.io/picard). Low-quality (Q<15) reads and duplicates were
removed. MACS 1.4 (Zhang et al. 2008) was deployed to call
ChIP peaks. We subtracted peaks that fell inside the ChIP-seq
blacklist regions (https://sites.google.com/site/anshulkundaje/
projects/blacklists).

ChIP-seqs of histone markers (H3K27ac, H3K4me1,
H3K4me3, and H3K27ac) were downloaded from ENCODE (The
ENCODE Project Consortium 2012; www.encodeproject.org) un-
der accession number ENCSR289LSP. The same protocol was ap-
plied on these data. Then, ChIP-seq correlations were calculated
using deepTools2 (Ramirez et al. 2016).

RNA-seq

FASTQ files were aligned to hg19 reference genome using TopHat
v2.1.0 (Trapnell et al. 2012) without discovery of novel splice junc-
tions or novel indels. Gene abundances were quantified with
Cuffquant with options “‐‐multi-read-correct ‐‐frag-bias-correct.”
Differential gene expression was assessed with Cuffdiff with op-
tions “‐‐library-norm-method geometric ‐‐dispersion-method
pooled ‐‐compatible-hits-norm ‐‐multi-read-correct ‐‐min-align-
ment-count 10 ‐‐FDR 0.1 ‐‐frag-bias-correct”. A total of 29,722
genes were expressed in our data set (FPKM≥1 in at least one
time point). Differential expression was assessed from pairwise
comparisons to hour 0 with a fold change ≥2. DEGs were clustered
with the partitioning around medoids method in the cluster
R library (https://cran.r-project.org/web/packages/cluster/index.
html) with Pearson correlation distance. The number of clusters
was optimized by silhouette analysis.

Differentially expressed lncRNAs were obtained from
RNA-seq by using GENCODE gene annotations. We associated
lncRNAs to neighboring genes within ±100 kb by applying the
“Basal plus extension” mode of GREAT (McLean et al. 2010). The
Pearson correlation coefficient (PCC) between expression of
lncRNAs and neighboring genes expression was calculated. The
PCC distributions of differentially expressed lncRNAs to their
neighboring genes or randomly selected genes (neighboring genes
excluded) were compared using the Kolmogorov–Smirnov test.

Promoter chromatin feature analysis

This analysis encompassed the 29,722 genes detectably expressed
by RNA-seq. For geneswithmultiple potential transcripts, the ones
with the highest H3K4me3 coverage within ±2 kb of annotated
TSSs were used. For genes without significant H3K4me3 cover-
age, the TSSs of the longest transcripts were used. Coverage for
H3K27ac, H3K4me1/2/3, H3K27me3, H3K36me3, and RNAP II
was calculated in the 2-kb promoter region centered on the TSS
by normalizing to sequencing depth and subtracting input signal.
Promoters were grouped into nine clusters by the pattern of these
chromatin features across the four time points using the partition-
ing around medoids method in the cluster R library with the PCC
distances.

To examinewhether signal strength and change of epigenetic
markers at promoters contributed to gene expression dynamics,
we calculated the mean coverage and coefficient of variance of
H3K4me2, H3K4me3, H3K27ac, and H3K27me3 at the promoters.
A logistic regression binary classifier was applied to estimate the
probability of a gene being differentially expressed based on the
eight predicting variables (strength and variance of four epigenetic
marks). By using 10-fold cross-validation, the performance of the
model was measured by determining the area under the receiver
operating characteristic (ROC) curve, that is, the plot of the true-
positive rate (TPR) against the false-positive rate (FPR) at various
threshold settings.
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Distal regulatory element analysis

Distal regulatory elements (DREs) were defined by peak regions of
H3K27ac, H3K4me1, and H3K27me3, after removing peaks whose
centers were within ±2 kb of a TSS. The function MergePeaks (op-
tions: -d given) in HOMER (Heinz et al. 2010) was deployed to
group the DREs by their patterns of peak overlap: AEs were defined
as all H3K27ac peaks, PEs were all H3K4me1 peaks that did not
overlap AEs, and REs as all H3K27me3 peaks that did not overlap
AEs or PEs.

To evaluate the correlation between DREs and DEGs, genes
were assigned to enhancers by GREAT using distance thresholds
of 10, 50, or 100 kb to their TSS. The enrichment of DEGs within
genes assigned to each type of DRE was calculated using Fisher’s
exact test. To examine if dynamic DREs possibly regulate their tar-
get genes,we analyzed genes thatwere targeted byonly one type of
DRE. Change of gene expression associated with dynamic DREs
was calculated as (FPKM before or after DRE presence)/(FPKM on
DRE presence). Gene expression changes associated with dynamic
DREs present at H0, H1, H12, H1+H12, and H0+H1+H12 were
compared to those associated stable DREs present throughout
the time course using the Wilcoxon rank-sum test.

SE analysis

SEs were called using the ROSE method and algorithm-based on
H3K27ac signal and peaks (FDR=5%) at each time point (Whyte
et al. 2013). The overlap of SEs across the time points was calculat-
ed using BEDTools (intersected bed) with at least 1-kb overlap. The
metagene plot of H3K27ac was generated with ngsplot (ngsplot.r
–G hg19 –R bed) (Shen et al. 2014). To characterize the preference
of TF binding to SEs or TEs, we calculated the enrichment score of
each TF on either SEs or TEs: enrichment score = (|overlapped TF
peaks|/AE peak length)/(|all TF peaks|/genome length). The peak
length was defined by the MACS.

TF analysis

TF peaks were called usingMACS 1.4 (default options) from six TFs
plus two epigenetic regulators (EZH2 and EP300) at the four time
points. TF peaks at two time points were considered overlapping
if their summits were closer than 1 kb, as evaluated by HOMER
MergePeaks. TF-bound regions were clustered by the temporal pat-
tern of their peak overlaps across the four time points.

Motif scanning was performed with HOMER (findMotifs
Genome.pl hg19 –size given –mask –mknown <motif file>) using
a motif list containing the default vertebrate motifs included
with HOMER plus 618 recently defined heterodimermotifs (Jolma
et al. 2015). Motifs with a P-value≤10−15 were considered to be en-
riched. The redundant motifs were calculated and removed by
STAMP (http://www.benoslab.pitt.edu/stamp/).

Target genes were assigned to TF peaks by GREAT using 2-,
10-, 50-, and 100-kb distance thresholds. The enrichment of
DEG genes among TF target genes was examined using Fisher’s ex-
act test. The analogous analysis was performed to evaluate the cor-
relation between DRE clusters with DEG clusters.

Global regulatory network construction

The nodes of the gene regulatory network were seeded with all
DEGs plus the expressed TFs, including MRs defined in MARINa.
Putative MRs were colored red, whereas the rest were colored
blue. Node radius was defined by the number of connections it
has to other nodes in the network. Edges connecting nodes origi-
nated from three sources. First, edges were drawn between the
eight transcriptional regulators (six TFs plus EZH2 and EP300)
and their target genes. Second, edges were drawn between TFs

and target genes based on the enrichment of the TF cognate motif
within the target genes’ active distal enhancers. In these first two
classes, edges between any two nodes whose absolute expression
correlationwas lower than 0.8 were eliminated, and the remaining
were colored red (positive correlation) or green (negative correla-
tion). Third, edges were drawn based on protein–protein interac-
tions from the STRING database (Szklarczyk et al. 2017) and
colored gray.

Master regulator analysis

We used MARINa (http://wiki.c2b2.columbia.edu/workbench/
index.php/MRA-FET), a master regulatory analysis algorithm
(Lefebvre et al. 2010), to identify MRs within the gene regulatory
network that governs VEGFA responses. The input for MRA-FET
analysis is gene expression, a list of DEGs, and dynamic AE-target
gene pairs (defined by GREAT). The enrichment threshold (FET P-
value) was set to 0.01, and the P-value was further adjusted using
the Bonferroni correction. The analysis was run in performed us-
ing a two-run FET calculation, which allows the differential activ-
ity of each TF to be examined. The output of MRA-FET is a list of
potentialMRs, eachwith a P-value,mode of activity, and other reg-
ulatory information.

Data access

All raw and processed sequencing data in this study have been sub-
mitted to the NCBI Gene Expression Omnibus (GEO; http://www.
ncbi.nlm.nih.gov/geo/) under accession number GSE109626.
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