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Deep learning aided preoperative diagnosis of
primary central nervous system lymphoma
M
an

u
al classificatio

n
 b

y n
eu

ro
su

rg
eo

n
s an

d
 rad

io
lo

g
ists

A
u

to
m

at
ed

 c
la

ss
if

ic
at

io
n

 u
si

n
g

 D
en

se
N

et
 1

69

manual

CNN

consent
n=15

dissent
n=5

PCNSL
n=10

GBM
n=10

correct
n=19

incorrect
n=1

Optimal performance through combination of artificial and human intelligence

Sensitivity (PCNSL): 73%

NPV (PCNSL): 0.77

Accuracy: 79% 

80% Sensitivity (PCNSL)

0.8 NPV (PCNSL)

80% Accuracy

NPV (GBM): 100%
Sensitivity (GBM): 100%

NPV (PCNSL): 91%
Sensitivity (PCNSL): 90%

Accuracy: 95% 

Resnet 169
Primary Central Nervous System Lymphoma Glioblastoma

?

Glioblastoma PCNSL

Patients
1 1098765432 11 12 2013 14 15 16 17 18 19

Rater 1

Rater 2

Rater 3
Rater 4
Rater 5

Rater 6

CNN

PCNSL
n=10

GBM
n=10

correct
n=16

incorrect
n=4

Training:
n= 68 PCNSL
n= 69 GBM

Paul Vincent

Naser, Miriam

Cindy Maurer,

Maximilian Fischer,

..., Sandro M.

Krieg, Peter Neher,

Jan-Oliver

Neumann

paul.naser@med.

uni-heidelberg.de

Highlights
Identifying PCNSL pre-

surgery is challenging,

even for skilled radiologists

We developed and tested

an automated workflow to

diagnose PCNSL based on

MRI

Automated and manual

classification were

comparably accurate at

approx. 80%

Combining human and

artificial intelligence

yielded the optimal

diagnostic performance

Naser et al., iScience 27,
109023
February 16, 2024 ª 2024 The
Author(s).

https://doi.org/10.1016/

j.isci.2024.109023

mailto:paul.naser@med.uni-heidelberg.de
mailto:paul.naser@med.uni-heidelberg.de
https://doi.org/10.1016/j.isci.2024.109023
https://doi.org/10.1016/j.isci.2024.109023
http://crossmark.crossref.org/dialog/?doi=10.1016/j.isci.2024.109023&domain=pdf


iScience

Article

Deep learning aided preoperative
diagnosis of primary central
nervous system lymphoma

Paul Vincent Naser,1,2,6,10,12,13,* Miriam Cindy Maurer,3,11,12 Maximilian Fischer,2,3,7 Kianush Karimian-Jazi,2,4
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Martin Bendszus,2,4 Klaus Maier-Hein,3,7,8,9,10 Sandro M. Krieg,1,2 Peter Neher,3,7,9 and Jan-Oliver Neumann1,2,6

SUMMARY

The preoperative distinction between glioblastoma (GBM) and primary central nervous system lymphoma
(PCNSL) can be difficult, even for experts, but is highly relevant. We aimed to develop an easy-to-use al-
gorithm, based on a convolutional neural network (CNN) to preoperatively discern PCNSL from GBM and
systematically compare its performance to experienced neurosurgeons and radiologists. To this end, a
CNN-based on DenseNet169 was trained with the magnetic resonance (MR)-imaging data of 68 PCNSL
and 69 GBM patients and its performance compared to six trained experts on an external test set of 10
PCNSL and 10 GBM. Our neural network predicted PCNSL with an accuracy of 80% and a negative pre-
dictive value (NPV) of 0.8, exceeding the accuracy achieved by clinicians (73%, NPV 0.77). Combining
expert rating with automated diagnosis in those cases where experts dissented yielded an accuracy of
95%. Our approach has the potential to significantly augment the preoperative radiological diagnosis
of PCNSL.

INTRODUCTION

Patients with rapidly progressing intracranial tumors are often initially admitted because of neurological deficits, such as paresis, stemming

from the mass effect caused by the lesion and interfering with normal brain function. Antiedematous therapy using corticosteroids such as

dexamethasone provides effective acute symptom relief to those patients suffering from elevated intracranial pressure. One of themost com-

mon malignant intraaxial tumors is glioblastoma (GBM), accounting for nearly half of all newly diagnosed intracranial malignancies.1 Primary

central nervous system lymphomas (PCNSL), in contrast, are exceedingly rare lesions, constituting between 4 and 7% of newly diagnosed

intracranial lesions.2,3 MR-morphologically, GBM and PCNSL can share a range of morphological features, such as large perifocal edema,

inhomogeneous contrast enhancement, and, in some cases, central necrosis, hindering an accurate preoperative diagnosis.4,5 In these cases

especially, stereotactic biopsy is the gold standard for histopathological analysis and is associated with very low perioperative morbidity and

mortality.6

Clinically relevant, in cases of PCNSL, treatment with corticosteroids severely hinders pathological diagnosis,7 which remains absolutely

necessary.8,9 Additionally, stereotactic biopsy is a specialized procedure only available in large centers, putting neurologists and neurosur-

geons in peripheral hospitals or emergencies in the conflict, whether to treat patients with corticosteroids for symptom relief, risking incon-

clusive pathology results in case of PCNSL or forcing patients to endure the debilitating symptoms of cerebral edema until a biopsy can be

performed.
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Advances in biomedical image processing have impressively proven the versatile use cases for computer programs to analyze and eval-

uatemedical images.10 The current study, therefore, aimed to develop an automated diagnostic workflow to distinguish between PCNSL and

GBM, to help clinicians decide which patients to administer antiedematous corticosteroid therapy.

RESULTS

Tumor segmentation

Automated tumor segmentation with manual vetting yielded acceptable results, with comparable sizes of contrast-enhancing and non-

enhancing tumor volumes, as well as edema volumes across the training and test groups. No statistical differences were detected regarding

the tumor volumes, both when comparing GBM to PCNSL, or the respective training and test groups (Figure 1).

Manual tumor classification

Overall accuracy of tumor prediction by expert assessment was high at 79.16% (95/120 predictions). In the PCNSL group, an insignificantly

higher prediction accuracy (49/60) was observed (GBM 46/60; p = 0.5, Chi-square). Details about the accuracies and negative/positive pre-

dictive values are given in Table S1. Analysis of the receiver operating characteristics curve (ROC) (Figure S2D), considering the reported con-

fidence in the diagnosis, revealed an area under the curve (AUC) of 0.8091 for all predictions, 0.9 for PNCSL, and 0.603 for GBM, respectively.

Linear regression analysis was used to analyze the effect of the rater’s experience in diagnosing cMRI on their performance. Experience

neither significantly correlatedwith the self-assessed PCNSL prediction accuracy (F = 0.44, p = 0.56) nor prediction absolute accuracy for GBM

(F = 0.59, p = 0.48) or PCNSL (F = 0.08, p = 0.79) (Figure 2). Time to prediction took 110.3 G 53 s but was significantly variant across raters

(Figure S2E). Fitting a mixed-effects model with �Sı́dák’s post-hoc test comparing the time to diagnosis of radiologists and neurosurgeons,

a highly significant effect was discovered in patient’s heterogeneity (p = 0.0005), but not in the training of the rater (p = 0.74). No significant

difference in time expenditure was detected across all raters between correct and incorrect diagnoses (106.4G 52s vs. 124.8G 55.49; p = 0.5).

Likewise, no significant difference was detected between PCNSL and GBM cases (114.9 G 51.8 s vs. 105.8 G 54.3 s, p = 0.93).

As part of the assessment questionnaire, experts rated tumor aspects (contrast-enhancing, non-enhancing, necrosis, and edema), the tu-

mor volume, and the available imagingmodalities numerically based on the relevance to their diagnosis. T1-CE was overwhelmingly deemed

the most important MRmodality (Figure 2). The secondmost important modality was fluid attenuated inversion recovery (FLAIR), followed by

T2. Native T1 was assessed as least important. No significant difference between the GBM and PCNSL groups was noted for any of these

modalities assessed by Chi-square testing.

When asked to rate the relevance of different tumor aspects, human raters attributed themost importance to the contrast-enhancing parts

of the tumor in both PCNSL and GBM. Secondary, in comparison to PCNSL, raters attributed significantly more importance to necrosis

(p = 0.017, Chi-square) in GBM patients, whereas the relative importance of the non-contrast-enhancing aspects as well as of the edema

did not differ (both p > 0.05, Chi-square).

Raters scored the importance of tumor volumes on a percentual scale from 0 to 100%. Significant differences were detected between

raters, however, when examining all raters combined and individually, the tumor size did not significantly correlate with an individual’s assess-

ment of its importance (Figure 2).

After giving the raters access to all imaging sequences, the accuracy increased to 86.67%. However, some raters, in fact, miscorrected their

initially accurate diagnosis (Figure S2A). Raters were asked, which sequence beyond the four provided in the first stagewasmost important for

the diagnosis. For PCNSL, raters found diffusion sequences (apparent diffusion coefficient, ADC and diffusion-weighted imaging, DWI) most

insightful (n = 22), followedby susceptibility-weighted images (SWI) (n = 6) and cerebral blood volume sequences (CBV, n = 2). In GBM, a trend

toward more frequently requesting CBV (n = 7) was found, whereas both SWI (n = 5) and diffusion-weighed images were likewise deemed

helpful (n = 14). The difference between the groups was insignificant (p = 0.117, X2).

Development of the automated classification algorithm

Two general approaches (ResNet and DenseNet) were initially investigated. Both models were trained using 5-fold internal cross-validation

and ensembled before testing. The first experiment was conducted to test the depth of ResNet. ResNet10, ResNet18, ResNet34, ResNet50,

and ResNet101were evaluated, and hyperparameter tuningwas initiated for the best-performing ResNet10 and ResNet18. DenseNet169 and

DenseNet264 were likewise subjected to hyperparameter optimization. Comparing these four neural networks, DenseNet169 performed

best in the grid search cross-validation and was used in the automated predictions of tumor entities (Table 1).

Automated classification

After training the neural network, the data from hitherto unknown patients (test group) were presented to the algorithm, which provided a

binary diagnosis of either GBM or PCNSL at a decision threshold of 0.5. The optimized DenseNet169 correctly diagnosed the entity in

80% of cases (16/20), with two PCNSL and two GBM cases each misdiagnosed (Figure 2F). The ROC-AUC was 0.9, and the positive and nega-

tive predictive values were 0.8, respectively. The mean time to prediction was 0.045 G 0.0003 s and was not significantly different between

correct/incorrect predictions and GBM/PCNSL (Figures S2B and S2C). We assessed the importance that the neural network ascribed to

certain regions of the images using saliency maps (examples in Figures 3G–3I). When comparing true and false predictions, no significant

differences were detected overlap between the saliency maps and the segmented tumor areas (p = 0.345, unpaired t-test).
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Figure 1. Results of automated brain tumor segmentation

Examples of automated tumor segmentation results are (A) (PCNSL) and (B) (GBM). From left to right, T2, T1-CE, FLAIR, and T1 sequences without (top row) and

with (bottom row) mask.

(C–E) illustrate the absolute volumetric values for contrast-enhancing, non-enhancing tumor parts and the perifocal edema. Bars representmeanG S.D. n = 79 for

GBM (69 training/10 testing) and 78 for PCNSL (68 training/10 testing). ANOVA testing confirmed no significant differences between the groups.
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Importance of MRI sequences

As a similar rating of the importance of the MRI modalities was technically impossible, several experiments were conducted to evaluate the

aspects most important to the network. Firstly, the algorithm was only presented with one modality (Figure 3D). The network only provided

with T1CE performed worst (AUC 0.47), whereas only presenting T1 yielded in comparison the best results (AUC 0.65), although still signif-

icantly less accurate than training with all modalities (AUC0.9). In a second experiment, iteratively, modalities were removed from the network.
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Figure 2. Expert diagnosis of PCNSL and GBM

All raters ascribed high levels of importance to the contrast-enhancing aspects of the tumor (A) and the T1CEMR-sequence (B). Neither when comparing all raters

nor each rater individually a significant correlation between tumor size and the attributed importance of size for the diagnosis was detected (C). Sankey chart

illustrating the accuracy of human raters (D), and the increased accuracy (95%) when utilizing the CNN for the cases where human raters dissented (E).The

matrix in (F) depicts correct (green) and incorrect (red) diagnoses for all raters and the CNN. No significant correlation was found between the absolute

experience raters reported with cMRI and accuracy in diagnosing GBM/PCNSL or the self-assessed accuracy (G). No significant difference was detected in

prediction accuracy when comparing neurosurgeons with radiologists (H). Bars in (H) represent mean GS.D.
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Interestingly, removal of the FLAIR dataset showed the highest adverse effect, with the AUC dropping from 0.9 to 0.71, whereas removing any

other single imaging modality had minor effects. In a final experiment, to elucidate the effect of including the segmentation masks on the

accuracy of the predictions, this feature was removed. Of note, removing the predefined masks merely lowered the AUC from 0.9 to 0.84,

suggesting this preprocessing did not contribute notably to the network’s performance.

Integration of manual and automated classification

The automated and manual classification was equally correct, with accuracies of 80% and 79%, respectively. Interestingly, the tumors incor-

rectly identified differed between the two (Figure 2F). The convolutional neural network (CNN) classified those tumors correctly, which human

raters disagreed about (>1 discerning diagnosis from the majority, Figure 2D). We performed a layered analysis, in which only those tumors

experts dissented about were tested by the neural network. By combiningmanual and automateddiagnosis, an accuracy of 95%was achieved

(Figure 2E).

DISCUSSION

MR-morphologically, PCNSL and high-grade gliomas like GBM share many common characteristics, such as large perifocal edemas, contrast

enhancement, and irregular structural composition. Indeed, preoperative diagnosis can be challenging even for experienced radiologists.

One recent study evaluated the performance of two experienced radiologists in 93 PCNSL and 48 GBM cases, reporting accuracies of

74.2% and 82.9%, respectively. These findings closely resemble our data, with our cumulative accuracy of nearly 80% (75–90%). The literature

often cites extensive experience in diagnosing PCNSL as crucial to the diagnosis; however, to our best knowledge, no study systematically

evaluated the performance of junior vs. senior physicians in this aspect. Our data did not support the notion of long-term experience being a

decisive factor in the accurate preoperative diagnosis of PCNSL, as experience did not correlate with accuracy. Of note, we also compared the

performance of radiologists with that of neurosurgeons and found no significant differences in the diagnostic accuracies or time needed to

arrive at the final diagnosis. When expert raters had access to all imagingmodalities, the accuracy increased slightly, however, some clinicians

disimproved their initially correct diagnosis.

This further supports the notion, that while many cases can be easily diagnosed, in special cases, even experts disagree (Figure 2F). To

address these special cases, several decision trees and guidelines have been developed.11 Further, special MRI sequences or the incorpo-

ration of PET-CT in the diagnostic workflow increased accuracy.12,13

However, none of these techniques have gained widespread acceptance. In these difficult cases, an unbiased, objective measure judging

the likelihood of a given tumor being PCNSL promises to help clinicians. A recent systematic review lists 23 previous studies addressing this

question using a form of machine learning.14 The vast majority of studies relied on training traditional machine learning algorithms with radio-

mics data. Among these, extracting radiomics features and fitting a logistic regression model reportedly achieved accuracies up to

91.2%.14–16 A common point of criticism in these studies is the relative underrepresentation of PCNSL when compared to GBM, which, inher-

ently, is due to the scarcity of cases.14 However, training neuronal networks on imbalanced datasets can severely skew the model’s

performance.17

Recent years have impressively shown the versatile applications CNNs can have in biomedical image analysis.10,18 Of the 23 studies re-

viewed by Petersen and colleagues, only two studies employed this technology to the question of PCNSL/GBM distinction.14 Yamashita

and colleagues trained a neural network with 126 cases, among those 58 high-grade gliomas and 12 PCNSL. Their methodology yielded

an impressive 0.949 AUC. However, it should be noted that, owing to the small sample size, no external validation, but the internal leave-

one-out method was utilized, potentially making this approach susceptible to over-fitting.19

Using single images extracted from 320 T1-CE datasets, McAvoy and colleagues trained several neural networks based on the

EfficientNetB4 architecture.18 Their approach consisted of manually extracting axial slices containing tumors and feeding the downscaled

2D images into the classifier.18 While the reported AUC values were high (0.93–0.95), the authors admit a high amount of data loss in the pre-

selection and preprocessing steps, potentially biasing their results.18

Park and colleagues developed an autoencoder inferring perfusion from experimental dynamic susceptibility contrast MRI datasets.20

They could discern the two entities with an AUC of 0.93 in their external validation set.20

Recently, Tariciotti and colleagues developed a ResNet101 model on 121 patient datasets, including 47 GBM, 37 metastasis, and 37

PCNSL.21 The data were split 70:30 in training and test datasets. Their workflow included manual tumor segmentation and supplying only

Table 1. Overview of evaluated neural networks subjected to hyperparameter tuning

Model Dropout AUG Batch size Best Score

ResNet10 no No 20 0.6242

ResNet18 no Yes 12 0.6242

DenseNet169 yes Yes 14 0.6368

DenseNet264 no No 14 0.6220

All models were evaluated with a learning rate of 0.0001 over 150 epochs. DenseNet169 showed the best performance and was further used in automated tumor

prediction.
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the segmented regions of interest in 2D matrices to the CNN.21 PCNSL detection accuracy was notably high at 94.65%, whereas GBM was

detected with an accuracy of 83.08%, however, the groups differed in tumor volume with significantly smaller PCNSL included, and the num-

ber of evaluated patients was low.21 While these discussed studies proved the possibility of predicting PCNSL with high accuracy, using their

methodology heavily relies on either special imagemodalities acquired,20 or laboriousmanual tumor segmentation, prohibiting clinical use of

these technologies.21

We, therefore, set out to develop a deep-learning algorithm based on a CNN for the preoperative distinction of GBM from PCNSL, which

(1) does not require special MR-sequences beyond the standard T1, T1CE, T2, and FLAIR sequences and (2) is out-of-the-box useable on MR

data without laborious preprocessing, manual segmentation, or image preselection.

Themodel developed here could accurately predict the presence of GBMor PCNSL in 80% of cases, with an NPV for PCNSL of 0.8, slightly

higher than our expert group. Expectedly, the automated diagnosis was vastly faster by a factor of 2000. Interestingly, the network correctly

predicted those cases where radiologists and neurosurgeons had the lowest accuracy but failed to predict cases unequivocally diagnosed by

human raters. It is unclear whether this discrepancy is purely coincidental or whether the neuronal network considered completely different

parameters than expert physicians. Analysis of the net’s saliency did not yield significant differences between correct and incorrect predic-

tions, suggesting that, indeed, the algorithm took into account the relevant tumor areas, even when arriving at the incorrect prediction.

To further investigate the different approaches the neural net took to diagnosing the entity, we tested whether one single modality was

sufficient for diagnosis by training and testing only on one MR sequence. This severely diminished the algorithm’s performance, with none of

the four sequences yieldingmeaningful diagnoses alone. Compared to human raters, who heavily relied on T1CE, the neural network relies on

more than one modality, and performs only slightly better than chance when evaluated on only one modality. Interestingly, when iteratively

removing modalities, its performance most decreased when T2 sequences were unavailable.

While we originally incorporated an automated preprocessing step for segmenting tumor volumes, we found that our model indeed per-

forms only slightly worse when solely run on unannotated data. This finding was further confirmed by saliency mapping, which confirmed an

intuitive focus of the net toward the tumor, even when not supplied with the segmentation mask.

Ground trouth: GBM - Prediction: GBM Ground trouth: GBM - Prediction: LYM Ground trouth: LYM - Prediction: GBM

A B C

D FE

G H I

Figure 3. Automated diagnosis of GBM and PCNSL

(A) The ROC-AUC curve of the best-performing neural network (densenet169) with an AUC of 0.9 on the test dataset (n = 20). Other approaches were dismissed

for their inferior performance (B + C).

(D) When only evaluating one modality, neural network performance was severely diminished.

(E) When removing one modality from the network, removing T2 exerted the strongest effect.

(F) Removing the segmented tumor masks only lightly affected the performance of DenseNet.

(G–I) Illustrations of saliency maps visualizing the importance assigned to image areas. The top row depicts from left T1, T1CE, T2, FLAIR, and the segmented

tumor masks. The middle and bottom rows show saliency maps generated through the integrated gradient (middle) or guided backpropagation (bottom).
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Finally, by combiningmanual diagnosis with our CNN, we demonstrated 95% accuracy, suggesting our algorithm to be well suited, not to

replace expert clinicians, but to aid and provide them with an objective rating in especially challenging cases.

In conclusion, in this pilot study, we developed a novel CNN based on the DenseNet169 architecture for preoperative diagnosis of

PCNSL and GBM. Our approach does not necessitate laborious preprocessing or manual annotation and can be readily used on

standard MRI data. We compared the algorithm’s performance against six experienced physicians and could show non-inferiority.

By integrating manual rating and this automated workflow we showed 95% preoperative accuracy when detecting GBM/PCNSL.

Future studies and prospective evaluation of our methodology may lead to developing a clinically useful diagnostic tool for predict-

ing brain-tumor entities.

Limitations of the study

Although blinded to the histopathological diagnosis, raters were aware of the subject of the study being the distinction between

GBM and PCNSL. This potentially biased them toward choosing one of these two diagnoses and taking special care to evaluate

PCNSL features normally dismissed. However, this ensured maximal comparability with neural network performance, which, too,

only had the binary choice.

The current study has further limitations, inherent to retrospective analyses. Firstly, many patients who underwent stereotactic bi-

opsy for PCNSL could not be included because of missing MR sequences. It is for this reason, that we restricted our analysis to the

four imaging modalities incorporated previously. Studies suggest that especially diffusion sequences may aid in discerning PCNSL

from GBM, however, these sequences have in the past not been routinely available, especially for patients who were referred to us

from other hospitals with preexistent MR-imaging sufficient for clinical management. Further, it should be noted that we did not

preselect GBMs exhibiting especially PCNSL-like characteristics, which would be especially difficult to discern. However, we selected

patients who had undergone stereotactic biopsy, typically performed in cases where the diagnosis is not evident from the preoper-

ative imaging. Thus, the GBM patients enrolled in our study were likely cases not unequivocally deemed GBM at the time of surgery.

Secondly, the external validation cohort was relatively small (n = 20), but at approximately 13% of the training dataset comparable to ratios

commonly used in the field.

Several CNN-based models had previously been developed for the automated diagnosis of PCNSL, as discussed previously. While a

direct comparison of these models would be ideal, due to proprietary code and data protection regulations, this was not possible in this

study. We were therefore restricted to comparing the performance of our model based on the published metrics of others (Table S2). Future

prospective validation or pooling of data and computational approaches from multiple centers promises to increase both the number of

cases used for training, as well as evaluation, promising further improvements. Additionally, prospective verification of ourmethod on a larger

number of cases would be ultimately required before this method could be clinically applicable.
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KEY RESOURCES TABLE

RESOURCE AVAILABILITY

Lead contact

Further information and requests for resources and reagents should be directed to and will be fulfilled by the lead contact, Paul Naser (paul.

naser@med.uni-heidelberg.de).

Materials availability

This study did not generate new unique reagents.

Data and code availability

� All data have been deposited at Figshare and are publicly available as of the date of publication. DOIs are listed in the key resources

table.
� All original code has been deposited on Figshare and is publicly available as of the date of publication. The DOIs are listed in the key

resources table. The code can be additionally be obtained via https://github.com/MIC-DKFZ/iScience_GlioLymph_classification.

� Any additional information required to reanalyze the data reported in this paper is available from the lead contact upon request (paul.

naser@med.uni-heidelberg.de).

EXPERIMENTAL MODEL AND STUDY PARTICIPANT DETAILS

Patient characteristics

We retrospectively reviewed the patient records of our department at HeidelbergUniversity Hospital between 01/2008 and 08/2023 and iden-

tified patients with the surgical code for stereotactic biopsy. Pathology results were reviewed for all cases, and patients diagnosedwith PCNSL

were identified. A similarly sized group of GBMpatients from the samedatabasewas extracted. Only those patients with complete (T1, T1-CE,

T2, FLAIR) high-resolution MR-imaging datasets no older than one week before stereotactic surgery were available and were included in this

study. In total, 158 patients (76male, 82 female) were enrolled. At the time of surgery, patients were aged 65.6G 12.5 years, with no significant

differences between the groups (Figure S1). Numerically, males were slightly more prevalent in the GBM cohort (45M:34F) compared with the

PCNSL cohort (39M:39M), however, this differencewas not statistically significant (p=0.69; Chi-square). From the entire cohort of GBM/PCNSL

patients, twenty patients (10 GBM / 10 PCNSL) were randomly chosen as the test set.

REAGENT or RESOURCE SOURCE IDENTIFIER

Deposited data

Code developed in this study This paper https://doi.org/10.6084/m9.figshare.24986142

Automated Predictions of tumor entities This paper https://doi.org/10.6084/m9.figshare.24986142

Manual predictions of tumor entities This paper https://doi.org/10.6084/m9.figshare.25006841

Software and algorithms

FSL BET S.M. Smith22 https://fsl.fmrib.ox.ac.uk/fsl/fslwiki/BET

FMRIBS’s Linear Image Registration Tool Jenkinson et al.23–25 https://fsl.fmrib.ox.ac.uk/fsl/fslwiki/FLIRT

nnUnet Isensee et al.26 https://github.com/MIC-DKFZ/nnUNet

ResNet Medical Open Network for

Artificial Intelligence (MONAI)27–29
https://monai.io/

DenseNet Medical Open Network for

Artificial Intelligence (MONAI)27–29
https://monai.io/

pytorch The Linux Foundation https://pytorch.org/

Python Python Software Foundation https://www.python.org

GraphPad Prism GraphPad Software LLC, Boston/MA, USA https://www.graphpad.com/

Adobe Illustrator V25.4.1 Adobe Inc. San Jose, CA, USA https://www.adobe.com/

Adobe Photoshop V25.0 Adobe Inc. San Jose, CA, USA https://www.adobe.com/

Sankeymatic Steve Bogart https://sankeymatic.com/
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METHOD DETAILS

Radiological assessment

Radiological assessment was performed by six experienced physicians from our institution (M.J.; C.B-S.; A.A.B; J-O.N., K.K.-J. & J.J.). Volun-

teers were blinded to the diagnosis of the patients and were asked to diagnose the lesions based on the four imaging modalities. Further,

general confidence in the radiographic diagnosis of PCNSL and experience in cranial MRI were asked. For each patient, participants

completed a 12-item questionnaire ranking the importance of imaging modalities, lesion size and location, lesion attributes (contrast-

enhancing tumor, non-enhancing tumor, edema, and necrosis) as well as their confidence in the diagnosis on a percentage scale. Raters

assessed the items first only accessing T1, T1CE, T2 and FLAIR sequences. After finalizing their diagnosis, raters were given access to all avail-

able imaging modalities. Raters could change their diagnosis and were further asked to list the imaging sequences most important to their

diagnosis beyond the aforementioned four.

Preprocessing for automated image computing

Preprocessing consisted of skull-stripping using FSL BET from the T1 images,22 followed by utilization of the HD-BET algorithm for brain

extraction of the remaining modalities.30 Subsequently, images were registered using FMRIBS’s Linear Image Registration Tool, first regis-

tering the FLAIR image to the MNI152 template, followed by coregistration of the remaining modalities to the FLAIR sequence.23–25

Automated tumor segmentation

For automated segmentation, a nnUnet was trained on the BraTS2021 dataset.26,31,32 Masks were generated for peritumoral Edema (ED),

Non-Enhancing Tumor (NET) and Enhancing Tumor (ET). All segmentation results were manually vetted to ensure optimal data preparation.

Automated tumor classification

The automated classification algorithm was trained with the four imaging modalities and the corresponding masks. Demographic data such

as age or sex were not included in either training or test data. To classify the lesion entities, the ResNet and DenseNet architectures from

Medical Open Network for Artificial Intelligence (MONAI) were initially tested.27–29 Binary Cross-Entropy with Logits loss (BCEL) from pytorch

was chosen to optimize the parameters and enable an accurate classification.33 To assess the model’s confidence, calibration, and ability to

detect out-of-distribution inputs uncertainty and confidence in the automated predictions, Monte Carlo Dropout and ensemble prediction

were implemented.34 Saliency maps were computed using integrated gradients and guided backpropagation algorithms.35–37 Overlap be-

tween saliency maps and tumor segmentation maps was calculated, and mean pixel intensities normalized to the total size of the image

compared between correctly and wrongly classified patients.

QUANTIFICATION AND STATISTICAL ANALYSIS

Data were submitted to descriptive and statistical analysis using GraphPad Prism (version 10.1.0; GraphPad Software LLC, Boston/MA, USA).

The comparison of two individual groups relied on two-sided Student t-tests. When comparing multiple groups, ordinary one-way ANOVA

was performed using �Sı́dák’s testing for multiple post-hoc comparisons, if applicable. Differences in standard deviation were assessed using

Brown-Forsythe testing. In all cases, a p-value <0.05 was considered statistically significant and denoted by an asterisk in the figures. Addi-

tional details about the statistical analysis are provided in the figure legends. Absolute values are provided as mean G standard devia-

tion (s.d.).

For figure design, primary imaging data were exported via Pytorch; bar graphs, box plots, and other data illustrations as vector graphics

from GraphPad Prism and arranged in Adobe Illustrator V25.4.1 and Adobe Photoshop V25.0 (Adobe Inc. San Jose, CA, USA). Sankeymatic

was used to create the Sankey charts.
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