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Abstract
Introduction The development of COVID-19 vaccines has been a great relief in many countries that have been affected 
by the pandemic. As a result, many governments have made significant efforts to purchase and administer vaccines to their 
populations. However, accommodating such vaccines is typically confronted with people’s reluctance and fear. Like any 
other important event, COVID-19 vaccines have attracted people’s discussions on social media and impacted their opinions 
about vaccination.
Objective The goal of this study is twofold: First, it conducts a sentiment analysis around COVID-19 vaccines by auto-
matically analyzing Arabic users’ tweets. This analysis has been spread over time to better capture the changes in vaccine 
perceptions. This will provide us with some insights into the most popular and accepted vaccine(s) in the Arab countries, as 
well as the reasons behind people’s reluctance to take the vaccine. Second, it develops models to detect any vaccine-related 
tweets, to help with gathering all information related to people’s perception of the virus, and potentially detecting vaccine-
related tweets that are not necessarily tagged with the virus’s main hashtags.
Methods Arabic Tweets were collected by the authors, starting from January 1st, 2021, until April 20th, 2021. We deployed 
various Natural Language Processing (NLP) to distill our selected tweets. The curated dataset included in the analysis con-
sisted of 1,098,376 unique tweets. To achieve the first goal, we designed state-of-the-art sentiment analysis techniques to 
extract knowledge related to the degree of acceptance of all existing vaccines and what are the main obstacles preventing 
the wide audience from accepting them. To achieve the second goal, we tackle the detection of vaccine-related tweets as a 
binary classification problem, where various Machine Learning (ML) models were designed to identify such tweets regard-
less of whether they use the vaccine hashtags or not.
Results Generally, we found that the highest positive sentiments were registered for Pfizer-BioNTech, followed by Sin-
opharm-BIBP and Oxford-AstraZeneca. In addition, we found that 38% of the overall tweets showed negative sentiment, 
and only 12% had a positive sentiment. It is important to note that the majority of the sentiments vary between neutral and 
negative, showing the lack of conviction of the importance of vaccination among the large majority of tweeters. This paper 
extracts the top concerns raised by the tweets and advocates for taking them into account when advertising for the vaccina-
tion. Regarding the identification of vaccine-related tweets, the Logistic Regression model scored the highest accuracy of 
0.82. Our findings are concluded with implications for public health authorities and the scholarly community to take into 
account to improve the vaccine’s acceptance.

Keywords Sentiment Analysis · COVID-19 pandemic · COVID-19 Vaccine · Vaccine uptake · Machine learning · Deep 
learning · NLP

1 Introduction

The COVID-19 pandemic has led to disruption of nearly 
every aspect of human life, leading to job losses, and deaths, 
among other unfortunate events. In that regard, the devel-
opment of vaccines has been a great relief and offers hope 
for a better future. Many governments have invested a lot 
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of money and efforts to ensure that their citizens get vac-
cinated in order to reach ’herd immunity’ status. However, 
it is unfortunate that some people are not willing to take the 
vaccines. There are many reasons that could make people 
resent vaccination, which can be understood by evaluating 
their perceptions towards the vaccines.

Several previous studies have examined public sentiments 
on vaccines using Twitter Data Set. For example, Villavi-
cencio et al. (2021) used English and Filipino tweets to get 
public opinions on vaccination in the Philippines, while 
Nurdeni, Budi, and Santoso conducted a similar study in 
Indonesia using English tweets. Another study by Batra et al. 
(2021) evaluated sentiments in India, the USA, Norway, and 
Pakistan using English tweets. However, there are no stud-
ies that have been done in Arabic countries, or using Arabic 
tweets, in order to highlight how people in such countries 
perceive the COVID-19 vaccines. Furthermore, there are 
no studies that have analyzed why people are reluctant to 
take the vaccines and what are the main concerns that peo-
ple are raising on social media against them taking the vac-
cines. Yet, this is critical to know so that governments and 
organizations would be able to perform the proper meas-
ures to address these concerns either through advertising or 
targeting that audience with further explanations. Another 
alarming problem that organizations are facing is the spread 
of misleading information on social media in general and 
on Twitter and particular. Therefore it will be interesting 
to automatically detect all information related to vaccines 
before it is widespread so that proper information can be 
circulated instead. That is why there is a need to detect any 
vaccine-related to its regardless of whether they are hash-
tagged as a vaccine or not.

To address the above mentioned challenges, this study 
aims to conduct an Arabic sentiment analysis of COVID-
19 Vaccines tweets. In particular, we utilize Twitter data to 
understand the perceptions of people towards the COVID-19 
vaccine using machine and deep learning techniques. We 
specifically utilize over a million tweets that were made in 
Arabic. The outcomes of this research will be very useful to 
public health authorities in understanding public perceptions 
towards the COVID-19 vaccine and determining strategies 
that may be useful in making vaccination policies and cam-
paigns. To the best of our knowledge, this is the first study 
to utilize Arabic tweets to conduct a sentimental analysis 
of vaccines.

Specifically, the research will be answering the following 
three questions:

RQ1 : What is the highest accepted vaccine in the Arab 
world?

This research question seeks to identify the most popular 
vaccine among Arabic people. We evaluate the most popu-
lar vaccine among the existing ones, including Moderna, 
Johnson & Johnson’s Janssen, PfizerBioNTech, Novavax, 

AstraZeneca, and Sputnik. In this study, we use public senti-
ments to establish whether people have positive, neutral, or 
negative sentiments towards vaccines.

RQ2 : What are the reasons that prevent people from 
taking the vaccine?

This research question seeks to understand why people 
are reluctant to take vaccines. Despite efforts to administer 
vaccines by most governments, some people are hesitating 
or reluctant to take the vaccines. We utilize the twitter data-
set to generate reasons that could make people resent vac-
cines, fear them, or have a negative perception towards them.

RQ3 : To what extent can machine learning and deep 
learning detect vaccine-related tweets?

In this research question, we seek to know whether 
machine learning techniques can be used to identify tweets 
that have not been written explicitly as COVID-19 tweets. 
In addition, we want to know the extent of effectiveness of 
such techniques in determining COVID-19-related tweets 
in our Twitter data set. We selected a variety of common 
techniques that we could compare in terms of their precision, 
accuracy, and recall.

To summarize, the paper makes the following 
contributions:

–  ��1 . To find the highest accepted vaccine, we extracted 
a large corpus of 1,098,376 Arabic tweets about COVID-
19. This corpus represents a dataset for the community 
to leverage for extension purposes1.

–  ��2 . We manually analyzed a sample of 2,500 randomly 
selected tweets to extract what are the main reasons that 
push tweeters to advise against getting vaccinated.

–  ��3 . We used natural language processing, machine 
learning, and deep learning techniques to address our 
investigated research questions. We report the best per-
forming models, along with providing their source code 
as part of the replication package2.

Paper organization. The related works discuss in Sect. 2, 
and we describe our study methodology, such as experiment 
overall, data collection, data preprocessing, feature engineer-
ing, machine learning, deep learning, sentiment analysis, and 
evaluation parameters in Sect. 3. Then in Sect. 4, where we 
present and discuss the study results. Finally, Sect. 5 con-
cludes the paper and highlights the direction of future work.

1 https:// wajdi aljed aani. github. io/ ArTwe etCov id19/.
2 https:// wajdi aljed aani. github. io/ ArTwe etCov id19/.

https://wajdialjedaani.github.io/ArTweetCovid19/
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2  Related work

Vaccination apprehensions and behavioral tendencies 
among the masses have been observed extensively by 
researchers. A variety of obstacles to vaccine campaigns’ 
effectiveness have been reported. For vaccine approval, 
motivational and information conversion methods have 
been used (World Health Organization et al 2020a). These 
tactics include public awareness programs to offer infor-
mation and raise public awareness of the seriousness of the 
issue. The main goal of these public information programs 
is to learn about people’s objections, fears, and existing 
public perceptions of the vaccine.

In recent years, social media has been the preferred 
method of interacting with the general public. According 
to researchers and experts in public relations (PR), social 
media plays a critical role in engaging people and framing 
successful campaigning tactics to reach out to individuals 
(Allagui and Breslow 2016). The researchers in Jones and 
Roy (2021) discovered that social media has powerful PR 
implications and a long-standing debate in the literature. 
According to the researchers, using social media in public 
relations will result in successful and widespread interac-
tion and positively influence public behavior (Valentini 
2015). Many countries across the world have begun, and 
some are preparing, to launch the COVID-19 vaccine in 
the coming months of 2021, and they must monitor the 
behavioral habits of their populations. The participants 
involved in the process and the policies framed by gov-
ernments and the concerned agencies would significantly 
impact these behavioral trends in adopting the COVID-19 
vaccine. The ability to collect real-time data and make 
dynamic decisions based on the data would significantly 
impact the effectiveness of vaccine campaigns. Engage-
ment with the target community by listening to and react-
ing to their concerns, desires, and difficulties relevant to 
vaccination can steer the decision-making process toward 
an efficient and safe vaccination drive (World  Health 
Organization et al. 2020b).

Sentiment analysis uses Natural Language Processing 
(NLP) methods to determine the beliefs, emotions, and 
perceptions of human society about someone or some-
thing (Keith Norambuena et al. 2019). It is not sufficient 
to identify and consider individual terms in the text during 
the sentiment analysis process. Therefore, it necessitates 
examining sentences in terms of their linguistic structures. 
The true expression of the emotion can be deduced by 
focusing on the vocabulary and linguistic properties of the 
language. Heuristic approaches are often used in linguistic 
construction research. Researchers have identified heuris-
tics for sentiment analysis in a variety of domains. For 
example, in Pang et al. (2002), the analysis was conducted 

on film critics based on the premise that negation scope 
is defined as the terms that appear between the original 
punctuation mark and the negator. Parts of Speech marking 
(POS) are used in another analysis by the authors (Taboada 
et al. 2011) to produce data for negation scope recognition. 
Sentiment research has the potential to be complicated. 
The method begins with discovering and selecting relevant 
content on the subject of concern. Text content processing 
is not an easy task; the enormous linguistic subtleties of 
natural languages present many difficulties. Using accept-
able grouping, the emotion orientation must be calculated. 
Various methods and approaches can be used to address 
these issues (Bakshi et al. 2016). Sentiment analysis is a 
classification issue in which text fragments are categorized 
as Positive, Negative, or Neutral regarding the targeted 
subject (Bakshi et al. 2016).

Several researchers have conducted related studies that 
may be important to review in order to elucidate the gap 
that we will be addressing in our study. In research by Vil-
lavicencio et  al. (2021) in the Philippines, English and 
Filipino tweets were collected to explore attitudes towards 
the COVID-19 vaccine. The researchers utilized Natu-
ral Language Processing (NLP) techniques to understand 
the general sentiments, while further sentimental analysis 
was done using Naïve Bayes Model. The results gave an 
accuracy of 81.77%. In another study in Indonesia by Nur-
deni et al. (2021), the researchers collected English tweets 
between October and November 2020 to assess the opinions 
of social media users on Sinovac and Pfizer vaccines. The 
Support Vector Machine technique used in the study yielded 
accuracy of 85% and 78% with the Sinovac and Pfizer data-
sets, respectively. Another study by Cimorelli et al. (2021) 
collected English tweets in February 2021 to understand 
the public sentiments towards COVID-19 vaccination. The 
researchers used R statistical software and found that the 
general sentiment for the vaccine was 46%, compared to a 
national average of 54%. In research by Cotfas et al. (2021) 
in the UK, the researchers collected tweets to analyze public 
sentiments on COVID-19 vaccines in November 2020. They 
used the following analytical classification methods: Multi-
nomial Naive Bayes (MNB), Random Forest (RF), Support 
Vector Machine (SVM), Bidirectional Long Short-Term 
Memory (Bi-LSTM), and Convolutional Neural Network 
(CNN). The paper achieved an accuracy of 78.94%. The 
paper achieved an accuracy of 78.94% in determining the 
correct sentiment.

A study by Chowdhury et al. (2021) in Bangladesh con-
ducted a survey to determine public opinions on COVID-
19 vaccines. Various analytical methods were used, but the 
BERT model and Naïve Bayes gave the highest accuracy 
of 84% and 81%, respectively. Another research by Batra 
et al. (2021) collected tweets from Norway, India, Pakistan, 
the USA, Sweden, and Canada to evaluate the cross-cultural 
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emotions towards the COVID-19 vaccine. The classification 
models that were used in the study were Deep Neural Net-
work (DNN), Long Short Term Memory (LSTM) Network, 
and the Convolution Neural Network (CNN). The research-
ers found that people in neighboring countries showed simi-
lar attitudes towards COVID-19 vaccination, even if their 
actions and reactions towards the pandemic were different. 
In a study by Yousefinaghani et al. (2021) in Canada, the 
researchers analyzed tweets between January 2020 and Janu-
ary 2021 to get public opinions about COVID-19 vaccines. 
The researchers used the Valence Aware Dictionary and Sen-
timent Reasoner (VADER) method and found predominantly 
positive sentiments from the data set. Finally, research by 
Hussain et al. (2021) utilized Facebook and Twitter data 
to explore public attitudes towards COVID-19 vaccines in 
the USA and the United Kingdom. The researchers utilized 
deep learning-based techniques and natural language pro-
cessing, which indicated higher positive sentiments in the 
UK compared to the USA. It is evident that most of the 
existing works analyzed the sentiments towards vaccination 
in general and not towards specific vaccines and were also 
in other languages apart from Arabic.

Our study differs considerably from the related studies 
that have been reviewed. To the best of our knowledge, this 
is the first study that has analyzed Arabic tweets and focused 
on the Arabic world in general. Table 1 presents a summary 
of the systematic analysis studies in the related work. In this 
study, we are conducting sentiment analysis for each specific 
vaccine. Hence, we are not only utilizing Arabic tweets in 
this study, but our study is also unique in that we want to 
analyze Arabic tweets for each vaccine. Using sentiment 
analysis, we will be able to determine whether people have 
a positive, neutral, or negative attitude towards the vaccines. 
We have used three methods of sentiment analyzers, such 
as Mazajak, TextBlob, and CAMeL, and various machine 
learning and deep learning techniques, which are not com-
mon in previous studies. In addition, our focus period is 
from 1st January 2021 to 20th April 2021. We have also used 
the largest dataset, which is provided in Table 3, compared 
to all the other studies. Therefore, this study will signifi-
cantly contribute to the existing literature on public opinion 
toward COVID-19 vaccines.

Besides our work, there exist two large-scale Arabic 
tweets datasets (Haouari et al. 2020; Alqurashi et al. 2020). 
However, both of these datasets are related to Arabic tweets 
of COVID-19 in general. Our study provides the first dataset 
related to Arabic tweets about COVID-19 vaccines. Also, 
our dataset comes with the raw data and the corresponding 
sentiment of each tweet, which is not available in the other 
tweets datasets.

3  Materials and methods

This research uses numerous methods to overcome issues 
with classification (Fig. 1), as presented in Fig. 2. In the 
figure, we selected 34 keywords, which we used to get 
2,046,073 tweets from the Twitter library. After collecting 
the tweets, we applied four phases, removing links, dupli-
cates, and filtering, to develop a final dataset of 1,098,376 
tweets. Then, we performed data pre-processing involving 
the removal of punctuation marks and usernames, among 
others, to prepare the data for the following sentiment analy-
sis. In the second portion of the figure, sentiment analy-
sis TextBlob, Mazajak (Farha and Magdy 2019), CAMeL 
(Obeid et al. 2020), and feature engineering techniques Term 
Frequency-Inverse Document Frequency(TF-IDF) were used 
to prepare the data for machine learning algorithms. We 
used five machine learning classifiers Random Forest (FR), 
Logistic Regression (LR), Gaussian Naive Bayes (GNB), 
Gradient Boosting Machine (GBM), Extra Tree Classifier 
(ETC), and three deep learning classifiers Long Short-Term 
Memory (LSTM), Convolutional Neural Network (CNN), 
Multilayer Perceptron (MLP). To analyze the results, we 
used the evaluation metrics accuracy, recall, precision, and 
F1-score.

3.1  Data collection

We used Twitter, one of the most popular social media, as 
the data source for the study. In particular, based on Twitter 
posts, we are interested in the sentiment analysis for the 
COVID-19 vaccination. To collect a dataset that is related 
to vaccinations, we used keywords that are relative to our 
topic. The dataset includes all of the tweets linked to the 
Covid-19 vaccine. The Arabic language was chosen because 
it is the native language in the middle east. Relevant key-
words, such as “Take vaccine” (i.e.,  in Arabic) 
was used to filter the messages/tweets. We collected only the 
related Arabic tweets based on which were determined by 
34 keywords listed with the corresponding English words in 
Table 3. The Twint library3 was used to retrieve tweets from 
Twitter. Fields including username, date, and text were used 
to retrieve the tweets. Table 2 depicts a sample dataset. We 
collected our dataset from the period is 1st January 2021 to 
20th April 2021. Figure 1 presents the distribution of the 
number of tweets collected each month. In the data collec-
tion process, there were four phases to finalize the studied 
dataset. The four sequential phases are as follows:

3 https:// github. com/ twint proje ct/ twint.

https://github.com/twintproject/twint
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– Phase (1): The first phase starts with collecting all the 
tweets relevant to the purpose of our study. To do so, 
We manually analyzed Arabic keywords and hashtags 
associated with COVID-19 vaccination on Twitter. Then, 
we looked into previous studies on different languages, 
such as English (the list provided in Table 1). After 
gathering all the potential keywords related to our study, 
we snowballed to avoid missing any crucial keywords, 
which helped us choose the proper keywords and cover 
all the relevant keywords. As a result, we found that 34 
keywords are relevant to our study, and the total tweets 
yielded 2,046,073.

– Phase (2): The second phase performed with removing 
links: 111 tweets were removed which were not helpful 
to the study purposes, and 2,045,962 tweets made it to 
the next stage.

– Phase (3): In the third phase, we removed the duplicated 
tweets for the second stage. For instance, a tweet used 
two or more keywords that were selected from the 34 
keywords. After performed the removal: 895,394 tweets 
were discarded, and 1,150,568 made it to the next stage.

– Phase (4): In this phase, we aim to select the relevant 
tweets for our study. In fact, we need to filter out unhelp-
ful tweets, such as advertisements or spam. To do so, we 
manually analyzed the top 2K frequent words and found 
that only the top 1K frequent words were relevant to our 
study. After selecting the 1K frequent words, 52,104 
tweets were removed, and 1,098,376 made it to the final 
phase.

– The final dataset that used in our study is yielding a total 
of 1,098,376 tweets.

3.2  Data preprocessing

The tweets were retrieved using unique hashtags and 
search keywords as a first step in the study’s development 
(see Table 3). The basic hashtags and keywords used in 
the tweet extraction have been defined in Sect. 3.2. Fol-
lowing the tweet extraction procedure, the tweet dataset 
was cleaned by preprocessing. The data elements in the 
tweets that were not appropriate for the sentiment analy-
sis process were removed during the cleaning process. 
Usernames, # symbols, hyperlinks, punctuation marks, 
and stop words are examples of data items. The Natural 
Language Toolkit Library (NLTK)4 was used to do pre-
processing on tweets. NLTK (Bird 2005; Loper and Bird 
2002) includes over 50 corpora, lexical analysis resources, 
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and a range of text processing libraries. The essential and 
foundational NLP functions for tagging, parsing, tokeniza-
tion, and semantic reasoning are all included in these text 

processing libraries. These libraries are suitable for use in 
industrial applications (Kulkarni and Shivananda 2021). 

Fig. 1  Distribution of the 
number of tweets collected each 
month

Fig. 2  Overview approach of the study

Table 2  Sample of tweets 
dataset

Arabic tweet English translation

 The vaccine is a step on the way back to normal life

 Perhaps the Chinese vaccine is the safest for now

 I expect that even if you take the vaccine, you will
get infected
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Table 3  Statistics of vaccination types per tweets

No. Keywords English Translation Phase (1) Phase (2) Phase (3) Phase (4) # of Final dataset
Tweets # After 

removing 
Links

# After 
Remove 
Duplication

# After Filtering 
based on 1K fre-
quent words

01  Vaccination 594,739 594,739 506,487 506,327 506,327

02  Vaccination_refusal 250 250 161 160 160

03  Vaccine 443,870 443,795 115,628 114,529 114,529

04  Vaccine_reject 604 604 273 273 273

05  Vaccination_con-
spiracy

2,937 2,937 2,698 2,698 2,698

06  Vaccination_fool 833 833 761 760 760

07  Sputnik 45,101  45,101 36,805 36,759 36,759

08  Pfizer 193,926 193,926 140,047 90,770 90,770
09  Vaccination_not_

safe
180 180 180 180 180

10  Russian_vaccine 13,027 13,027 242 242 242

11  Chinese_vaccine 8,355 8,355 114 114 114

12  Vaccinations 85,662 85,662  62,194 62,183 62,183
13  Corona_doses 21,493 21,493 16,042 16,037 16,037

14  COVID_Vaccina-
tions

3,833 3,833 1,941 1,941 1,941

15  Corona_dose 28,292 28,292  15,054 15,054 15,054
16  Sinopharm 10,297 10,297 6,860 5,341 5,341

17  NO_vaccinations 1,776  1,776 1,173 1,172 1,172

18  No_vaccines 352 352 188 188 188

19  Corona_vaccine 7,233 7,233 4,855 4,839 4,839

20  Corona_vaccines 207,313 207,313 98,071 98,032 98,032

21  COVID_vaccines 27,841 27,841 8,933 8,930 8,930

22  Oxford_vaccine 13,905 13,905 6 6 6

23  Johnson & Johnson_
vaccine

4,057 4,057 9 9 9

24  Pfizer_vaccine 37,259 37,259 57 57 57

25  COVID_19_vaccine 25,608 25,608 0 0 0

26  Moderna_vaccine 2,017 2,017 7 7 7

27  Corona_vaccina-
tions

34,196 34,196 20,070 20,069 20,069

28  Not_taking_vac-
cines

683 683 27 27 27

29  Moderna_vaccine 7,835 7,835 1,945 1,943 1,943
30  Vaccine_yes 141 142 55 55 55

31  Take_step_take_
vaccine

15,262 15,262 190 190 190

32  Take_vaccine 22,467 22,456 156 156 156

33  First_dose 118,844 118,828 64,712 64,705 64,705

34  Second_dose 65,885 65,875 44,627 44,623 44,623
Total 2,046,073 2,045,962 1,150,568 1,098,376 1,098,376
Removed tweets N/A 111 895,394 52,104 N/A
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In the following subsections, the pre-processing steps have 
been described.

3.2.1  Removal of username, hashtags, and hyperlinks

People commonly use @username on Twitter to refer to or 
tag their friends and similar people, as well as hashtags and 
hyperlinks in their messages. Since usernames, hashtags, and 
hyperlinks in tweets are not useful for sentiment analysis, 
they have been omitted from the tweets. We also removed 
any words that non-Arabic language.

3.2.2  Removal of numbers, punctuation marks, and stop 
words

It is also irrelevant to use numbers, punctuation marks, or 
stop words to locate the sentiment in the letter. As a result, 
all non-alphabetic characters have been deleted, including 
numbers and punctuation marks. Additionally, using the 
NLTK library features, all stop terms have been deleted. 
Using a sampling of tweets, An example can be stop words 
such as  (from, to, in). We removed Arabic 
diacritics and punctuation marks  as well as spe-
cial characters such as (#, %, &).

3.2.3  Lower case conversion, stemming, and lemmatization

All the resulting tweet text has been translated to lowercase 
letters to minimize redundancy and simplify the results. The 
conversion is necessary because computers handle lower-
case letters and words differently than uppercase letters and 
words. For example, ’a’ is not the same as ’A,’ and “GO,” 
“Go,” and “go” are viewed as three distinct words. Humans, 
on the other hand, use these words in various ways in differ-
ent contexts in their written natural language to convey the 
same meaning. This conversion is performed to minimise 
the difficulty in NLP processes by bridging the distance 
between the accessibility of letter case use among humans 
and computers. Additionally, two text normalising NLP 
methods, such as stemming and lemmatization, were used 
to optimise the text data for sentiment analysis. This text 
normalisation methods were used to change the text in order 

to make labelling easier. Since a word in a written human 
language text may have several meanings depending on the 
context in which it is used. For example, given their root 
word “go,” words like “goes,” “gone,” and “going” all have 
the same meaning. So, when looking for the root word “go” 
and “going” or “gone,” the words “goes,” “going,” or “gone” 
serve no different purpose than when searching for the root 
word “go.” Inflection refers to the distinction made between 
the different types of a single root word. The inflection of 
these terms has been omitted from the tweet texts, allowing 
Stemming and Lemmatization to produce root words from 
the various inflected words. To obtain the desired results, 
these two text processing analysis techniques function in 
various ways. Inflections have been omitted by using these 
two protocols in the current data pre-processing task to 
minimize data complexity. The consequence of using these 
protocols was that various inflected words were reverted to 
their root words. For example, all instances of the words 
“goes,” “gone,” and “going” were replaced with their root 
word “go”. Below, we provide an example for the Arabic 
language:

– We removed the repetition of characters such as  
turns into 

– We Normalized Arabic text by: Replacing  with 

 and replacing  with  and replacing  with 

 and replacing  with  and replacing  with 

 and replacing  with  and replacing  with 

.
– We performed text correction using TextBlob python 

Library [35].

3.3  Sentiment analysis

This subsection presents sentiment, which involves labeling 
data into either positive, negative, or neutral. We are using 
three sentiment analysis techniques: TextBlob, Mazajak, and 
CAMeL. This subsection discusses the following topics: 
data labeling, TextBlob, Mazajak, and CAMeL.

Table 4  Sample of tweets dataset includes the corresponding tags

Arabic tweet English translation Tag

 The vaccine is a step on the way back to normal life Positive

 Perhaps the Chinese vaccine is the safest for now Neutral

 I expect that even if you take the vaccine, you will Negative

get infected
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5 http:// mazaj ak. inf. ed. ac. uk: 8000/.

3.3.1  Data labeling

Tweets were classified into 3 categories: positive, negative, 
and neutral as follows:

– Positive: A positive sentiment is associated with posi-
tive words or phrases. For example, if a text expresses 
excitement, kindness, protection, joy, etc., it is usually 
classified as positive.

– Negative: A negative sentiment is expressed by a nega-
tive sentence associated with it. For example, any text 
that expresses sadness, anger, intimidation, rage, or 
oppression is classified as negative (Hu et al. 2012).

– Neutral: When the creator of the tweet does not express 
a personal opinion and is simply sharing information.

Table 4 presents an example of the tweets with tags that 
assigned to them.

TextBlob. We use TextBlob, a lexicon-based tool for 
natural language processing (NLP) tasks on raw text (Loria 
2018). TextBlob is a Python library that provides a pro-
gramming interface for processing text data using textblob 
algorithm implementations. A textblob, for example, can be 
used to analyse text sentiments, extract noun phrases, con-
struct POS tags, translate, classify, and more (Vijayarani and 
Janani 2016). In a nutshell, the TextBlob library has a num-
ber of built-in features that help with language processing. 
It can function in a variety of languages, including Spanish, 
English, and Arabic. TextBlob is used to analyse emotions in 
tweet data of negative, positive, or neutral polarity, accord-
ing to study (Munjal et al. 2018). This library is built on top 
of the NLTK (Natural Language Toolkit), and its sentiment 
analysis algorithm is compatible with both NLTK and pat-
tern processing (Laksono et al. 2019). Its dictionary contains 
about 2918 lexicons. In TextBlob, the polarity measure is 
dependent on either subjectivity (i.e., personal opinions) or 
objectivity (i.e., facts). (polarity ranking, subjectivity score) 
(Sohangir et al. 2018) is how the sentiment analyser returns 
sentiment ratings.

The sentiment score range for TextBlob is seen in the 
Table 5. The scores below 0 mean that the sentiments are 
negative polarised, while the scores above +1.0 indicate 
that the sentiments are positive polarised. In terms of sub-
jectivity, 230 ratings below 0.0 mean that the emotions are 
founded on reality, while scores above 1.0 suggest that they 
are based on personal opinions. There is one more setting in 

TextBlob, namely the ‘intensity’ which is used to measure 
subjectivity. The intensity of a phrase decides whether it 
modifies the next word. Adverbs are used as modifiers in 
English (‘very good’). However, for the phrase “This was a 
useful case, but I’d like another,” It gives a 0.0 for both sub-
jectivity and polarity, which is not the best result we should 
hope for. If the library returns 0.0, it’s because the sentence 
did not have any terms in the NLTK training collection that 
had polarity, or because TextBlob uses a weighted average 
sentiment value over all the words in each study.

Mazajak. It5 is a deep learning and massive Arabic word 
embedding-based online Arabic sentiment analysis frame-
work. This is the first move, which helps to eliminate incon-
sistencies and normalize the data into a logical format that 
can be conveniently managed. The measures are primarily 
dependent on the work done in the previous phase (El-Belt-
agy et al. 2017). The measures below were included in our 
implementation:

– Letter normalisation: The process of bringing together 
letters that occur in various ways (Darwish and Magdy 
2014).

– Elongation removal: deleting letters that occur repeat-
edly, particularly in social media data (Darwish et al. 
2012).

– Cleaning: Unknown characters, diacritics, punctuation, 
URLs, and other items should be removed.

Table 5  TextBlob sentiment 
score range Negative Polarity score < 0

Neutral Polarity score = 0
Positive Polarity score > 0

http://mazajak.inf.ed.ac.uk:8000/
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Each row represents a letter, and its corresponding embed-
ding represents each word, in a two-dimensional matrix. 300 
was chosen as the embedding D scale. In sentence construc-
tion, the short sentences are arranged to form the next to the 
largest in the set. The skip-gram architecture was used to 
build word embedding using the word2vec (Mikolov et al. 
2013) program encoding. Unlike the currently available 
AraVec (Soliman et al. 2017), which was developed with 
a corpus of 67 million tweets, the embedding were created 
with a corpus of 250 million unique Arabic tweets, rendering 
it the largest Arabic word embedding set. The tweets were 
collected over many years, from 2013 to 2016, to ensure that 
a wide range of topics were addressed. Due to the vast and 
varied corpus, multiple dialects are covered, which helps to 
reduce the impact of dialectal heterogeneity. The embedding 
were created using the same pre-processing steps as were 
used in the sentiment analysis scheme.

Mazajak uses CNN to train the algorithm, and the LSTM 
that is made by this model is followed. The CNN performs 
the role of a feature extractor, learning local patterns within 
the sentence and providing representative features. The 
LSTM uses the derived features while still considering the 
context and word order. A max pooling layer receives the 
embedding, applies CNN pre-processing to them, and then 
moves them on to the following layers. The use of full pool-
ing (weighing the importance of data) is employed to do this, 
which implies that sentiment would typically be conveyed 
in plain language. The characteristics were applied to an 
LSTM, which expanded, and then a softmax sheet was cre-
ated and used to generate a distribution of probabilities over 
the output groups.

CAMeL. CAMeL6 contains Python APIs as well as a 
series of command-line utilities that expose functionality 
across the thin layers of an open-source package. CAMeL 
Tools are all used for pre-processing, morphological analy-
sis, disambiguation, Dialect Identification (DID) (Salameh 
et  al. 2018), Named Entity Recognition (NERs) (Shaa-
lan and Raza 2009) (NER), and Sentiment Analysis (SA) 
(Abdul-Mageed and Diab 2014). The majority of the pre-
processing utilities that are commonly used in Arabic NLP 
have been reimplemented in CAMeL Tools. Different soft-
ware and programms perform subtly different pre-processing 
procedures that aren’t really well documented or accessi-
ble for standalone use. We hope to save the time it takes to 
write Arabian NLP applications by including these utilities 
in the package and to ensure pre-processing is consistent 
from project to project. An Arabic sentence is classified as 
positive, negative, or neutral by our analyser. The tool fine-
tuned multilingual BERT (mBERT) (Devlin et al. 2018) and 
AraBERT (Baly et al. 2020) on the role of Arabic SA using 

HuggingFace’s Transformers (Wolf et al. 2019). It was fine-
tuned by introducing a completely connected linear layer 
with a softmax activation feature.

Since Python has become both an open-source and 
designed with Morphological Analysis in mind, there is 
a general Arabic toolkit (CAMeL Tools) for building pre-
analysis for open-source projects as well as pre-identified 
language and called entity recognition for morphological 
and sentiment analysis. CAMeL tool provides command-line 
interfaces(CLIs) and application programming interfaces are 
used with the tools (APIs).

Morphological modelling, parsing, divisions, segmen-
tation, stemming, and object identification Named Entity 
Recognition (NERs) are functions that can be applied to 
construct higher-level applications, such as localization, cor-
rection of spelling, and questions. Other activities including 
Dialect Identification (DID) and Sentiment Analysis (SA) 
are designed for the analysis of extra data to calculate dif-
ferent input text features. We take a quick look at the various 
attempts for a number of Arabic NLP activities:

Morphological Modelling The depth of the information 
analyzer morphology provides very superficial analysers, on 
the one hand (Vanni and Zajac 1996), while on the other, 
analyzers have form-based, functional, lexical and morphe-
mic features (Buckwalter 2002; Smrz 2007; Boudlal et al. 
2010).

Named Entity Recognition ANERsys, one of the first Ara-
bic NER systems, was developed by Benajiba and Rosso 
(2007). They also developed their own language instruments 
- ANERcorp (an annotated corpus of personal, place and 
organisational names) and ANERgazet - popular in Ara-
bic NER literature (i.e., Person, Location and Organization 
gazetteers). Our scheme is equalised with the functions of 
Benajiba and Rosso, and we use all publicly available train-
ing data in the Tools (Benajiba and Rosso 2008).

Dialect Identification A fine grain DID system was devel-
oped by Al-Badrashiny et al. (2014), which covers dialects 
from 25 cities in different Arab countries. Elfardy and Diab 
(2012) also suggested token dialect detection instructions. 
In order to train a Naive Bayes classificator, a token-level 
DID process is combined with other functionalities (Elfardy 
and Diab 2012). In the sense of social media, Sadat et al. 
(2014) used a bigram-level model to characterise the dialect 
of phrases across 18 Arab dialects.

3.3.2  Final voting

This subsection represents the final voting process for our 
dataset. As mentioned above, we used three sentiment ana-
lyzers: CAMeL, TextBlob, and Mazagk. Each analyzer can 
label the tweets based on their pre-trained data, which means 
it can produce different sentiments for the same tweet. How-
ever, we want to ensure that each tweet sentiment in our 6 https:// github. com/ CAMeL- Lab/ camel_ tools.

https://github.com/CAMeL-Lab/camel_tools
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dataset is reliable and accurate. Therefore, we used three 
sentiment analyzers, and the process we pursued was as 
follows:

– If the tweet is labeled the same by all the three sentiment 
analyzers, for example, all analyzers labeled the senti-
ment positive. Then, we confirmed that the tweet was 
positive.

– If the tweet is labeled the same by two analyzers, for 
example, two analyzers labeled the sentiment positive. 
Then, we verified that the tweet was positive.

– If the tweet is labeled differently between all the three 
analyzers, for example, negative, positive, and neutral. 
Then, we have to introduce a fourth sentiment analyzer 
or look at the tweet manually to verify which sentiment 
label between the three analyzers is more accurate. In our 
final voting, we did not encounter a case with three dif-
ferent labels. Therefore, all three sentiment analyses were 
sufficient for us to ensure all tweets in the final dataset 
were labeled correctly.

3.4  Feature engineering

Feature engineering involves identifying important features 
of data in order to learn more about the main features or train 
machine learning algorithms (Bocca and Rodrigues 2016). 
Hence, feature engineering improves the benefit of machine 
learning algorithms. Furthermore, it helps in locating impor-
tant aspects in the data to improve the work of learning algo-
rithms (Heaton 2016). We divided our corpus into ‘testing 
subset’ and ‘training subset’, allocating a ratio of 1:3, respec-
tively. We utilized feature extraction technique to train the 
subset. Testing and training data were done an attribute 
extraction methods. The feature engineering approach we 
used in this paper was Term Frequency-Inverse Document 
Frequency (TF-IDF).

3.4.1  TF‑IDF features

Another method for extracting features is to use term 
frequency-inverted document frequency (TF-IDF). This 
method is widely used in the correction of musical data and 
text interpretation (Bei 2008). It gives terms in a language 
weight based on the reciprocal frequency of the document 
and the frequency of the terms (Rustam et al. 2019; Robert-
son 2004). The importance of words with a higher weighted 
score is considered higher (Zhang et al. 2011). The TF-IDF 
can be expressed mathematically as follows:

(1)tfidf = tft,d ∗ log
N

Di,t

,

where tft,d represents the frequency of term t in document d, 
N represents the number of documents, and Di, t , t represents 
the number of documents that comprise the term t.

We chose TF-IDF because it is the most common and 
heavily used technique for extracting features in similar 
studies, as shown in Table 1. A recent study on the English 
COVID-19 vaccination dataset compared TF-IDF and BoW 
and found that TF-IDF performed better than BoW (Mishra 
et al. 2022). Therefore, we chose TF-IDF for extracting the 
feature in our study.

3.5  Machine learning techniques

Various machine learning algorithms use feature vectors for 
training based on datasets, then the polarity of the content 
is determined by semantic analysis, which provides a vari-
ety of similarities and alternative words. The algorithms of 
Machine Learning are discussed in detail in this section, 
as well as the details of how to set their hyperparameters 
and how we can implement Machine Learning models. The 
machine learning algorithms were implemented using the 
Sci-kit Learn library (Loper and Bird 2002). The deploy-
ment of each of the five supervised machine learning mod-
els was done using the sci-kit module. Supervised machine 
learning models, like the LR, RF, SVC, GNB, and ETC, 
are widely used for finding solution of problems related to 
regression and classification (Kotsiantis et al. 2007). The 
specifications of the implementations of the algorithms are 
listed in Table 6, together with their hyperparameters.

3.5.1  Random forest (RF)

By composing the outcomes of sub-trees, a random forest (or 
ensemble model) is used to construct high-precision predic-
tions. Random forest uses the technique of bagging to train 
multiple decision trees using bootstrap samples (Biau and 
Scornet 2016). After training, the Bootstrap samples conduct 
subsampling and overwrite the dataset (Breiman 1996). To 
help the prediction process, the RF approach employs deci-
sion trees. Attribute collection (Liaw and Wiener 2002) is 
the name for this mechanism. After the models have been 
trained, the results are combined through voting in this 
form of ensemble classification. Several previous studies 
(Rupapara et al. 2022; AlOmar et al. 2021) used ensem-
ble approaches and procedures. Boosting (Schapire Robert 
1999) and bagging (Breiman 1996; Freund and Schapire 
1997) are two of the most well-known ensemble approaches. 
Bootstrap aggregation, also known as bagging, is a method 
of training several models on bootstrapped samples. The fol-
lowing Eqs. 2 and 3 can be used to classify a random forest:
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where, tr1, tr2, tr3,… , trn are decision trees in random forest 
and n is the number of trees.

Random forest was used with poor learners up to 300 to 
achieve high-level precision, and the n estimator value was 
set to 300. The n estimator parameter specifies the num-
ber of trees that will be added to the prediction process. 
Random forest used bootstrap samples to train three hun-
dred decision trees in the experiment segment. The final 
predictions of decision trees were achieved through a voting 
procedure (Freund and Schapire 1997). The random forest 

(2)rf =mode{tr1, tr2, tr3,… , trn}

(3)rf =mode

{

n
∑

i=1

tri

}

parameter max depth has 60 possible values. The depth level 
or maximum depth of decision trees has been calculated 
using the parameter “max depth.” By consolidating the 
degree of depth, it reduces the difficulty of decision trees. It 
also decreases the likelihood of over-fitting in decision trees 
(Breiman 1996). Another parameter in the RF model was 
“random state.” It is used to ensure that samples are random 
while the classifier is being trained. The best results were 
achieved in this analysis using these hyper-parameters and 
a random forest model.

3.5.2  Logistic regression (LR)

Another supervised ML model is LR serves, which is 
used for classification based on the principle of likelihood 
(Safdari et al. 2019). The logistic regression method (LR) 

Table 6  Summary of the hyperparameter in machine learning algorithm

Algorithm Hyperparameter Value Description

LR multi_class Multinomial Best to solve the multi-class classification problem
random_state 1000 mm
C 3.0 Inverse of regularization strength
solver newton-cg

RF n_estimators 500 The number of decision trees
random_state 5 The random state sample was taken these random decisions to be managed
max_depth 200 The maximum depth between each tree

ETC n_estimators 500 The number of decision trees
random_state 5 The bootstrapping of the samples used when building trees
max_depth 200 Maximum depth of both the estimated regression estimation techniques

SVC kernel linear It maps the observations into some feature space
C 1.0 The penalty parameter of the error term
random_state 500 The opposite of the power of regularization; it must have been a positive float

GNB N/A N/A Default setting
LSTM LSTM Units 1000 LSTM layers units

Activation Function ReLU Activation function used in model
Epochs 100 number of epoches
Loss Function Adam Loss function used in model
Optimizer categorical_crossentropy Optimizer used in model

CNN 1DConv 64 filters 1 dimensional convolutional neural network with 64 filter
Kernel 3 × 3 kernel size
Activation Function ReLU Activation function used in model
Epochs 100 number of epoches
Loss Function Adam Loss function used in model
Optimizer categorical_crossentropy Optimizer used in model

MLP Neurons 64 Neurons in input layer and hidden layer
Hidden layer 2 number of hidden layer and hidden layer
Activation Function ReLU Activation funtion used in model
Epochs 100 number of epoches
Loss Function Adam Loss function used in model
Optimizer categorical_crossentropy Optimizer used in model
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is a mathematical method based on a logistic equation. 
Linear regression is like LR. LR attempts to determine 
whether something is true or false. It can handle both dis-
crete and continuous data, such as weight and age. The LR 
relationship is established between an absolute dependent 
variable and one or more independent variables (where 
the dependent variable is commonly referred to as the 
target class) by assuming probabilities and employing a 
“S”-shaped logistic function. We will demonstrate it as 
follows:

The logistic function’s vector v and S-shaped curve have val-
ues ranging from −∞ to +∞ of real numbers. Since certain 
target classes, such as Negative, have a limited corpus, this 
analysis uses the “liblinear” hyperparameter to improve. The 
next parameter, multi-class, is used in combination with the 
value of “multinomial” in binary-classifiers since it is more 
appropriate. Here, “C” denotes the third statement, which 
regularises inversely, and it retains the regularising stability 
change by specifying the inversely organised to Lambda and 
minimises the probability of the model over-fitting problem 
(Lee et al. 2022). The LR classifier was chosen because it 
is better suited for binary classification (Sebastiani 2002).

3.5.3  Gaussian naive bayes (GNB)

The Naive Bayes algorithm, a probabilistic algorithm used 
for a variety of classification functions, is based on Bayes 
theorem. The extension of Naive Bayes is Gaussian Naive 
Bayes. While other functions can be used to estimate data 
distributions, the Gaussian or normal distribution is the easi-
est to implement because the mean and standard deviation 
must be calculated for the training data. The Naive Bayes 
algorithm is a probabilistic classification algorithm that 
can be used to solve a variety of problems. It is based on 
a probabilistic model that is easy to code and makes pre-
dictions in real time. This algorithm is commonly used to 

(4)g(x) =
L

1 + e−k(v − v0)

solve real-world problems because it can be tuned to respond 
quickly to user queries.

3.5.4  Gradient boosting machine (GBM)

For classification tasks, GBC employs a boosting process. 
GBC matches a set of slow learners (decision trees), which 
are sequentially educated using the predecessors’ classifier 
errors. The first decision tree classification is supported by 
data collection and then the second decision tree is educated 
using mistakes from the first classification and added to the 
first classification and so forth. This sequential combination 
of classifiers can minimise errors and enhance the preci-
sion of classification. GBCs have been used in astronomical 
research in many previous studies including the distinction 
of pulsar noise signals (Bethapudi and Desai 2018), pho-
tometric astrophysics over supernovae detection and auto-
matic galaxy discovery and classification using Galaxy Zoo 
(Tramacere et al. 2016) (for more information on GBC, see 
Friedman (2001). GBC defines the mean quadrather error 
(MSE) which is reduced to a minimum:

The learning rate r (Bethapudi and Desai 2018) deter-
mines how strongly a classifier should be fused with its pre-
decessor, and the number of residual values equals Conse-
quently, GBC basically changes estimates where the number 
of residuals is equal to 0 or the minimum and the predicted 
values are similar enough to the actual values. The GBC 
algorithm, which we implemented using the “scikit-learn” 
program, has four parameters, as seen in the Table 7.

3.5.5  Extra tree classifier (ETC)

The Extra-Tree Classifier (ETC) is a highly randomized 
tree classifier. ETC is a decision tree combination classi-
fier that is constructed differently from traditional decision 
trees (Amaar et al. 2022). That is, to determine the optimal 
split for dividing the samples of a node into two classes, ran-
dom splits are selected from the individual features chosen 
randomly, including the maximum features from which the 
optimal split is selected. Therefore, ETC seems to fit differ-
ent dataset sub-samples through the process of averaging the 
differential problems inherent in the singular decision tree 
method, which helps to prevent overfitting and increase the 
predictive accuracy.

3.6  Deep learning

This subsection addresses the deep learning algorithms used 
in this research. We discuss the three deep learning algo-
rithms selected in the study to solve classification problem. 
The algorithms used are Long Short-Term Memory (LSTM), 

Table 7  Results of the experiment of all models with TF-IDF features

Models Accuracy Precision Recall F1-score

LR 0.82 0.82 0.79 0.80
RF 0.76 0.77 0.70 0.72
SVC 0.82 0.82 0.78 0.80
GNB 0.57 0.61 0.64 0.56
ETC 0.76 0.80 0.68 0.72
LSTM 0.82 0.82 0.82 0.82
CNN 0.81 0.81 0.80 0.81
MLP 0.82 0.82 0.81 0.81
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Convolutional Neural Network (CNN), and Multilayer Per-
ceptron (MLP).

3.6.1  Long short‑term memory (LSTM)

LSTM was first introduced in 1997 by Schmidhuber and 
Hochreiter (1997) and reemerged as a successful architecture 
in 2014 after gaining remarkable performance in statisti-
cal machine translation (Zhou et al. 2015). In deep learn-
ing, LSTM is mainly used to process the sequence data [?]. 
Before the introduction of LSTM, Recurrent Neural Network 
(RNN) was widely used in the sequence analysis of vari-
ous lengths. However, as the standard RNN is equivalent to 
multi-layer feed-forward neural networks, the large number 
of historical data brought in by long sequences is expected 
to lead to gradient loss and data loss (Zhang et al. 2018). 
Therefore, LSTM has been proposed to addresses the prob-
lem of vanishing gradient by replacing the self-connected 
hidden units with memory blocks. The LSTM block uses 
a purpose-built memory cell to store data and is best for 
finding and exploiting long-distance content. Memory units 
enable the network to know when to read new information 
and when to forget old information. The memory block in 
LSTM uses purpose-built memory cells to store informa-
tion, and it is better at finding and exploiting long-range 
context. The memory units enable the network to be aware 
of when to learn new information and when to forget old 
information (Ye et al. 2021). The basic LSTM structure is 
shown in Fig. 3.

The structure adds a memory cell to store historical infor-
mation, and the renewal, deletion, and extraction of histori-
cal information are controlled by three consecutive gates, 
the input gate, the forget gate, and the output gate. The input 
gate is used to detect how incoming vectors change the state 

of a memory cell. Exit gate allows the memory cell to influ-
ence the output. Finally, the output gate allows the memory 
cell to remember or forget the data it has previously stored.

3.6.2  Convolutional neural network (CNN)

Convolutional Neural Network (CNN), one of the architec-
tures of the deep neural network, has been widely used for 
solving various artificial intelligence tasks in recent years 
(Hoang et al. 2019). CNN is a type of in-depth learning 
model that process data with a grid pattern, inspired by the 
animal cortex of vision’organization (Hubel and Wiesel 
1968; Fukushima and Miyake 1982). It is designed to learn 
automatically and adapt to the characteristics of features, 
from bottom to top-level patterns. In CNN, text-classifica-
tion criteria are similar to image classification, the only dif-
ference being that instead of pixel values the word vectors 
are used (Amin and Nadeem 2018). CNN is a mathematical 
formulation that is often composed of three types of layers 
(or building blocks): convolution, integration, and fully inte-
grated layers. The first two layers, the layers of convolution 
and the pooling, make the element extraction, and the third, 
the fully connected layer, sets the maps of the extracted ele-
ments for the final output, such as isolation. The convolu-
tion layer plays a major role in CNN, which is made up 
of several mathematical operations, such as convolution, a 
special type of direct operation. Since one layer feeds the 
output to the next layer, the extracted features can become 
extremely complex. The performance of the model under 
certain kernels and weights is calculated by the function of 
the loss through forward propagation on the training data-
set. The learnable parameters, i.e., weights and kernels, are 
revised according to the loss rate by backpropagation via a 
gradient descent optimization algorithm (Yamashita et al. 

Fig. 3  The structure of the Long Short-Term Memory (LSTM) neural network. Reproduced from Yan Yan (2016)
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2018). The key reasons behind the consideration of CNN as 
a classical model are as follows. First, the main interest in 
using CNN lies in the idea of using a weight-sharing con-
cept, because the number of parameters that need training is 
significantly reduced, which has led to general improvement 
(Arel et al. 2010). Subsequently, because of the small num-
ber of parameters, CNN can be trained smoothly and does 
not suffer over-fitting (Smirnov et al. 2014). Second, the 
classification phase is integrated with the feature extraction 
stage (Lawrence et al. 1997), both of which use the learning 
process. Third, it is much easier to use large networks using 
CNN as compared to general models of Artificial Neural 
Networks (ANN) (Rustam et al. 2022).

3.6.3  Multilayer perceptron (MLP)

Modern times have seen methods of deep learning being 
used in various fields for example medical image process-
ing, computer vision, natural language processing com-
monly referred to as NLP, automatic speech recognition and 
several others (Wang et al. 2019). This research uses MLP, 
which is a deep learning model and from the class of feed-
forward ANNs (Driss et al. 2017). There are three layers of 
nodes in the MLP, the first is the input layer, next is a hidden 
layer and the third is the output layer. The flow of informa-
tion or data in the MLP is from the input layer to the output 
one, that is, in one direction only. Apart from the nodes of 
the input layer, the rest of the nodes are neurons that learn 
from the data through a nonlinear activation function. What 
makes MLP different from a linear perceptron is that it has 
a nonlinear activation function and several layers. Further, 
it has the ability to discriminate between data that cannot 
be separated linearly. As previously stated, the MLP is a 
feed-forward multilayer network, which is a form of ANN. 
ANN of this type works in the way that input layer nodes 
store the network’s input features whereas the layers that are 
hidden collect the input layer’s weighted inputs and transmit 
this output to the next layer. As a result, the classification 
results of the input data go to the output layer (Tarkhaneh 
and Shen 2019). The steps to follow in an MLP can be 
learned through various algorithms, of which a common 
method of supervised learning is back-propagation (Manik 
et al. 2019). There are four phases in the back-propagation 
method, that are: initialization of weights, feed-forward, 
error back-propagation and updating weights.

3.7  Evaluation metrics

The metrics used to assess how machine learning models 
perform are precision, accuracy, their F1-score, and recall.

3.7.1  Accuracy

The accuracy of the model is measured in terms of the 
ratio of correct predictions to the total number of pre-
dictions from the classifiers on test data (Aljedaani et al. 
2022). The score for accuracy can be a maximum of 1, 
depicting that each of the classifier’s predictions is correct. 
Whereas, the least score for accuracy is 0. To calculate 
accuracy, the following formula can be used:

where TP and TN are true positive and true negative respec-
tively and FP and FN are false positive and false negative 
respectively.

3.7.2  Precision

Precision (Aljedaani et  al. 2022), defined as a positive 
predictive value, is the proportion of correctly classified 
instances among all true classified instances. A score of 1 
in precision indicates that every instance of positive data 
is positive. However, what needs to be noted is that it has 
no impact on the number of positive instances which were 
predicted to be positive but are labeled negative. Precision 
can be calculated as

3.7.3  Recall

Recall (Aljedaani et al. 2021) also known as sensitivity, 
depicts the relative number of instances classified as posi-
tive from all of the positive instances. We can measure recall 
as following

3.7.4  F1‑Score

Recall and precision cannot be considered to be accurate 
indicators of a classifier’s performance. For this, F1-score 
(Fang et al. 2021) is regarded as more essential since it 
includes both recall and precision and provides a value rang-
ing between 0 and 1. It is measured using the harmonic mean 
of recall and precision as

(5)Accuracy =
TP + TN

TP + TN + FP + FN

(6)Precision =
TP

TP + FP

(7)Recall =
TP

TP + FN

(8)F1Score = 2 ∗
Precsicion ∗ Recall

Precsicion + Recal
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3.8  Thematic analysis

While RQ1 is being addressed quantitatively, RQ2 is 
intended to deliver qualitative insights into people’s per-
ception of the vaccines as they engage in discussing it on 
Twitter. Therefore RQ2 dives deeper into the content of the 
tweets to extract the reasons behind the reluctance to adopt 
the vaccine. This represents valuable information, as it helps 
detect any false information circulating on social media and 
provides concrete steps towards responding to them through 

media campaigns. In this subsection, detail the sampling of 
tweets, along with their corresponding thematic analysis.

Tweets Selection. To sample the tweets, we adopted the 
guidelines outlined by Ruggeri and Samoggia (2018):

– Accounts. Our tweets should be selected from cred-
ible Twitter accounts, having a minimum of 100 tweets, 
retweets, or replies. This allows the selection of active 
accounts.

– Tweet length. Extracting information from a tweet goes 
through reading and comprehending its text. Therefore, 
short tweets may not provide sufficient information, and 
therefore avoid the selection of tweets with less than 100 
characters.

This process resulted in sampling 2500 tweets for the next 
phase.

Thematic Analysis. We follow the guidelines of Braun 
and Clarke (2006) in order to identify themes in each tweet, 
along with its confidence level. We adopted an inductive 
bottom-up approach: the identified themes (i.e., reasons to 
avoid taking the vaccines) are explosively extracted from 
various tweets, belonging to multiple individuals (Patton 
1990). We also try to create as many themes as possible, 
without forcing them into pre-existing coding frames (Braun 
and Clarke 2006; Aljedaani et al. 2021). Tweets were pri-
marily analyzed by the first author, because of his familiar-
ity with the dialect of that region. Tweets were analyzed in 
batches of 500. After each batch, a meeting between authors 
is scheduled to review the manual analysis. These review 
meetings result in gathering preliminary themes into more 
comprehensive categories.

The review initially started with up to 9 themes, and 
by the end of the 10th review meeting, there were 6 main 
categories of themes that were finalized. These categories 
represent the main motivating factors advocating against 

Fig. 4  WordCloud for the tweets dataset showing the most used 
words. The shape of the wordcloud matches the Twitter’s logo as a 
reference to the source of the data (Wordclouds 2022)

Fig. 5  Percentage of the tweets 
about all the six vaccinations 
types in the collected dataset
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taking vaccines. The result of this manual analysis answers 
our second investigation.

4  Study results

In this section, we present the results of our study.
RQ1 : What is the highest accepted vaccine in the Arab 

world?
Motivation. In this research question, we want to identify 

the vaccine that has the highest popularity in the Arab world. 
Currently, there are various vaccines with brand names such 
as Moderna, Johnson & Johnson’s Janssen, PfizerBioNTech, 
Novavax, AstraZeneca, Sputnik, and others. Although the 
public sentiments towards such vaccines had been identified in 
previous studies using English tweets, we wanted to determine 
their popularity using Arabic tweets and a different dataset.

Approach. In this study, we use sentimental analysis to eval-
uate whether tweets pertaining to a given vaccine were positive, 
neutral, or negative. To perform the sentimental analysis, we 
utilized TextBlob, Mazajak, and CAMeL. We applied each of 
the methods to our dataset and then interpreted the results.

Vaccination Types. Our study focused on public senti-
ments towards a wide range of available vaccines, as follows: 
Johnson & Johnson, Oxford-AstraZeneca, Pfizer-BioNTech, 
Sinopharm-BBIP, Moderna, and Sputnik V. In Fig. 5, we 
provide vaccination types per tweets, which are derived from 
Arabic keywords. A word cloud is provided in Fig. 4 show-
ing the most used words in the tweets in the Arabic language. 
From our results in Fig. 5, Pfizer-BioNTech attracted the 
highest percentage of positive sentiments (11%), followed by 
Sinopharm (9%), Oxford-AstraZeneca (7%), and Moderna 
(7%). The largest percentage of neutral tweets were from 
Johnson & Johnson (77%), followed by Oxford-AstraZen-
eca (73%) and Moderna (73%). The highest percentage of 
negative tweets were for Sinopharm-BBIBP (30%), followed 
by Sputnik V (29%) and Pfizer-BioNTech (26%). From the 
results presented in Fig. 5, we observe that, while most of 
the Arabic people had positive sentiments towards Pfizer-
BioNTech, they had neutral emotions towards Johnson & 
Johnson and negative emotions towards Sinopharm-BBIBP.

Since there are no other studies that looked at vaccines 
acceptance over others in social media. To extract some 
potential answers to why Pfizer-BioNTech is experiencing 
more positive sentiments than others, we looked at the 

Fig. 6  Percentage of the tweets 
in each month along with their 
sentiment and total number of 
tweets in the collected dataset

Fig. 7  Percentage of the voting in the sentiment analyzers
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actual tweets of our dataset, and we collected the follow-
ing heuristics: 

1. Availability: Pfizer-BioNTech vaccine was the first vac-
cine available among other vaccines. Since it appeared 
when the population was desperate for a solution, it was 
widely accepted and adopted, making it be the “savior” 
according to several tweets.

2. Safety: Pfizer-BioNTech has been approved to be used 
for younger people aged 12 and older compared to other 
vaccines such as Moderna and Janson & Janson for 18 
years and above.

3. Storage temperature: Pfizer-BioNTech needs an ultra 
freezer “Sub-Zero”, while Moderna and others can be 
stored in a regular freezer. This makes people think that 
Pfizer-BioNTech is more important than other vaccines.

4. Side effect: People who were vaccinated with Pfizer-
BioNTech shared their positive experiences afterward 
of having no side effects or minimal after taking the 
vaccine shot compared to other vaccines. For example, 
Johnson & Johnson vaccine was reported to cause, in 
some cases, blood clots and causes to be paused for fur-
ther investigation.

Timeline of Vaccination Types. We also sought to 
explore how sentiment toward Covid-19 vaccines changed 
over time and expressed our results in Fig. 6. It was evi-
dent that February and April had the highest percentage of 
positive sentiments, while January had the highest number 
of neutral sentiments. March had the highest percentage of 
negative emotions towards the vaccines. The overall per-
centages in January, February, March, and April were 20%, 
19%, 36%, and 25%, respectively. It is evident that people 
are developing more favorable opinions of the Covid-19 vac-
cines over time.

Sentiment analyzer. Sentiment analysis involves the 
classification of emotions into either positive, negative or 
neutral, which is done using various techniques. The senti-
ment score range is either negative, positive, or equal to 
zero as given in Table 5. The sentiment analyzers we used 
were as follows: Camel, Mazagk, TextBlob, and Final Vot-
ing. A summary of the statistics we obtained using the senti-
ment analyzers is given in Fig. 7. The highest percentage of 
positive sentiments were recorded using Camel, followed 
by Mazagk. For the neutral sentiments, the highest percent-
age was realized using TextBlob followed. Finally, on the 
negative sentiments, the highest percentage was recorded 
using Camel, which was closely followed by Mazagk. Fig-
ure 7 provides pie charts to show the percentages of posi-
tive, negative, and neutral tweets in each of the four senti-
ment analyzers. Overall sentiment analyzers (final voting) 
showed that 50% of the tweets collected voted as neutral 

while the 38% tagged as negative, and only 12% voted as 
positive tweets.

Summary RQ1

We found that these vaccines Pfizer-BioNTech and 
Oxford-AstraZeneca are the most popular. Pfizer-
BioNTech vaccine is the highest positive rate, and 
Sinopharm-BBIBPis the highest negative rate.

RQ2 : What are the reasons that prevent people from tak-
ing the vaccine?

Motivation. Our second research question focuses on the 
reasons behind people not taking vaccines. The aim was to 
understand why the public was not quick to get vaccinated, 
despite most governments making every effort to purchase 
and distribute the vaccines. Identifying the reasons that are 
making people not to take vaccines is important, especially 
for public health authorities, in devising strategies on how 
to increase vaccination rates.

Approach. To answer this research question, we per-
formed a manual analysis of a sample of tweets. The sample 
was randomly selected from the final dataset. We evaluated a 
sample size of 2500 tweets out of our final 1,098,376 tweets 
(described in detail in Sect. 3.1), a statistically significant 
sample with a confidence level of 99% and a confidence 
interval of 2.58%.

Reason 1: Lack of trust in vaccines. One of the takea-
ways from our study is that people are avoiding taking vac-
cines because of a lack of trust. We found that people do not 
have a lot of trust in vaccines, which has been a problem for 
many years. For the COVID-19 vaccines, the major reason 
for lack of trust is inadequate information and ignorance, 
which could be improved through public education initia-
tives. In some cases, people are failing to trust public health 
institutions, or even the healthcare systems, making them 
resent the vaccinations. Trust is a very important aspect of 
vaccination uptake and should be given attention to ensure 
that people get vaccinated. The lack of trust and skepticism 
towards COVID-19 vaccines were identified in a previous 
study by Chowdhury et al. (2021) using English tweets, and 
our study has established the same using Arabic tweets.

Reason 2: Vaccine timeline. We have also realized that the 
timeline within which the COVID-19 vaccines have been 
created has led to suspicion over their authenticity. Most 
previous vaccines were developed and tested over many 
years. With the current pandemic, the processes between 
the development and administration of vaccines have taken 
less than a year, and some people think that such a rush may 
not be a cause of concern. It would be important to note that 
the vaccine development methodology used for COVID-19 
has been employed for nearly two decades, and therefore, 
the development of the vaccine was fast enough. The effect 
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of time on public perception towards COVID-19 was identi-
fied in a previous study by Cotfas et al. (2021) using English 
tweets from the UK, and we have made a similar observation 
using Arabic tweets.

Reason 3: Perceptions on vaccine effectiveness. A section 
of the population is also concerned about the effectiveness 
of the vaccines. Our sentimental analysis indicated that most 
people are skeptical about the duration of effectiveness of 
the vaccines. For example, some vaccines require more than 
one dose, which raises suspicion on how long the vaccines 
are protecting them. Although trials and studies were done 
with human subjects, there is worry that the long-term effec-
tiveness is not well established because the trials were done 
for a very short duration. In some cases, people have ques-
tioned whether a vaccinated person can still get or spread 
the virus. The need to counter fake news regarding vaccine 
effectiveness was identified in a previous study by Cotfas 
et al. (2021), and we made the same observation using Ara-
bic tweets.

Reason 4: Side effects of the vaccines. There is a percep-
tion that COVID-19 vaccines have negative side effects, 
which we identified in our study. Some people are also wor-
ried about the long-term effects of the vaccines, which have 
not been established since the pandemic has only existed for 
less than two years. In some cases, there have been reported 
side effects such as fever, aches, blood clots, and others. 
Unfortunately, many people are not aware that such effects 
are mild, short-term, and are only manifested among very 
few people that take the vaccines. We are convinced that 
the perception of side effects is one of the leading causes of 
the negative sentiments that we found in our study, which is 
an important aspect for health authorities. Previous studies 
by Cimorelli et al. (2021), and Villavicencio et al. (2021) 
found that people were having negative perspectives toward 
COVID-19 vaccines due to their side effects, and we have 
established similar results using Arabic tweets.

Reason 5: Lack of concern about the virus. We have also 
noted that some people do not realize the seriousness of the 
COVID-19 pandemic and see no need for taking the vaccine. 
For example, the younger population is more resistant to tak-
ing the vaccines because they think only the older ones are 
more vulnerable to it. A previous study by Cimorelli et al. 
(2021) had also indicated that older people are more likely 
to get infected by COVID-19, and we have established using 
Arabic tweets that such a perception is making the younger 
ones not to get vaccinated. Other people believe that, after 
getting infected with the virus for the first time, their bodies 
develop natural immunity, and they do not need the vaccine. 
The inability to see the COVID-19 pandemic as a serious 
condition has even made people to believe that lockdowns, 

vaccinations, and other public health measures are unneces-
sary. It is important that such opinions are overcome so that 
more people embrace vaccination.

Reason 6: The emergence of conspiracy theories. We 
noticed that the existence of conspiracy theories is affect-
ing public perception towards COVID-19 vaccines, mak-
ing them not to get the vaccinations. Such misinformation 
and misconceptions were evident from our dataset and the 
sentiments that we got in this study. Examples of such theo-
ries include the association of the vaccines with infertil-
ity, autism, and long-term complications, among others. 
The conspiracy theories need to be countered with infor-
mation, which will lead to favorable attitudes towards vac-
cines. Using English tweets, the existence of misinformation 
was found by Yousefinaghani et al. (2021) as a disincentive 
towards vaccination, and our study has substantiated the 
finding using English tweets.

Summary RQ 2
We found that people are not taking the vaccine for 
mainly six reasons. The reasons are (1) lack of concern 
about the virus, (2) vaccine timeline, (3) perceptions 
on vaccine effectiveness, (4) side effects of the vac-
cines, (5) lack of concern about the virus, and (6) the 
emergence of conspiracy theories.

RQ3 : To what extent can machine learning and deep 
learning detect vaccine-related tweets?

Motivation. In this research question, we want to see how 
machine learning and deep learning perform to detect tweets 
that are not tagged as COVID-19 tweets. Some people tweet 
about COVID-19 related without tagging it, and we want to 
see whether we could detect such tweets using various tech-
niques. This might be important because some people do not 
like to have miscommunication threats. Therefore, we used 
these techniques to detect any misinformation on this topic.

Approach. We use various machine learning techniques, 
including Random Forest (RF), Logistic Regression (LR), 
Gaussian Naïve Bayes (GNB), Gradient Boosting Machine 
(GBM), and Extra Tree Classifier (ETC). We also used vari-
ous deep learning techniques, including Long Short-Term 
Memory (LSTM), Convolutional Neural Network (CNN), 
and Multilayer Perceptron (MLP) (Fig. 8).

The results of machine learning and deep learning are 
shown in Table 8 and Fig. 9. According to the results, the 
performance of LR, SVC, LSTM, and MLP showed bet-
ter than other models with 0.82 accuracy, precision, recall, 
and F1 score, respectively. We can see that from Fig. 9 that 
GNB provided performs the worst as compared to all other 
models.

Comparing machine learning with deep learning, all three 
deep learning models show a close accuracy range between 
0.81 and 0.82. However, machine learning models show that 



 Social Network Analysis and Mining          (2022) 12:128 

1 3

  128  Page 22 of 26

there are two models out-performs from all four models: LR 
and SVC models.

Figure 8 shows the confusion matrix for each models. In 
the confusion matrix, Negative, Neutral, and Positive are 
represented by 0, 1, and 2, respectively. These confusion 
matrices show that the models are equally good for each 
target class. The accuracy score of LR, SVC, LSTM, and 
MLP is somehow equal after the roundoff of values, but 

Fig. 9  Comparison of accuracy of all models with TF-IDF features

Table 8  Per-class precision, recall and f1-score of all models with 
TF-IDF features

Models Class Precision Recall F1-score

LR Negative 0.83 0.83 0.83
Neutral 0.83 0.86 0.84
Positive 0.80 0.68 0.73

RF Negative 0.73 0.77 0.75
Neutral 0.77 0.81 0.79
Positive 0.82 0.51 0.63

SVC Negative 0.82 0.83 0.82
Neutral 0.83 0.86 0.84
Positive 0.81 0.66 0.73

GNB Negative 0.76 0.60 0.67
Neutral 0.81 0.49 0.61
Positive 0.25 0.83 0.39

ETC Negative 0.76 0.74 0.75
Neutral 0.75 0.85 0.80
Positive 0.88 0.46 0.60

LSTM Negative 0.82 0.83 0.83
Neutral 0.81 0.85 0.84
Positive 0.82 0.78 0.79

CNN Negative 0.82 0.83 0.82
Neutral 0.81 0.84 0.81
Positive 0.80 0.68 0.75

MLP Negative 0.82 0.83 0.82
Neutral 0.81 0.85 0.82
Positive 0.82 0.68 0.75

Fig. 8  Confusion matrices of all models with TF-IDF features
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Fig. 10  Feature space for each target class

there is a little bit of difference in the number of correct pre-
dictions. LR gives 83,383 correct predictions out of 101142. 
Similarly, SVC gives 83,256, LSTM gives 83,257 and MLP 
gives 83,275 correct predictions. These results show that 
LR is significant compared to all other used models with the 
highest correct prediction ratio.

We also show the per-class accuracy of models in Table 8 
and Fig. 10, which shows that all models are equally good 
for all target classes. These all results show that models are 
not over-fitted on any single class.

To further discuss the analysis on models performance, 
we also illustrate the feature space. Figure 10 shows the 
features of with respect to the target classes. We can see 
that features are somehow linearly separable which help to 
achieved the significant 0.82 accuracy score but their is little 
bit overlapping in samples. This little overlapping of samples 
is a limitation of this study. We will consider a more linearly 
separable feature space in our future work and will work on 
feature engineering techniques for this.

Summary RQ 3
We were able to automatically detect tweets that take 
about vaccines without using the hashtag the vaccine 
with an accuracy of 0.82 on average.

5  Conclusion

In this study, we explored public sentiments toward COVID-
19 vaccines with an aim to establish the reasons that peo-
ple were not taking the vaccines. In addition, we hoped to 
contribute to the existing literature by providing the first 
study that utilized Arabic tweets to evaluate public opin-
ions of COVID-19 vaccines. We established that, among the 

various vaccines, Pfizer-BioNTech had the highest positive 
sentiment. However, in all the vaccines, the positive senti-
ments fluctuated between January and April 2021, ranging 
between 10% and 14%. Some of the reasons for people not 
taking vaccines that we found in our study include lack of 
trust, vaccine timeline, perception of vaccine effectiveness, 
side effects of the vaccines, lack of public concern about 
the vaccines, and the emergence of conspiracy theories. The 
findings of our study would benefit public health authorities 
that are trying to convince the public to take the vaccines.

In the future, we recommend that researchers get pub-
lic sentiments on COVID-19 vaccines in other languages, 
such as French, Spanish, Greek, and German, among others. 
Other studies may be done to compare the sentiments in dif-
ferent countries, regions, or languages. We also recommend 
expanding the dataset by collecting datasets from other 
social media sites such as Facebook and evaluating public 
sentiments towards the vaccines. Other researchers may also 
replicate the study using different sentiment analyzers and 
machine learning techniques. Finally, researchers may also 
explore ways to deal with the factors hindering people from 
getting vaccines.

Availability of code and data The materials used in this study are avail-
able at (Replication package 2022).
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