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Abstract: Information processing is common in complex systems, and information geometric theory
provides a useful tool to elucidate the characteristics of non-equilibrium processes, such as rare,
extreme events, from the perspective of geometry. In particular, their time-evolutions can be viewed
by the rate (information rate) at which new information is revealed (a new statistical state is accessed).
In this paper, we extend this concept and develop a new information-geometric measure of causality
by calculating the effect of one variable on the information rate of the other variable. We apply the
proposed causal information rate to the Kramers equation and compare it with the entropy-based
causality measure (information flow). Overall, the causal information rate is a sensitive method for
identifying causal relations.
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1. Introduction

Entropy-related concepts and information theory [1-9] are useful for understanding
complex dynamics in equilibrium and out of equilibrium. Examples include information
(Shannon) entropy (measuring disorder, or lack of information) [1], Fisher information [2],
relative entropy [3], mutual information [10], and their microscopic versions (e.g., trajectory
entropy) [11,12], etc. In particular, while, in equilibrium, the Shannon entropy has a unique
thermodynamic meaning, this is no longer the case in non-equilibrium, with different
proposals for generalized entropies (e.g., see the review paper of Reference [13] and
references therein). Recent years have witnessed the increased awareness of information
as a useful physical concept, for instance, in resolving the famous Maxwell’s demon
paradox [14], setting various thermodynamic inequality /uncertainty relations [15-17], and
establishing theoretical and conceptual links between physics and biology [18]. Information-
related ideas are also useful to uncover unexpected relations between apparently unrelated
problems, for instance, the connections between Fisher information and Schrodinger
equation, inspiring new development in non-equilibrium statistical mechanics [19].

We have recently proposed information-geometric theory as a powerful tool to under-
stand non-equilibrium stochastic processes that often involve high temporal variabilities
and large fluctuations [20-32], as often the case of rare, extreme events. This is based on
the surprisal rate, r(x, t) = ds(x,t) = —0¢In p(x, t), where p(x, t) is a probability density
function (PDF) of a random variable x at time t, and s(x,t) = —Inp(x,t) is a local en-
tropy. r(x, t), informing how rapidly p(x,t) or r(x,t) changes in time, is especially useful
for understanding time-varying non-equilibrium processes. As the name indicates, the
surprisal rate r measures the degree of surprise when p(x, t) changes in time (no surprise
in equilibrium with r = 0). We can easily show that the average of the surprisal rate
[ dxp(x,t)r(x,t) = 0since [dxp(x,t) = 1. We note that, in this paper, averages refer to
ensemble averages, which vary with time. A non-zero value is obtained from the second
moment of r(x, t) as

E(t) = T2(t) = / dxp(x, 1) (r(x, )2 = / dxp(x, t)(3: In p(x, 1)), )
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E = lim
dt—0

2
W/dxp(x,t—i—dt)ln [ (D)

where I'(t) represents the information rate at which a new information is revealed (a new
statistical state is accessed) due to time-evolution. Alternatively, T(t) = T'(t)~! is the
characteristic time scale over which information changes, linked to the smallest time scale
of fluctuations [17].

It is important to highlight that £, I, and T have the dimensions of (time) 2, (time) 1,
and (time), respectively. In addition, we note that £ is proportional to the average of an
infinitesimal relative entropy (Kullback-Leibler divergence) (e.g., see Reference [20]),

p(x, t +dt) p(x,t)

. 2 0
= jim, (dt)? /dxp(x’ Hin [P(X,t+dt)

The total change in information between the initial time 0 and the time ¢ is then
obtained by integrating % over time as L(t) = fot T‘ig)
quantifying the total number of statistically different states that a system passes through in
time. In the limit of a Gaussian PDF where the variance is constant in time, one statistically
distinguishable state is generated when a PDF peak moves by one standard deviation since
the latter provides the uncertainty in measuring the peak position of the PDE. In a nutshell,
L is an information-geometric measure, enabling us to quantify how the “information”
unfolds in time by dimensionless distance. Unlike other information measures, £, T, and £
are invariant under (time-independent) change of variables and are not system-specific.
This non-system-specificity is especially useful for comparing the evolution of different
variables/systems having different units.

Furthermore, £ is a path-dependent dimensionless distance and is uniquely defined
as a function of time for fixed parameters and initial condition. These properties are
advantageous for quantifying correlation in time-varying data and understanding self-
organization, long memory, and hysteresis involved in phase transitions [20,24,27-30,32].
In particular, we recently investigated a non-autonomous Kramer equation by including a
sudden perturbation to the system to mimic the onset of a sudden event [32], demonstrating
that our information rate predicts the onset of a sudden event better than one of the entropy-
based measures (information flow) (see Section 5.4 for details).

The purpose of this paper is to develop an information-geometric measure of causality
(the causal information rate) by generalizing £ (I'). Like Reference [32], our intention here is
not on modeling the appearance of rare, extreme events (that are nonlinear, non-Gaussian)
themselves, but on developing a new information-geometric causality method which is
useful for predicting and understanding those events. The remainder of this paper is
organized as follows. We propose the causal information rate in Section 2 and apply it to
the Kramers equation in Section 3. One of the entropy-based methods (the information
flow) is calculated in Section 4 and is compared with our proposed method in Section 5.
Conclusions are provided in Section 6. Appendices A—C show some detailed steps involved
in our calculations. We note that, while the usual convention in statistics and probability
theory is to use upper case letters for random variables and lower case letters for their
realizations, we do not make such distinctions in this paper as their meanings should be
clear from the context.

. @)

which is the information length,

2. Causal Information Rate

Information theoretical measures of causality are often based on entropy, joint en-
tropy, conditional entropy, or mutual information, where the causality is measured by
the improvement of the predictability of one of the variables at future time by the knowl-
edge of the other variable, the improved predictability being measured by the decrease in
entropy [16,33-41]. However, there have been questions raised as to whether predictability
improvement (e.g., as measured by the Granger causality, transfer entropy) is directly
linked to causality (e.g., Reference [39]) and the suggestion that causality is better under-
stood by performing an intervention experiment to measure the effect of the change (some
type of perturbation or intervention) in one variable on another. In particular, spurious
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causalities between the two (observed) state variables can arise through unobserved state
variables that interact with both (observed) state variables, calling for care in dealing
with a system with more than two variables. On the other hand, to deal with strongly
time-dependent data, the concepts of transfer entropy rate [34], information flow [16,40,41],
etc., are proposed.

It is not the aim of this paper to provide detailed discussions about these methods, but
to introduce a new information geometric measure of causality (see below) and to compare
our new method with one of them (information flow) (see Section 4). Our new information
geometric measure of causality focuses on how one variable affects the information rate
of another variable. To this end, we generalize I' in Equation (1) and define the causal
information rate for multiple variables.

In order to demonstrate the basic idea required, it is instructive to consider a stochastic
system consisting of two variables X; and X, which have a bivariate joint PDF p(Xj, t1; X3, t2)
at different times t; and t, its equal-time joint PDF p(Xy,t; Xp,t) = p(Xy, Xa, t), and the
conditional PDFs p(Xa, t2|X1,t1) = p(Xo, t2; X1, t1)/p(X3,t1), as well as marginal PDFs
p(Xy,t) = [dXop(Xq,Xp,t) and p(Xp,t) = [dx1p(Xq, Xp,t). Using the index notation
i,j = 1,2, we then define causal information rate I'; ,; for i # j from the variable X; to X;
as follows:

iy = Ii-Ty 3)
& = T2 = / dX]-p(X]-,t)(atln(p(X]-,t))z, )
& = r]’f(t)Zztlli_r)rtl+ dXidep(Xj,tl;Xi,t)(at]ln[p(X]',t1|Xi,t)]>2

= lim [ aXidX p(X; X, ) (at] In [p(X;, t1; X;, t)])z. ®)

Here, atl p(X;, t) =0fort; # t wasused. I; = % represents the information rate of

X; with its characteristic timescale 7;(). Note that the subscript j in T'; denotes that the
information rate is calculated for the variable j. Since I'; contains the contribution from
the variable j itself and other variable i # j, we denote the (auto) contribution from j-th
itself (where the other variable i # j is frozen in time) by using the superscript *. That is,
I“]’f represents the information rate of X; for given (frozen) X;. Subtracting I'; from 1";‘ in
Equation (3) then gives us the contribution of dynamic (time-evolving) X; to I';, signifying
how X; instantaneously influences the information rate of X;.

It is important to note that, as in the case of the information rate I' or £, the calculation
of I';_, j,I'jand 1"]’.‘ in Equations (3)—(5) does not require the knowledge of the main governing
equations (stochastic differential equations). This is because Equations (3)—(5) can be
calculated from any (numerical or experimental) data as long as time-dependent (marginal,
joint) PDFs can be constructed. For instance, we used a time-sliding window method
to construct time-dependent PDFs of different variables and then calculated £ and £ to
analyze numerically generated time-series data for fusion turbulence [26], time-series music
data [20], and numerically generated time-series data for global circulation model [28].
However, it is not always clear how many hidden variables are in a given data set.

It is also useful to note that, as in the case of Equation (2), Equation (5) can be shown
to be related to the infinitesimal relative entropy as

p(Xj, t+dt; X, t)
p(Xj, X, t)

R S 1 .
§ = 1 =2lm o [ axidX; p(X;,t +dt; X, 1) In

(6)

The method presented above is for a stochastic process with two variables. For
stochastic processes involving three or more variables (i,j = 1,2,..n, n > 3), one way to
proceed is to calculate multivariate PDFs, and then bivariate joint PDFs p(X]-, t1; X, )
and its equal-time joint PDF p(X;, t; X, t) = p(X;, X, t), and marginal PDFs p(X;, t) and
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p(X;,t), and then calculate the information rate from X; to X;, wherei # j (i,j = 1,2,...n,
n > 3), via Equations (3)—(5). This will give us an effective causal information rate. Another
way is to deal with the multivariate PDFs directly (to be reported in future work).

3. Kramers Equation

To demonstrate how the methods Equations (3)—(5) work, in this section, we inves-
tigate an analytically solvable, Kramers equation, governed by the following Langevin
equations [31,42]:

dx

ar = 0 (7)
do 2

= T wx +¢. 8)

Here, { is a short (delta) correlated Gaussian noise with a zero average (mean) () = 0
and the strength D with the following property:

(€(H)E(¥)) =2Do(t = t'), ©)

where the angular brackets denote the average over ¢ ((¢) = 0).

Assuming an initial Gaussian PDF, time-dependent PDFs remain Gaussian for all time.
Thus, the bivariate joint PDF p(x,t1;v,t;) and the marginal PDFs p(x,t) and p(v, ) are
completely determined by covariance and mean values as

1__
p(x,t1;v,t) = (27) | h)] eXP(—EZijl(tlftz)(Xi— (X)) (X; = (X;))), (10)
p(x,t) = \/Ze (—Bx(x — (x(t)))?), (11)
p(o,t) = \/7GXP (=Bo(v— (v(t)))?). (12)

Here, (X1, X2) = (x(t1),v(t2)). (x) and (v) are the mean values. X(#,f;) is the
covariance matrix with the elements 217 = Zyy(t) = ((0x(t))?) = m, Yip=Xp =
Tt t2) = (0x(t1)60(tp)), and Top = Ty (ta) = ((60(f))?) = m where 0x(t;) =

— (x(t1)) and 6v(tp) = v(tp) — (v(tz)). £~ is the inverse of &, while |Z| = 359 — X2,
is the determinant. Appendix A shows how to calculate mean values and the elements of
covariance matrix.

Entropy of the joint PDF p(x, t1;v, t) and marginal PDFs p(x,t) and p(v,t) can easily
be shown to be

S(t,t) = —/dxdvp(x,tl;v,tz)1np(x,t1;v,t2):%[1+1n((2n)2|2(t1,t2)|)}, (13)
Se(t) = — / dxp(x,t)lnp(x,t):%[1+In(2n2xx(t))], (14)
So(t) = —/dvp(v, Hnp(o,t) = %[1+ln (2% (t))]. (15)

On the other hand, the information rates for the equal-time joint PDF and the marginal
PDFs are given by

E = I’= /dxdvp(x,v,1?)(8,glr1p(x,v,t‘))2 = 01 (X;)X; 18,5( i)+ 1Tr[(2 32, (16)

2
E = /dxp x,t) (3t In p(x, 1)) = 5 (5<1>> + Zgz(dijx> ) (17)
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2
- - 2 1 (dl)) T, 1 ()]
& = FU—/dvp(v,t)(atlnp(U,t)) = Zvv< o +22%v 1) (18)

It is useful to note that the first term on the RHS of Equations (17) and (18) is caused
by the temporal change in the mean values of x and v, respectively, while the second term
is due to that in the variance. Equation (16) for the joint PDF contains the contribution
from the temporal changes in the mean values of x and v and in the covariance matrix. The
derivation of Equations (16)—(18) is provided in Appendix B (also see Reference [31]).

To clarify the key idea behind the causality information rate, we provide detailed math-
ematical steps involved in the definition and calculation of I'y_,, and I',—x in Sections 3.1 and 3.2,
respectively.

3.1. Tyosy

We start with the Kramers process Equations (7)—(9), where X, = v is frozen for
time (t,t1);

dx
o o, 19)
do
I 0. (20)

Then, the bivariate Gaussian PDF in Equation (10) for a fixed v takes the following form:

plxt70,8) = s exp (= T (0% = (X0) (% = (), @D
[ Bal) Zaln] [ (@) oxon)
Z“l'“—[zxv(tﬁo ool ]‘ Gxtmeott) (o) | ®

where X; = x(f1) and X,(t2), (X1) = (x(f1)), (X2) = (v(t)), 6x(t1) = x(t1) = (x(t1)), and
do(t) = o(t) = (v(t)).

Fori =2 and j = 1 in Equations (3) and (5), we have

Fv%x(t) = F;_rx/ (23)
Ei(t) = Ti(H)?= lim / dxdv p(x, t1;0,8)(3r, In p(x, t1;0,1))2, (24)

t —tt

where I'y = v/&x. In Appendix B, we show that &£ is given by

£ = lim [at1<xi>>:i;1(t1,t)at1<xj>+;Tr[(z—l(tl,t)atlz(tl,t))z} : (25)

tlﬁﬁ'

Since v is frozen during time (, t1), limy, ¢ 0¢, (X;) = 6119 (x(t)); Lo remains con-
stant, while X,y and X4, change, as follows:

lim 0y, oo (t) = 0, (26)
i‘l—)f

tlligntatlzxz,(h,t) = tlliggt(atl(éx(tl))&v(t)) =Y (t) = Lso, (27)

tlligtatlzxx(h) = }ligt<atl (5x(t1))5x(t1)> = szx(t) = Exx. (28)

Then, to calculate the two terms on RHS of Equation (25), we note

Z:“XX ZXU

1 _
oo (t) Zyo(ty, 1) lim o, X(#,t) = 3y 0
X0

1 _ b
PO =S Sttt D) |0 A

. (29)
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where ¥, and Y, are given in Equations (27) and (28), while yl=x-1 (t) is the inverse
of the equal time covariance matrix. Using Equation (29), we can show that the second
term on RHS of Equation (25) becomes

lim BTr[(Z1(t1,t)at12(tlzt))2]}

tl—)ﬁ'

1 . . . . . .
= g7z [ (BB = Zeoo) + 2(ZooL) (~EreSar + Zrebio) + (SroL )
1 " )
= oz 25 + (8w’ )
Here,
Doy = Topax — 28x0Tao = 2Z00Tao — 2XopExo = 0, (31)

where ¥,y = 2%, and Y,y = Zyp in Equations (27) and (28) are used. It is useful to note
that A,y represents the rate at which the determinant of the covariance matrix changes in
time for a fixed v and becomes zero. This is because, for a fixed v (essentially for y = D =0
as seen below in regard to Equation (52)), the evolution is conservative (reversible) where
the phase space volume is conserved. Thus, the contribution from the variance to the
information rate of x for a given v is solely determined by the temporal change in the
cross-correlation X.yp.
Finally, by using Equations (30) and (31) in Equation (25), we have

2
va

(32)

It is interesting to compare the first term (caused by the mean motion %) on the
RHS of Equation (32) with that in Equation (17). For instance, if Xy, = 0, Z;xl = \ZTUT = Z%x’
they take the same value. It should also be noted that, even when both >, = 0 and
%Zm =Yy — w?Eyy =0 (asin equilibrium), Yo = Lo # 0 (unless Ly = 0).

Putting Equations (17) and (32) and lim¢, ; 9, (X;) = 6;19¢(x()) in Equation (23)
gives us

Tysx = V E;ck - \/?x

1
Zvv(”(t»Z +2712w ’ .
P 1|

1
2

<U<t)>2 2232CU , (33)

Lxx Y2y

where we used Y,y = Yy and Xy = 2%1,. (See Appendix A for the values for means and
covariance matrix.) Therefore, even when X, = 0, Equation (33) can have a non-trivial
contribution from a non-zero mean velocity.

To understand the difference between £ and £y, it is useful to define the following quantify

Z%{v 2 |Z|2 +Z;1cv

boox = &&= iy S OON

(34)

The cross-correlation Xy, plays a more important role in Equation (34) than in Equation (33).
For instance, £y, = 0 reduces Equation (34) into a simple form &,y = g—zz, with no
contribution from the mean velocity v. As noted above, such simplification does not occur
for I'y—x in Equation (33).

Nevertheless, if % = % = 0 and Xy, = 0, Equations (33) and (34) become

Z /2
gv—)x = 27:2/ Fv—>x = Zzz (35)
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D
7w’
Section 3.2 below, we show that the equality ',y = I'xyv = w holds in equilibrium (see

the discussion below Equation (57)).

For instance, in equilibrium, Xy, = 0, Zyx = Yov = %; thus, I'ysy = w. In

3.2. Txso

We now consider the Kramers equation Equations (7)—(9), where X; = x is frozen for
time (t,t);

dx

I = 0, (36)
do 2

o = Twow x+¢. (37)

Then, during (t, t;), the bivariate Gaussian PDF in Equation (10) for a fixed x takes
the following form:

1

p(x, to,tr) = m

S(tt) = () Zxo(t 1) _ <(5x(t))2> (6x(t)dv(t1))
At Yoot t1)  Zew(fy) (Gx(H)do(t))  ((do(t))?) |

exp (— 52, (1, 12) (X; — (X)) (X; — (X)), (39
(39)

where (X1) = (x(t)), (X2) = (v(t1)), 6x(t) = x(t) — (x(t)), and dv(t1) = v(t1) — (v(t1)).
We define &3, T = \/EF, Ty = /&, and Exyp as

Ty = T5—Ty, (40)

gx%v - 5;*52;/ (41)

E(t) = Tyt = lim [ dxdop(x,tio, ) (@, Inp(x,ti0,1)) (42)
t—t

= lim [at1<xi>zi;1(t,t1)atl<xj>+;Tr[(z—l(t,tl)atlz(t,tl))Z] . (43)

tlﬁﬁ'

where &, is given in Equation (18). Note that Equation (43) simply follows by replacing
X(t1,t) by X(t,t1) in Equation (25).

Since we are considering the evolution of joint PDF of v for a given x for an infinitesi-
mal time interval (¢, ) through Equations (36) and (37), £, remains constant, while X
and X, evolve in time as follows:

lim 3 Ee(t) = Jim 2y (6x(1)6x(0) =0, )
gjgntatlﬁxv(t, t1) = tlliglt(éx(t)atl (6v(t))) = 2/ s0, (45)
gliintat1zvv(tl) = Ztllig((atﬁv(fl)wv(tl» = Xo0. (46)

Here, by using Equations (7)—(9), we can show (see Appendix C for comments):
oolt) = 2{(@(60(t))6v(t)) = 2((—1d0(t) — w?6x(t) + &)v(t))
= 2(_72170 - wzzxz} + D)/ (47)

pp (3¢ (6v(£))dx(t)) = ((=v0v(t) — w?dx(t) + E)dx(t)) = —YZyp — W L. (48)

We now need to calculate the two terms on RHS of Equation (43). First, since X1 = x(t)
is frozen,

lim 3, (Xi)Zj; (K 1)9n (X)) = T (D@ (o(t)))?, (49)

151 —tt
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l /
H—tt z X0 z (%Y

lim atl (t tl) = l 0 Z:’/XU‘|. (50)

Secondly, using Equations (50) and (39), we can show that the second term on RHS of
Equation (43) becomes

lim [;Tr[(z1<t,t1)8t12(t,t1))2]}

t1—>t+
1
2z (o0 = Txo'x0)? + 2(E0s ' x0)(~EioE'v0 + ZonZ o) + (Exo /o)’ (51)
_ /2 2
I [2|Z|Z + (Aox) }

Here,
Aoy = Zarllow — 25 0T = —29|Z| + 2DXyy, (52)

where we used Equations (47) and (48). It is useful to note that Ay, in Equation (52),
representing the rate at which the determinant of the covariance changes in time for a fixed
x, contains the two terms involving 7y (damping) and D (stochasticity) due to irreversibility.
We also note that, in equilibrium, ~,, = % and Xy, = 0; thus, Ay, = 0; %va = 0, but
Y or = —Yyo — W?Eyy = —w?Lyy # 01in Equation (52), in general, contributing to £ in
Equation (43).

We use Equations (49), (52) and (52) in Equation (43) to obtain

1
27

& = T+ 550 (AR + (8w)?), (53)

where ¥l = %"f .

Using Equation (53) and (18) in Equation (40) gives us

2] 25 , 8

Tivo = VE ~VE
[ (0)? ,

: - lex@tv(t))Z . 2z, + (Avx)f

1 [(dZp\?
2ng dt
dzm;

where 22 = 2(—9%y, — w?Ee + D), 'xp = =8y — w?Tyy and Ayx = —29|Z| +
2DYyy.

Again, to understand the difference between &, and &}, we perform straightforward
but lengthy calculations using Equations (18), (41), (52), and (53) and find the following;:

_ 1 ) (@) | 25
B 1 > ’ 2] (44
Exso = g (9ro(t)) T {2|2|2 (Avx)} S
ZZ
= v + Q(f). 55
T () + Q) ©2)
Here, Q is defined by
_ 1 ! Zl%‘l]
Q= I3p 2z + (8u?] - 552
1

24
(ZDZW PO S S |Z|(U2)2 + Z,YWZZ?WZW + Zivw‘l + 2D? |sz|’ .

(56)

225,
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TT)—)X

We again note that Xy, plays a key role in Equation (55), as in the case of Equation (34).
In particular, if o = 0, Q = 4" Tfboth 4 = %) — 0 and £.,,, = 0, Equations (40) and (55)

become
/> >
Tyoo = w? Zzz/ x—v = w427);;(~ (57)

In equilibrium where Xy, = % and Xy = %, Iy = wand &y = w?. Thus,

we have the equality I'y—sx = I'ysp = wand Exp = Epsy = w?, as alluded to in the
discussion following Equation (35).

4. Entropy-Based Causality Measures

As noted previously, most of information theoretical measures of causality are based
on entropy, joint entropy, conditional entropy, or mutual information, etc. Specifically,
for the two dependent stochastic variables X; and X, with the marginal PDFs p(X,t)
and p(Xjy, t) and joint PDF p(X3, t1; Xa, t2), entropy S(X3), joint entropy S(Xj, X»), mutual
entropy S(X1|Xz), and mutual information I(Xj, X,) are defined by

S(Xi(t)) = _/dxlp(Xlltl)lnp(Xlztl)/ (58)
S(Xa(t2)) = */dxzp(xzf ta) Inp(Xa, ta), (59)
S(Xi(h), Xa(h2)) = —/XmdXZ (X, t; X0, ) Inp(Xo, 1 Xay 1a),  (60)
S(X1(t)[X2(t2)) = S(X1(t), X2(t2)) — S(Xa(t2)), (61)

I(Xq(t) : X2(t2)) = S(Xi(t)) — S(X1(t1), X2(t2))
= S(Xi(t1)) + S(Xa(t2)) — S(X1(t1), X2(t2))- (62)

For Gaussian processes, Equations (13)-(15) show that the entropy depends only on
the variance/covariance, being independent of the mean value. This can be problematic as
entropy fails to capture the effect of one variable on the mean value of another variable,
for instance, caused by rare events associated with coherent structures, such as vortices,
shear flows, etc. This is explicitly shown in Section 5.4 (see Figure 5) in regard to causality.
Although not widely recognized, it is important to point out the limitation of entropy-
based measures in measuring perturbations (in particular, caused by abrupt events) that
do not affect entropy, as shown in Reference [32]. In addition, entropy has shortcomings,
such as being non-invariant under coordinate transformations and insensitive to the local
arrangement (shape) of p(x, t) for fixed t. Similar comments are applicable to other entropy-
based measures. To demonstrate this point, in this section, we provide a detailed analysis
of information flow based on conditional entropy [16,41].

41. Tyosy

Information flow is based on predicting gain (or loss) of the future of subsystem 1
from the present state of subsystems 2 and defined as

Jim 2, 1(x(1) (1)
aS(x(t))

d
w _ t}g?+ 9, S(x(t1)|o(t)) = T t}g?+ 9, S(x(t1),v(t)), (63)

where Equation (62) is used. Here, the first term and the second term on the RHS
represent the rate of change of the marginal entropy of x(t) and the rate of change of the
conditional entropy of x(t;) conditional on v(t) (i.e., frozen v). The difference between
these two rates then quantifies the effect of the evolution of v on the entropy of x. Note
that T,y can be both negative and positive; a negative T,—,y means that v acts to reduce
the marginal entropy of x (51), as numerically observed in Reference [32].
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TX‘)Z’

oy lZ(th)

Using Equation (13), we have ¢, S(x(t1),v(t)) = \Z(Tt)\‘ Then, by using Equations (26)+28)
and (29), we obtain
i!hr—)nt atl ’Z(tl/ t)| = z.ocxz'vv - 22xvzxv = zzxvzvv - 2Zvvzxv = 0/ (64)
1
and
_odS(x(t) _ 1%k Iw
Tosx = i Ezixx = Zixx (65)

As can be seen from Equation (65), T,—» depends only on the variance, being inde-
pendent of the mean value. Furthermore, T, is proportional to the cross-correlation .,
becoming zero for ¥y, = 0 as in the case of equilibrium. (Note that Equation (65) is derived
using a different method in Reference [32] for the Kramers equation.)

4.2. Ty

Similarly, information flow is based on predicting gain (or loss) of the future of
subsystem 2 from the present state of subsystems 1 and defined as

lim 9, I(x(t) : v(t;))

t—tt
B i 3 5txfe) = G - i 3,510,010, )

where Equation (62) is used. Here, the first term and the second term on the RHS represent
the rate of change of the marginal entropy of v(t) and the rate of change of the conditional
entropy of v(t;) conditional on x(t) (i.e., frozen x). The difference between these two rates
then quantifies the effect of the evolution of x on the entropy of v. Note again that Tx_,, can
be both negative and positive; a negative T, _,, means that x acts to reduce the marginal

entropy of v (S2), as numerically observed in Reference [32].
_ 9y [E(th)]

For d;, S(x(t),v(t1)] = s We use Equations (44)—(48) and (50) to obtain
lim 0|2t t)] = Too(t)Zax(t) — 25 w0 () Zxo
1
= Y (—28y Ty +252) + 2Dy = —29|Z| +2D%sy.  (67)
Thus,
ds(o(t )
Tx*)y = &— lim E)tlS(Xl(t),Xz(tl))
dt bt
_ 1 P . _2')’|Z| + 2Dy _ _wzzxv . D<va)2 (68)
2 Zoo |Z| Zoo ool X[

Again, Equation (68) is derived using a different method in Reference [32]. As in the
case of T,y in Equation (65), Tx—, depends only on the variance, being independent of
the mean value while being proportional to the cross-correlation X, becoming zero for
Yo = 0 as in the case of equilibrium.

5. Comparisons between Causal Information Rate and Information Flow

In this section, we compare the causal information rate in Equations (33) and (54) with
the information flow in Equations (65) and (68) for the Kramers equation by focusing on
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several interesting cases. We start by noting thatif ¥ # 0, w # 0, and D # 0, x and v evolve
to equilibrium where the covariance matrix takes the values:

Zxx = W’ Zvv = ;/ va = U. (69)
We use the same initial conditions

(x(0)) = —0.5, (v(0)) = 0.5, Tyx(0) = 4 (0) = 0.01, .y (0) = 0, (70)

and present various statistical quantifies in Figures 1-5, including snapshots of PDFs,
Zax(t), Zoo(t), and Xy (t) in panel (a); Tx—o, To—x, Tx—0, I'o—sx in panel (b). Note that PDF
snapshots are shown for one-standard deviation, using different colors for different times.

5.1. No Stochastic Noise D = 0

It is useful to look at the deterministic case without the stochastic noise ¢ = 0 in
Equations (7) and (8), where a time-dependent PDF evolves due to non-zero initial condi-
tions. Specifically, the two cases where vy = w = 0 and v = 0 and w = 1 are considered in
Figures 1 and 2, respectively.

! g
A
0
08 0 5 10 15 20
t
1
0.6 L 05
S o0
N
B A o5
0.4 0 5 10 15 20
t
0.2 02
N; 01
0 0
0 2 4 6 8 0 5 10 15 20
x| t
(a)
05 1 5 1
0.4 4
05 05
403 s 53 >
0 1 L oo
ST &~ S —~
05 0.5
0.1 4
0 Bl 0 1
0 10 20 0 10 20 0 10 20 0 10 20
t t t t

Figure 1. Snapshots of PDFs, Yy (f), Loy (), and Ly () in panel (a) (PDF snapshots are shown for
one-standard deviation, using different colors for different times); Tx—», Ty—x, I'x—0, To—x in panel
(b). Parameter values are D =0,y = 0,and w = 0.
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05

-05

@)

(b)
Figure 2. Snapshots of PDFs, .y (t), Ly (t), and 2y, (t) in panel (a) (PDF snapshots are shown for
one-standard deviation, using different colors for different times); Ty—u, To—sx, [x—v, ['v—x in panel
(b). Parameter valuesare D =0,y =0,and w = 1.

To gain a key insight into the meaning of our causal information rate, we start with the
simplest case in Figure 1, where v = 0 = w, with v being fixed to its initial value v(0) so that
x(t) = x(0) 4+ v(0)¢t. The snapshots of the PDF and the covariance matrix in Figure 1a show
that the PDF center (peak) undergoes a drift according to (x(f)) = (x(0)) + (v(0))t, while
the PDF broadens with time in the x-direction since dx(t) = dx(0) + t5v(0). As a result,
Yo increases linearly with time. X, # 0 causes a rapid initial increase in information
flow Ty—x # 0 in Figure 1b. However, as t — oo, T,y — 0 since Xy, increases faster
than X, in time, leading to Ty = %:Z — 0 (see Equation (65)). Thus, Ty, fails to
reflect the feedback from v to x in the long time limit. In contrast, I',—.x monotonically
increases with time, approaching a constant value (I'y—sx — 5) as t — co. On the other
hand, I'y—sy = Ty—» = 0 at all times, reflecting the lack of the coupling from x to v at all
times, consistent with our expectation. That is, the lack of the feedback from x on v is
reflected in both I'y_,, = Ty_» = 0, while the one-way coupling of v to x is captured only
by I'y—x # 0 at any time.

To include the feedback of x on v, we now consider the case v = 0 and w = 1
in Figure 2. Non-zero value of w (= 1)—only the difference from Figure 1—now establishes
the two-way (mutual) communications between x and v, leading to the harmonic motion
(see Equations (7) and (8)). Figure 2a shows how the PDF center drifts according to this
harmonic motion, while the cross-correlation X, (t) = 0 at any time. The latter leads to
the information flow Ty, = Ty—x = 0 shown in Figure 2b. In contrast, I'yy and I'y—x
in Figure 2b exhibit oscillations with a 90 degree phase-shift between the two due to the
harmonic motion, capturing the two-way feedback between x and v. To highlight an exact
symmetry between I'y_,; and I',—,», we can consider a global, path-dependent measure
of causality by integrating I'y_,, and I';,_,x over the same integer multiples of the period
(27t /w), which would give the same value. These results reveal that our causal information
rate captures the dependence between x and v even in the absence of their cross-correlation.
(We recall that zero cross-correlation does not imply independence.)
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5.2. Equilibrium: v

We now consider the Ornstein-Uhlenbeck (O-U) process of v by choosing v = 1,
w = 0and D # 0 in Figure 3. In this case, v approaches asymptotically its equilibrium
distribution where X, = %, while p(x,t) evolves in time. Specifically, we choose D =
Dyx(0) = Dyy(0) = 0.01 (see also Equation (70)). Figure 3a shows that the PDF broadens in
the x-direction (Xyy o t), while keeping its original width in the v-direction. On the other
hand, due to the non-zero D # 0, the cross-correlation X, (f) > 0 is seen to grow in time,
approaching a constant value 0.01 as t — 0. As in the case of Figure 2, Ty_, and Ty
take finite values due to non-zero X, # 0 but become zero asymptotically as t — co (due
to Xyy o t), as shown in Figure 3b. On the other hand, the behavior of I'y_;, and 'y is
quite similar.

0.6

0.5

0.4

., 03 S 001

Ty
¥

0.2

0.1

-0.1

xry

0.4 0 0.35 0.4

03 ' 03

Loy

-0.25 041

(b)

Figure 3. Snapshots of PDFs, Xy (t), Loy (f), and Xy (¢) in panel (a) (PDF snapshots are shown for
one-standard deviation, using different colors for different times); Tx—v, To—x, 'v—0, Tv—x in panel
(b). Parameter values are D = 0.01, y = 1, and w = 0.
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Figure 4. Snapshots of PDFs, £, (t), Zyy(t), and Xy, (¢) in panel (a) (PDF snapshots are shown for
one-standard deviation, using different colors for different times); Ty v, To—x, I'x—0, I'v—sx in panel
(b). Parameter valuesare D = 0.01,y =1, w = 1.
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Figure 5. Snapshots of PDFs, £, (t), Zyy(t), and Xy, (¢) in panel (a) (PDF snapshots are shown for
one-standard deviation, using different colors for different times); Ty v, To—x, I'x—0, I'v—sx in panel
(b). Parameter values are D = 0.01, y = 1, w = 1, with an impulse u(t) # 0 with c = 0.1 and ¢y = 4.

5.3. Equilibrium: x and v

To ensure a quick evolution to the equilibrium distribution in time, we choose D =
0.01, w = 1, and ¢ = 1 so that the initial and final (equilibrium) PDFs have the same
variance in Figure 4. Figure 4a shows that the PDF center undergoes a damped oscillation
without changing its shape since X,y (t) = Xup(f) = 0.01 and Xy () = 0 at all times.
Yyw(t) = 0leads to Ty, = Ty—y = 0 in Figure 4b, as in the case of Figure 2b. In
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contrast, the drift of the PDF center leads to non-zero values of I',_., and I'y_,;, which
asymptotically approach 1 (see Equations (57)). The latter reveals that the equilibrium is
maintained through the two-way communications between x and v.

5.4. An Abrupt Change Introduced by an Impulse

In Reference [32], we showed that an abrupt event (modeled by an impulse function,
with a peak at a certain time) caused a sudden increase in & = I'? in all cases, while it
caused a sudden increase in the magnitude of the information flow |T;_, j| (i # j) only when
the perturbation affects entropy (variance). Furthermore, it was shown that the peak of
| Ti—j| (i # j) followed (not preceded) the actual impulse peak, while the peak of & = 2
tended to precede the impulse peak. This means that, by measuring the temporal change
in &, especially, when its peak appears, we can forecast the onset of an abrupt event (whose
peak appears later than £-peak in time). We now look at the effect of a sudden impulse on
the causal information rate.

To this end, we introduce a sudden perturbation to the Kramers equation by adding
an impulse function u(t) as a time-dependent additive force to Equation (8) as follows:

% = —qu—w?x+u(t)+¢
u(t) = ! e_(?), (71)

/7

We use the analytical expressions for the mean values and covariance in Reference [32]
and choose the parameter values ¢ = 0.1 and fy = 4 in Equation (/1) and D =w =y =1
(the same as in Figure 4). The results are shown in Figure 5, where the impulse function
u(t) localized around t = 4 is shown in red dotted line, using the right y axis, in the bottom
panels in Figure 5b.

Figure 5a shows that u(t) causes a sudden drift of the PDF center with no change in
variance. Therefore, Ty, (t) = To—x(t) = 0 in Figure 5b, with no influence of u(t). In
sharp contrast, 'y, and ',y exhibit abrupt change around time ¢ = 4. Furthermore,
the peak in I'y_; (or I'y—sx) tends to proceed the impulse peak (in red dotted line). We
observe similar results when an impulse is applied to the covariance matrix (results not
shown). These results, thus, suggest that our causality information rate is sensitive to
the perturbation (in both mean and variance) and predicts the onset of a sudden event
very well, especially in comparison with the information flow. We emphasize that the
information flow (and other entropy-based methods) cannot detect the onset of a sudden
event that does not affect entropy (e.g., Reference [32] for different examples).

6. Conclusions

Information geometry in general concerns the distinguishability between two PDFs
(e.g., constructed from data) and is sensitive to the local dynamics (e.g., Reference [27]),
depending on a local arrangement (the shape) of the PDFs. This is different from entropy;,
which is a global measure of a PDF, being insensitive to such a local arrangement. When
a PDF is a continuous function of time, the information rate and information length are
helpful in understanding far-from-equilibrium phenomena in terms of the number of
distinguishable statistical states that a system evolves through in time. Being very sensitive
to evolving dynamics, it enables us to compare different far-from-equilibrium processes
using the same dimensionless distance, as well as quantifying the relation (correlation,
self-regulation, etc.) among variables (e.g., References [27-30]).

In this paper, by extending our previous work [20-31], we introduced the causal
information rate as a general information-geometric method that can elucidate causality
relations in stochastic processes involving temporal variabilities and strong fluctuations.
The key idea was to quantify the effect of one variable on the information rate of the
other variable. The cross-correlation between the variables was shown to play a key
role in the information flow, zero cross-correlation leading to zero information flow. In
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comparison, the causal information rate can take a non-zero value in the absence of cross-
correlation. Since zero cross-correlation (measuring only the linear dependence) does not
imply independence in general, this means that the causal information rate captures the
(directional) dependence between two variables even when they are uncorrelated with
each other.

Furthermore, the causal information rate captures the temporal change in both covari-
ance matrix and mean value. In comparison, the information flow depends only on the
temporal change in the covariance matrix. Thus, the causal information rate is a sensitive
method for predicting an abrupt event and quantifying causal relations. These properties
are welcome for predicting rare, large-amplitude events. Application has been made to the
Kramers equation to highlight these points. Although the analysis in this paper is limited
to the Gaussian variables that are entirely characterized by the mean and variance, similar
results are likely to hold for non-Gaussian variables because the information rate captures
the temporal changes of a PDF itself, while entropy-based measures (e.g., information flow)
depend only on variance.

Given that causality (directional dependence) plays a crucial role in science and
engineering (e.g., References [43,44]), our method could be useful in a wide range of
problems. In particular, it could be utilized to elucidate causal relations among different
players in nonlinear dynamical systems, fluid/plasma dynamics, laboratory plasmas,
astrophysical systems, environmental science, finance, etc. For instance, in fluid /plasmas
turbulence, it could help resolving the controversy over causality in the low-to-high (L-
H) confinement transition [29,30,45,46], as well as contributing to identifying a causal
relationship among different players responsible for the onset of sudden abrupt events
(e.g., fusion plasmas eruption) (e.g., References [47,48]), with a better chance of control.
It could also elucidate causal relationships among different physiological signals, how
different parts of a human body (e.g., brain-heart-connection) are self-regulated to maintain
homeostasis (the optimal living condition for survival), and how this homeostasis degrades
with the onset of diseases.

Finally, it will be interesting to investigate the effects of coarse-graining in future
works. In Reference [49], for the information geometry given by the Fisher metric, relevant
directions were shown to be exactly maintained under coarse-graining, while irrelevant
directions contract. The analysis for more than two variables will also be addressed in
future work.

Author Contributions: Conceptualization, E.j.K.; Investigation E.5j.K; Methodology, E..K., A.-].G.-
C.; Software, A.-].G.-C.; Visualization, A.-].G.-C.; Writing—original draft, E.-j.K. All authors have
read and agreed to the submitted version of the manuscript.

Funding: This research received no funding.

Acknowledgments: E.-j.K. acknowledges the Leverhulme Trust Research Fellowship (RF- 2018-142-9)
and Fei He for helpful discussion.

Conflicts of Interest: The authors declare no conflict of interest.

Appendix A. Solutions to the Kramers Equations

The general solution to the Kramers equation in Equations (7)—(9) is
1 gt
x(t) = xt)+ o [ dn e —ehe(), (A1)
A Jo
t
o) = ot [ b [t —aetan), (A2)
0

where x;,(t) and vy, (t) are the homogeneous solution and

P ;[—'yj: v/ 72 —4w2} = %[—7:I:A], (A3)
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where A = 7% — 4w?. For the initial condition x(t = 0) = xo and v(t = 0) = vy, they are
1 oyt ot ot a_t
) = 5 [(—zx_e e Hx(0) + (e — e )0(0)], (Ad)
o) = % {oqzx,(—e"‘*t +e*Nx(0) + (aqe™! — a,e“*t)v(o)] (A5)

By taking the averages of Equations (A1) and (A2) with the help of Equations (A4) and (A5),
we obtain the evolution of the mean values as

1

(x() = F[(ma—e™ st =) (x(0)) + (4 — ") (0(0))], (A6)
) = 3 [ara (e AN EO) + et — e D O)]. (A7)

The elements of the equal-time covariance matrix X(t) are obtained by subtracting
Equations (A6) and (A7) from Equations (A1) and (A2), respectively, and then by multiply-
ing and taking averages using Equation (9):

t
Too = (Ox(0)) = (Gu(0)R) + 55 [ e [t —en]
— <((5xh(t))2> + % _Di[EZM-t _ 1] + w%[ez“_t _ 1] _ ﬁ[e(ﬂwﬁx—)t _ 1]} , (A8)
t
T = (0x(02) = (Gon()) + 3z [ iy [wrett —a_er-]]
= (o)) + gy e 1] [ 1] = S lerer g (A9)
Yoo = (6x(t)v(t)) = (6x,(t)ovy(t)) + ZA—[; /Ot dty {e”‘*“ — e“*tl} [oc+e“+t1 — rx_e”‘*tl}
— (53, (1)60, (D)) + 4DA€2_ " cinh? (Azt) (A10)
Here,
(6x(D)?) = % (o 4y 1250 (0) + (e — e )25, (0)
+2(et — ey (—a_e™+ 4 oc+e"‘t)2xv(0)] , (A11)
(o)) = g | (e 4 PEar(0) + (@ — o) (0)
+20pa_ (—e 4 e ) (ag et — ae“t)va(O)l , (A12)
(6x,(t)ovp(t)) = ™ wya (—a_e™ p et (—e" e )X, (0)
+ {—outx,(e"‘*t — e N2 4 (et —a e ) (—a_et 4 tx+e""t)2xv(0)}
(" — e 1) (et — tx_e“t)Zw(O)}, (A13)

where 2., (0) = ((6x(0))?), Z40(0) = ((5v(0))?), and Zy,(0) = (6x(0)6v(0)).
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Appendix B. Derivation of Equation (25)
We let ¢ = %Z (t1, 1) (X; — (X)) (X; — (X)) so that Equation (21) becomes

plxtyot) = mem(—cp)- (A14)
Then, we have
P 2||22| o ¢, (A15)
(a;p - 4||Zz||z +3t1¢§: (0n9)%, (Al6)
/dx‘iw(at;p = 4||22||2 + <at1¢>I§I +((94,9)%), (A17)

where ¥ = 9, Z. Using oy,1,e™ % = —(9,,¢)e? + (9,¢)%¢? and [ dxdve=? = 271\/|%],

we have
- ]
(9, 9) o \/Eatl / dxdve™ Ik (A18)
1E 18
(@) = —4l>::2+2l2:+<atm¢>. (A19)

Thus, by using Equations (A18) and (A19) in Equation (A17), we have

&) = Jlim, [f’t(lil) <afm4’>] =J§I:+[1Tf[aﬁ( )]“aﬁfl@]' (A20)

where we used || = |Z|Tr (2’12). To calculate (9¢), we use

_ 1 _
g = 3 (0X))T; 10X + 50X;(0, T 1)0X;, (A21)

1
Mmud = O (6X)Z; 0X; + 75X‘(at1tlzi;1)5xj +9:(6X;)%; "0, (6X))
+204, (6X; )atl ( )§X (A22)

where i,j = 1,2 and the symmetry L =%jis used. Since 0¢(6X;) = —(9:X;), etc., the
average of Equation (A22) is simplified as

_ 1 _
<at1t14’> = at1<Xi>Zijlat1<Xj>+§<‘5Xi(at1tlzijl)(5xj>

= (X)) o (X;) + 1Tr[(atltlzrl)Z], (A23)

2
where (6X;G;j0X;) = Tr[GZ] is used. Then, by using 9,2~ ! = —X12x! twice in
Equation (A23), and putting the results in Equation (A20), we obtain Equation (25) in
the text.

The derivation above is general. For the equal-time joint PDF, a similar analysis, or
simply putting t; = t in Equation (25) gives us Equation (16). Furthermore, by taking X;
and X to be a scalar as X; = xd;; and ¥ = X, in Equation (16), we obtain Equation (17).
Similarly, taking X; = vd;» and £ = X, in Equation (16) gives us Equation (18).
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Appendix C. Comment on Equation (47)

In Equation (47), dv(t) consists of the homogeneous évy,(t) and inhomogeneous 6v;(t)
due to initial conditions and ¢, respectively, evolving according to

0:0v,(t) =  —yup(t) — w?uy(t), (A24)
0:001(t) = —ydvr(t) — w?v;(t) + ¢ (A25)

Thus, by using Equations (A24) and (A25), we calculate ¥/, in Equation (47) as follows:

Yoo(t) = ((9:d0(t))d0(t)) = (3t[0vy(t) + 6vy(t)](8vy(t) 4 v (t)))

(0t (6vp(t)) (0vp(t)))) + (9 (01 (t)) (dvi(t)))

—29%0 1 — 207y — 27,1 — 20 g + D

= —29%u — 2w*%4 + D. (A26)

Here, we used (v, (£)v1(t)) = 0; Zopn = ((604(t)) (00p(t))), Zow,1 = ((0v1(t)) (001 (2))),
Yoo = Lo + Loo,1, and similarly for X,
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