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ABSTRACT

From the homeostasis of human health to the cycling of Earth’s elements, microbial activities underlie environmental,
medical and industrial processes. These activities occur in chemical and physical landscapes that are highly dynamic and
experienced by bacteria as fluctuations. In this review, we first discuss how bacteria can experience both spatial and
temporal heterogeneity in their environments as temporal fluctuations of various timescales (seconds to seasons) and
types (nutrient, sunlight, fluid flow, etc.). We then focus primarily on nutrient fluctuations to discuss how bacterial
communities, populations and single cells respond to environmental fluctuations. Overall, we find that environmental
fluctuations are ubiquitous and diverse, and strongly shape microbial behavior, ecology and evolution when compared with
environments in which conditions remain constant over time. We hope this review may serve as a guide toward
understanding the significance of environmental fluctuations in microbial life, such that their contributions and
implications can be better assessed and exploited.
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INTRODUCTION

This review will demonstrate that environmental fluctuations
are ubiquitous, diverse and strongly shape microbial behav-
ior, ecology and evolution. We first elaborate several examples
of fluctuations in different environmental systems, in effort to
illustrate the sources of environmental fluctuations ubiquitous
across all microbial habitats. We then summarize a diversity of
observed microbial responses to fluctuations (in nutrient, light,

water availability, etc.) that vary across scales of organization
(communities, populations, individuals) and highlight impor-
tant directions in which current research is lacking.

We specifically discuss direct responses to environmental
fluctuations. The physiological responses of microbes to sin-
gle shifts in environmental conditions are extensively reviewed
elsewhere (Csonka 1989; Potts 1994; Paul et al. 2004). Here,
we focus directly on fluctuations (i.e. series of environmen-
tal shifts) and their effects on microbial activity. The studies
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reviewed highlight fluctuations as an important characteris-
tic to our understanding of microbial life, because microbes
in fluctuations can display strikingly different behaviors than
those responding to single shifts. We illustrate these differ-
ences by examining microbial responses to environmental fluc-
tuations at different scales of biological organization. At the
community level, fluctuations have been theorized to influ-
ence species diversity by fluctuating the availability of differ-
ent niches faster than species can go extinct. In practice, some
microbial communities indeed fluctuate with the environment
in composition (Desai et al. 2016) and activity (Marchant et al.
2017), yet some are surprisingly robust. At the population level,
microbes may evolve faster in fluctuating environments than
steady ones and employ bet-hedging strategies to endure fluc-
tuations (Cooper and Lenski 2000). At the single-cell level, grow-
ing microbes are classically understood to alter their physiol-
ogy toward the physiological steady state associated with their
immediate environmental conditions, yet new work demon-
strates that cells instead have fluctuation-adapted physiolo-
gies distinct from those characterized in steady environments
(Nguyen et al. 2020).

Overall, we aim to provide an overview of some of the envi-
ronmental fluctuations that occur in microbial habitats and
describe whether and how these fluctuations affect microbes
depends on the relative timescale of fluctuations and the
timescale of microbial responses (Table S1, Supporting Informa-
tion). We draw upon examples from diverse environmental and
biological systems to emphasize how the relationship between
environmental and biological timescales can be used to under-
stand and study microbial systems in complex and dynamic
environments.

ENVIRONMENTAL FLUCTUATIONS ARE
DIVERSE AND PERVASIVE ACROSS MICROBIAL
HABITATS

No natural microbial habitats are truly steady; rather, environ-
mental fluctuations are pervasive characteristics of microbial
life. Even conditions with controlled temperature, light and fluid
mixing will change as microbes consume and secrete com-
pounds into their surroundings (Parulekar et al. 1986; Sezonov,
Joseleau-Petit and d’Ari 2007). In sparse environments with low
cell density (e.g. the oligotrophic ocean), the secretions of sin-
gle cells create micron-sized nutrient hotspots of higher than
background metabolite concentrations (Taylor and Stocker 2012;
Stocker 2015). Conversely, large-scale inputs (e.g. kilometer-
scale nutrient runoffs or intermittent upwellings) can induce
episodic blooms of algal communities or populations (Heisler
et al. 2008; Guseva and Feudel 2020) (Fig. 1).

A prime example of an environment characterized by perva-
sive fluctuations is the ocean. Some fluctuations are daily. For
example, in shallow water sediments, the oxic zone expands
during sunlight hours as a result of the activity of photosyn-
thetic microorganisms and shrinks during the night (Fenchel
2002). Some other fluctuations occur at faster timescales, often
through the heterogeneous spatial structure of microscale
parcels of water. Nutrients in the ocean, for example, are not
uniformly distributed but rather arise as localized hotspots
(Azam and Malfatti 2007; Stocker 2012), often on length scales
on the order of 100 μm (Stocker 2015). Metabolites exuded
around live phytoplankton (the phycosphere; Seymour et al.
2017) and released by lysing cells (Smriga et al. 2016), sinking
particles of organic matter (Fenchel 2002) and excretions from

nearby protozoa (Blackburn, Fenchel and Mitchell 1998) all form
local hotspots of nutrient that are orders of magnitude richer
than background concentrations. Chemotactic bacteria can tra-
verse the nutrient gradients sourced from these hotspots within
timescales of seconds to minutes (Smriga et al. 2016) (Fig. 1).
Hence, bacterial motility or other forms of relative motion (e.g.
settling due to gravity) convert spatial heterogeneity into tem-
porally dynamic nutrient signals. In other words, a single motile
bacterium experiences the microscale spatial heterogeneity of
nutrient as temporal fluctuations in nutrient concentration. Dif-
fusion can dissipate 100 μm hotspots within 10–20 min (Black-
burn, Fenchel and Mitchell 1998; Smriga et al. 2016) and turbu-
lence can reshape hotspots into thinner filaments that dissipate
even faster (Taylor and Stocker 2012). The ephemeral nature of
microscale hotspots and their patchy distribution together con-
tribute to a highly dynamic environment that microorganisms
experience as fluctuations.

The fractured spatial structure of soils is a major source
of environmental fluctuations for subsurface microorganisms.
Variations in soil grain size (<0.25–2 mm) produce variations
in pore size (i.e. the void space between grains), which in turn
produce variations in pore accessibility to fluid flow (Jiménez-
Martı́nez et al. 2017). Soil pores are generally filled with varied
proportions of water and air, which further accentuate spatial
variability in fluid transport (Fig. 1). Because water facilitates
chemical diffusion and transport, heterogeneities in fluid flow
give rise to chemical heterogeneities, such as gradients in nutri-
ents and oxygen (Or et al. 2007). In sandy sediments, oxygen con-
centrations can fluctuate on minute timescales as the flow of
water fluctuates with changing currents and sediment move-
ments (Billerbeck 2006; Ahmerkamp et al. 2015). Fluctuations
can also occur due to the sudden release of chemicals into the
soil (Vorholt 2012). In the rhizosphere, the area immediately sur-
rounding plant roots, the sudden input of labile exudates from
roots can trigger a ‘hot moment’, a short pulse of microbial activ-
ity (i.e. increased rate of nutrient decomposition) lasting from
minutes to hours—evidence of a microscale nutrient hotspot
(Kuzyakov and Blagodatskaya 2015). Fluctuations in soil environ-
ments also occur at large spatial scales and long timescales. In
humid tropical forests, the combination of high net primary pro-
ductivity, warm temperatures and abundant rainfall produces
fluctuations in redox potential on timescales of hours to days
(Pett-Ridge and Firestone 2005; DeAngelis et al. 2010); and in arid
regions plagued by summer droughts, the water availability in
soils, or water saturation, fluctuates across months (Placella,
Brodie and Firestone 2012) (Fig. 1). Overall, as in the ocean, the
heterogeneous distribution of physical, chemical and biological
factors in space and time exposes microbes to a vast diversity of
fluctuations in soils.

The mammalian gut is yet another microbial habitat in con-
stant change. Bacteria inhabiting the gut experience changes in
nutrient source and concentration as a function of the compo-
sition and frequency of meals taken by the host (Carmody et al.
2015). Changes in host feeding times (e.g. such as those asso-
ciated with night shifts or jet lag) alter the relative abundances
of different microbial members in the host microbiome (Thaiss
et al. 2014; Zarrinpar et al. 2014). Individual microbes likely expe-
rience their host’s meals as fluctuations at smaller spatial scales,
as the gut is a mechanically active environment. Contractions
in the gut lining occur at frequencies of 7–20 min−1 in the small
intestine and 2–13 min−1 in the colon (Gayer and Basson 2009),
producing peristaltic waves that can travel at several millimeters
per second (Hardcastle and Mann 1968). These contractions con-
tribute to a mean flow velocity of ∼20 μm s−1 in the gut as well
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Figure 1. Environmental fluctuations occur across length scales and timescales in diverse habitats. (A) Kilometer-scale algal bloom on Western Lake Erie. Courtesy of

NOAA (https://oceanservice.noaa.gov/facts/hab-solutions.html). (B) A microscale nutrient hotspot is created as a marine diatom secretes metabolites into the local
environment. Chemotactic bacteria accumulate around the hotspot, as shown by the time projection (Smriga et al. 2016). (C) A temporal map of European river flooding
events, which bring water on kilometer scales to local soils (Blöschl et al. 2017). Colors indicate time of year and arrows indicate how yearly events change over time
as the climate changes. (D) Microscale image of chemicals seeping into a soil-like porous medium. The void spaces between soil grains (gray) are filled with either air

(black) or water (blue): the water saturation and pore size affect how fluid and chemicals are transported through the medium. Chemical heterogeneities (colorbar)
arise due to the formation of preferential paths (Jiménez-Martı́nez et al. 2017). White arrow indicates flow direction, as chemical seeps into soil. (E) Microscale image of
the gut epithelium and its 100–500-μm-sized crypts (black arrows) (Shamsuddin, Phelps and Trump 1982). Each crypt is lined by mucus-secreting cells and this mucus
contributes to maintain strong gradients in oxygen, antimicrobials and flow, accessible to resident bacteria (blue asterisks).

as fluid mixing, which even creates some backward flow (Cre-
mer et al. 2016). Intestinal mixing and flow create a fluctuating
environment for bacteria associated with the gut mucosa. Bacte-
rial movement, either through bacterial motility or transport by
the fluid flow within and between gut compartments, gives rise
to temporal fluctuations as cells traverse through the various
scales of heterogeneities in the gut. For example, the fine spa-
tial structure in the colon epithelium (i.e. microscopic intesti-
nal folds) (Fig. 1) and mucus contributes to radial gradients in
nutrients, oxygen, fluid flow, immune system factors and bac-
terial diversity (Donaldson, Lee and Mazmanian 2016; Tropini
et al. 2017). Longitudinal gradients await bacteria that traverse
the different compartments of the gut and their different nutri-
ent and physicochemical conditions. The small intestine has
higher levels of oxygen and labile nutrients, whereas the colon

is less acidic and predominantly contains nutrients in the form
of dietary fibers (Pereira and Berry 2017).

Across diverse habitats, temporal and spatial heterogeneities
in the environment translate into environmental fluctuations
for bacteria. These fluctuations are diverse in type (i.e. nutrient,
sunlight, fluid flow) and timescale (i.e. seconds, hours, seasons).
Some fluctuations occur at a generally predictable frequency,
as is the case with daily changes in light (Cohen and Golden
2015) and seasonal changes in temperature (Lodge, McDowell
and McSwiney 1994; Kuzyakov and Blagodatskaya 2015). Oth-
ers occur sporadically, as is the case for nutrient patches in the
ocean (Blackburn, Fenchel and Mitchell 1998) and soil (Kuzyakov
and Blagodatskaya 2015). Environmental fluctuations can be
gradual, like the changes in the amount of daily sunlight across
the year at higher latitudes, or sharp and drastic, like the first

https://oceanservice.noaa.gov/facts/hab-solutions.html
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rainfall after a dry summer in arid ecosystems (Placella, Brodie
and Firestone 2012).

Microbial communities, populations and individuals can
each respond to environmental fluctuation. Microbial commu-
nities may respond to the introduction of a particular nutri-
ent through a shift in community composition (i.e. increased
abundance of microbial members who benefit from that nutri-
ent source) (Fig. 2). In the presence of a particular nutrient, some
microbial populations may expand in population size, while less
competitive populations decline (Fig. 2). And at the level of sin-
gle cells, the introduction of a new nutrient may induce distinct
gene expression and intracellular metabolite profiles, producing
a distinct physiology from when the nutrient was absent (Fig. 2).

In this review, we demonstrate that the type and timescale
of fluctuation can induce responses from microbial commu-
nities, populations and individuals, depending on the relative
timescales of environmental fluctuation and microbial response
(Fig. 3A and B). We lay out a framework that predicts that the
response can fluctuate along with the environment, if the envi-
ronment fluctuates much slower than the full response, such
that the response fully completes (i.e. reaches its steady state)
before the environment changes once again. This framework
also predicts that microbes will not respond to environmen-
tal fluctuations, if the fluctuations are much faster than the
response timescale (Fig. 3C). Effectively, this framework consid-
ers whether microbial responses can reach a steady state in fluc-
tuating environments, possible if the environment fluctuates
sufficiently slow or fast relative to the response timescale. We
refer to this framework as the steady-state model and, through
examples, demonstrate its use as a model for determining the
effects of environmental conditions on microbial physiology and
ecology.

In the context of the steady-state model, we review studies
that directly address the effect of environmental fluctuations on
microbial behavior and function, parsing microbial responses by
levels of biological organization—from communities, to popu-
lations, to individuals. We primarily discuss studies on nutri-
ent fluctuations, but mention selected others to cover a diverse
range of fluctuations (e.g. nutrient source, nutrient concentra-
tion, oxygen, water availability) and microbial responses. Over-
all, this review highlights the current knowledge of how fluctuat-
ing environments affect microbial behavior to conclude that the
observation of a microbial response to environmental fluctua-
tions generates hypotheses for the biological process that may
control it. We end by emphasizing important future directions
for the study of microbes in nature to carefully consider the tem-
poral fluctuations, experienced by microbial life, that can have
major qualitative and quantitative effects for all natural habi-
tats.

COMMUNITY-LEVEL RESPONSES TO
ENVIRONMENTAL FLUCTUATIONS

The timescale of environmental fluctuations affects
community diversity

Studies concerning the role of environmental fluctuations on
microbial communities have historically focused on species
diversity. The ability of hundreds of microbial species to coexist
has long puzzled microbial ecologists (Hutchinson 1961; Pedrós-
Alió 2006; Lozupone et al. 2012), and understanding how environ-
ments can support such diversity remains a fundamental chal-
lenge (Chesson 2000). Microscale spatial heterogeneity, resource
partitioning, dormancy and environmental fluctuations each

provide some explanation for the maintenance of high species
diversity. Environmental fluctuations may contribute to high
diversity by changing conditions faster than species can go
extinct, alternatingly favoring some species over others, but not
so fast that the community essentially experiences it as one sta-
ble condition (Fig. 3A). This reasoning predicts that, by keeping
a microbial community in continuous change, environmental
fluctuations may maintain higher species diversity than any sin-
gle steady environment. In the following examples, we review
how experiments in some microbial systems have confirmed
this prediction (Rodrı́guez-Verdugo, Vulin and Ackermann 2019),
whereas others emphasize effects of environmental fluctuation
on community metabolism and colonization by new species
(Thaiss et al. 2014; Kearney et al. 2018).

A recent in vitro study demonstrated that nutrient fluctua-
tions can maintain a two-species bacterial community when
fluctuations occurred faster than the extinction timescales of
either species, by measuring community dynamics across alter-
nations between two nutrient sources every 1–5 days (Rodrı́guez-
Verdugo, Vulin and Ackermann 2019). The first environmental
condition provided benzyl alcohol, producing a symbiotic inter-
action between the two species in which Acinetobacter johnsonii
metabolized benzyl alcohol and secreted benzoate, the nutri-
ent source for Pseudomonas putida. The second condition pro-
vided citrate, producing a competitive interaction, as citrate can
be directly consumed by both species, that favored P. putida
in co-culture. In 6-day-long experiments in which the nutrient
source fluctuated on 1–3-day timescales, oscillations in com-
munity composition maintained both species throughout the
experiment, whereas fluctuations on 4–5-day timescales led to
the extinction of A. johnsonii. These longer fluctuation timescales
exceed the timescale required for A. johnsonii to go extinct in
citrate. In other words, Te (the nutrient fluctuation timescale)
was greater than Tm (the timescale of extinction) (Fig. 3A). Thus,
nutrient fluctuations occurring on timescales slower than the
timescale on which a species goes extinct will produce lasting
change in community composition.

Intriguingly, in the system described above, 1-day fluctua-
tions enabled stable coexistence during the first 40 generations
but led to extinctions over evolutionary timescales (∼200 gener-
ations), whereas a constant environment could maintain coex-
istence (Rodrı́guez-Verdugo and Ackermann 2020). Under daily
fluctuations, the abundance of A. johnsonii appeared stable for
12 days before decreasing rapidly to extinction 7 days later. Full
genome sequencing of single clones from different time points
across the long-term experiment found that P. putida repeatedly
accumulated one or more mutations within 100 generations,
mutations allowing the evolved strains to grow at faster rates
and to higher yields than the ancestral strain. In contrast, A.
johnsonii did not acquire mutations over the 100 generations in
fluctuating nutrient and was ultimately lost from the commu-
nity. We will discuss the enhancement of evolution in fluctuat-
ing environments in the section on population-level responses.
For now, we conclude by emphasizing that whether fluctua-
tions maintain species coexistence over evolutionary timescales
appears to depend on the rate at which each member evolves
under fluctuations.

The regularity of fluctuations determines community
composition and metabolism

A similar interaction between timescales may explain how
the regularity of environmental fluctuations so substantially
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Figure 2. Community, population and single-cell scales of microbial response to fluctuations. Microbial communities, populations and single cells respond to environ-
mental fluctuations through a variety of processes. A community experiencing fluctuations between Condition 1 and Condition 2 (represented by the broken horizontal
gray and orange lines) can shift in community composition between the steady states associated with either condition. The purple species dominates the community
when the environment is steadily Condition 1, whereas the pink species dominates under steady Condition 2. The relative abundance of these species fluctuates under

fluctuating environmental conditions, as the interactions between species change with the environment. A population can change in size with the environment, as
illustrated by the population of green cells, which grows faster in Condition 2 than in Condition 1. Finally, single cells can regulate their physiology in response to the
immediate environment. Upon sensing Condition 1, a cell may induce gene expression to produce proteins and metabolites for growth in Condition 1, represented

here as a ‘blue’ physiology. Likewise, cells may express genes for an ‘orange’ physiology upon sensing Condition 2.

Figure 3. Microbial dynamics depend on the relative timescales between environmental fluctuations and microbial responses. (A) The relationship between the
timescale of environmental fluctuation (Te) and the timescale of a microbial response (Tm) determines the dynamics of the response under changing environments.
Here, the environment fluctuates between two conditions (gray and white), each associated with a microbial steady state (longer or shorter dashed lines, respectively).

When environmental fluctuations occur on sufficiently long timescales relative to the response (Te > Tm), the response (i.e. the transition between the steady states
characteristic of each environmental condition) completes after each shift once Tm has elapsed. When Te ∼ Tm , the response may produce a behavior that does not
stabilize. As Te becomes smaller with respect to Tm, environmental fluctuations occur faster than the time required to stabilize at steady state, causing microorganisms
to fluctuate between steady states without reaching them. Finally, environmental fluctuations can be so fast relative to the microbial response of interest (Te < Tm)

that microorganisms behave as if the environment were a single steady condition. (B) Microbial responses to environmental fluctuation span a diversity of behaviors,
including changes in nutrient uptake, growth rate, gene expression and more. These responses occur on behavior-specific timescales of milliseconds to days (Shamir
et al. 2016). In this schematic, we list approximate Tm for a variety of possible responses by order of magnitude, as each process realistically also spans a range. For
example, different enzymes will catalyze one reaction at different rates (microseconds to tens of seconds), and bacterial generation times will vary with species and

growth condition (tens of minutes to days).
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impacts the composition and metabolism of microbial com-
munities. Hour-scale nutrient fluctuations have recently been
demonstrated to regulate the diurnal rhythmicity of gut micro-
biome communities. In mice given steady access to food for
24 h a day, the microbiome fluctuated in community compo-
sition (measured by 16S rDNA sequencing) and function (i.e.
community-level transcription of metabolic pathways) on a 12-h
diurnal cycle. Limiting food intake to a 12-h time window within
a 24-h period maintained the same diurnal microbiome fluctu-
ations, phase-shifted depending on the time of day food is pro-
vided (Thaiss et al. 2014). In mice and humans, community com-
position and the expressed metabolic pathways changed contin-
uously (i.e. did not stabilize) across each 12-h phase (Thaiss et al.
2014). Notably, 8–10 h shifts in feeding time—induced in mice
by shifting daytime feeding to nighttime feeding and vice versa,
and in humans by jetlag—disrupted the regularity of micro-
biome fluctuations, either inducing erratic fluctuations out of
sync with normal daily periodicity or suppressing them entirely
(Fig. 4A). While microbiomes can recover their normal periodic-
ity after one-time shifts in feeding time, repetitive disruptions
by continued irregularity in nutrient induced long-term disrup-
tions in host metabolism and gene expression commonly found
in disease states (Zarrinpar et al. 2014; Thaiss et al. 2016).

Altogether, the responses from these complex intestinal
communities suggest that nutrient fluctuations regulate gut
community metabolism by fluctuating on a specific timescale.
Perturbing this timescale by either lessening or increasing the
time between meals altered the homeostasis of community
composition and metabolism, likely because different feedings
time introduce new nutrient to different states of the intesti-
nal microbial community. Thus, the timescale of environmental
fluctuation not only affects community composition by limiting
microbial extinction, but also serves a homeostatic function in
regulating the extent to which community metabolism affects
the environment and in turn, community composition.

Resource fluctuations can enhance microbial
colonization

Environmental fluctuations can serve another key role in con-
trolling community composition by promoting the colonization
of a new species. After exposing mice to the desired transplant
Bacteriodes plebeius, a recent study compared the maintenance of
B. plebeius in gut microbiomes exposed to 35 days of either fluc-
tuating or steady provisions of seaweed, a ‘privileged’ nutrient
source that only the introduced B. plebeius strain could metab-
olize. Sixty days after the last exposure to seaweed, B. plebeius
could still be detected by quantitative PCR in the gut community
of mice previously fed a diet of fluctuating seaweed (4 days with
1% seaweed, 4 days with 0%). In contrast, B. plebeius was unde-
tectable in the community of mice previously fed a constant 1%
seaweed diet, despite the fact that this diet supplied a greater
overall amount of seaweed (Kearney et al. 2018). Thus, compared
with a steady supply of seaweed, fluctuating seaweed availabil-
ity enabled the incorporation of B. plebeius into a pre-existing
stable gut microbiome. The fluctuating seaweed diet produced
a novel, stable community composition, which did not return to
the prior steady-state community composition of a mouse never
fed seaweed even after seaweed was no longer available (Fig. 4B).

Precisely how fluctuating environmental conditions induce
new steady-state community compositions remains to be
explained, but the timescale of fluctuations that elicit a response
(i.e. colonization) may provide an important clue. It is not that

the duration of seaweed availability was insufficiently long for
the colonization process to occur. Instead, the 35-day dura-
tion of the steady seaweed exposure may be sufficiently long
for another process—one inhibitory to colonization—to occur: a
process that does not occur with repeated 4-day exposures and
appears to involve interactions between B. plebeius and the sur-
rounding environment (e.g. neighboring community members
and the host immune system) (Fig. 4C). In mice, B. plebeius cells
can be bound by the host-secreted antibody, IgA (Kearney et al.
2018), which controls host-mediated retention (Donaldson et al.
2018) and expulsion of bacteria in a growth rate dependent man-
ner (Hoces et al. 2020). Thus, fluctuating seaweed may benefit B.
plebeius growth enough to provide a niche for colonization, while
maintaining a slower growth rate than steady seaweed, prevent-
ing IgA-mediated expulsion of fast-growing bacteria from the
gut (Hoces et al. 2020). Indeed, a separate study found that S.
typhimurium maintains a steady abundance in mouse guts until
4 days of fast growth, after which it is increasingly expelled in
an IgA-dependent manner (Moor et al. 2017).

The relative timescales of environmental and
community function

We finalize this section on microbial communities with a more
detailed discussion on the how environmental fluctuations can
affect community function. Like intestinal communities (Thaiss
et al. 2014), the metatranscriptome of marine microbial commu-
nities can also fluctuate with the environment. One study mon-
itored transcriptional activity from 1-L samples of the ocean’s
surface, sampling periodically over 2 days with a sampler that
drifted in the water along with the community, and found
coordinated fluctuations in gene expression across the bacte-
rial community (Ottesen et al. 2013). The gene expression pro-
files of photosynthetic microbes closely followed diel cycles
and included genes controlled by circadian rhythms, which
we discuss further in the single-cell section. This transcrip-
tional rhythm was recently found to be synchronized with pig-
ment abundances (Becker et al. 2020). Here, we emphasize that
this rhythm was synchronized across diverse phytoplankton,
demonstrating the strong influence exerted by the 24-h light
cycle over photosynthetic communities.

The fluctuations of heterotrophic bacteria, observed in
growth-related genes (i.e. ribosomal and oxidative phosphoryla-
tion), were also synchronized across diverse species yet did not
occur on a 24-h cycle, suggesting that heterotrophic responses
were not controlled by the rhythms of the primary producers
(Ottesen et al. 2013). Instead, the synchronous hour-scale fluc-
tuations in heterotrophic transcription may reflect a coordina-
tion of community function to stochastic environmental fluc-
tuations. Because gene transcription occurs on the timescale
of 1 min and mRNA degradation occurs on the timescale of
10 min (Shamir et al. 2016), hour-scale transcriptome fluctua-
tions are highly suggestive of hour-scale environmental fluctu-
ations. The source of these environmental fluctuations is cur-
rently unknown. However, by observing the temporal dynam-
ics of marine metatranscriptomes, the knowledge that some
as-yet unknown process induces hour-scale fluctuations in het-
erotrophic growth-related gene expression enables future stud-
ies to target its identity and source.

Some bacterial communities, however, do not fluctuate in
gene expression despite the presence of strong environmental
fluctuations. In a recent study on coastal sediments, microbial
communities were found to be continuously able to denitrify
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Figure 4. Environmental fluctuations affect the diversity and function of microbial communities. (A) The regularity of nutrient fluctuations is essential to produce

regular oscillations in the microbial communities of mice (Thaiss et al. 2014; Zarrinpar et al. 2014) and humans (Thaiss et al. 2016). (B) Fluctuations in a privileged nutrient
source enhance the long-term maintenance of a newly introduced bacterial strain into a pre-existing murine gut microbiota (Kearney et al. 2018). The introduced strain
could be detected after 60 days without the privileged nutrient if introduced within 35 days of nutrient fluctuations (top), whereas the strain could not be detected

when introduced with 35-days of steady nutrient exposure (bottom). (C) Environmental fluctuations can induce lasting changes in community composition, even after
the environment returns to pre-fluctuation conditions. This bistability (blue) in microbial behavior is observable as a different post-perturbation steady state (ii) than
the initial steady state (i). Recent studies have observed such bistability after a single pulse (left, steady gray) (Tropini et al. 2018) or series of environmental fluctuations
(right, fluctuating gray) (Kearney et al. 2018; Nguyen et al. 2020).

even as the concentration of oxygen—considered a denitrifica-
tion inhibitor—fluctuated on hour timescales (Marchant et al.
2017). Specifically, the total abundance of denitrification tran-
scripts was unchanged by fluctuations in oxygen, suggesting
that these coastal sediment communities have evolved alter-
native mechanisms of regulating denitrification pathways such
that they are not responsive to oxygen fluctuations. That insen-
sitivity to oxygen was not previously observed in the expression
of denitrification points toward community-specific adaptations
to fluctuations that, in this case, may increase a community’s
capacity to denitrify amidst changing environments.

The implication of environmental fluctuations as a selec-
tive pressure has also been borne out of observations from the
alternating oxic and anoxic conditions experienced by some soil
microbial communities, which simultaneously perform CO2 res-
piration, methanogenesis, N2O production and iron reduction,
as observed through direct chemical measurements (DeAnge-
lis et al. 2010). More taxa from these multi-tasking communities
were found to be more actively growing (i.e. higher ribosomal
RNA to DNA ratios) when exposed to 4-day fluctuations in redox
state than in static oxic or anoxic conditions, suggesting that
members of these soil communities are adapted for growth in
fluctuating rather than static redox conditions (DeAngelis et al.
2010).

These last two studies (DeAngelis et al. 2010; Marchant et al.
2017) are suggestive of an evolutionary response that enables
bacteria to maintain metabolic rates despite strong persistent
fluctuations in the environment. While the oxygen fluctuations
in these last two studies were macroscopically observed over
hours or days, the microscopic (pore-scale) manifestation of
these fluctuations in soils and sediments could occur as fast as
minutes. Certain adaptations, such as a lack of transcriptional
sensitivity to oxygen concentration, may be specifically benefi-
cial in environments that fluctuate rapidly by enhancing micro-
bial metabolism and overall community function.

POPULATION-LEVEL RESPONSES TO
ENVIRONMENTAL FLUCTUATIONS

Environmental fluctuations can promote evolution and
diversity

Populations are the fundamental unit of evolution. Thus, envi-
ronmental fluctuations affect not only population growth and
size but also the emergence and spread of new traits. Indeed,
evolution experiments with microorganisms have found that
genetic adaptation may be especially rapid when microbial
populations are exposed to environmental fluctuations (Elena
and Lenski 2003). In these experiments, an ‘ancestral’ strain is
evolved in a new environment for tens of thousands of gen-
erations. This evolved strain is then mixed in a 1:1 ratio with
the unevolved ancestral strain, and the emergent relative abun-
dance of evolved cells to ancestral cells after 1 day of compe-
tition is called the evolved strain’s relative ‘fitness’ in the new
environment. From 12 evolved Escherichia coli populations, aver-
age gains in population fitness were 10-fold greater between the
first 5000 generations of evolution than between the 15 000th
and 20 000th generations (Cooper and Lenksi 2000). The frac-
tion of mutations that are beneficial decreases with rising fit-
ness (Tenaillon et al. 2016), indicating that genetic adaptations
to new environments are initially rapid and slow over time
(Fig. 5A). Many environmental fluctuations occur on timescales
much shorter than 5000 microbial generations, and thus fluctua-
tions can create environments in which microorganisms rapidly
evolve.

In addition to accelerating evolution, environmental fluctu-
ations may lead to greater genetic variation among microbial
populations. Populations evolved for 2000 generations in fluc-
tuating nutrient environments (e.g. daily alternations between
glucose and lactose) acquired significantly different adapta-
tions between replicate populations (i.e. same ancestral strain
and fluctuating environment), whereas replicate populations
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Figure 5. Environmental fluctuations drive the evolution of adaptive traits in
microbial populations. (A) Environmental change drives evolutionary adapta-

tions. Experiments propagating E. coli in a constant environment have shown
that the fastest rates of evolution adaption occur within the first 5000 genera-
tions evolved in a new environment (gray), after which the accumulation of ben-
eficial mutations begins to slow (Cooper and Lenksi 2000; Tenaillon et al. 2016).

(B) Evolutionary adaptations in fluctuating environments can be classified into
two groups: (i) specializations and (ii) bet-hedging adaptations. Specializations
are adaptations that increase population growth in one of the multiple condi-
tions that the environment fluctuates between, such as the L group’s advantage

in glucose and the S group’s advantage in zero glucose (Rozen and Lenksi 2000;
Rozen et al. 2009). Bet-hedging adaptations, such as persister cells in E. coli pop-
ulations (Balaban et al. 2004), decrease population growth in any one condition
but increase population growth when the population experiences fluctuations.

Colors specify populations (i.e. populations with or without persisters), not phe-
notypes (i.e. persister vs normal growing cell).

evolved in the same steady nutrient environments (e.g. only glu-
cose or only lactose or both glucose and lactose) did not differ in
their evolved adaptations (Cooper and Lenksi 2010). The greater
variability between populations evolved in fluctuating environ-
ments highlights the diversity of adaptations that can evolve in
response to environmental fluctuations.

Specialist adaptations maintain microbial diversity in
fluctuating environments

Some adaptations acquired in fluctuating environments
enhance population growth within one of the multiple condi-
tions that an environment may fluctuate between. For example,
one study evolved E. coli for ∼20,000 generations in daily
fluctuations between glucose-available and glucose-deficient
conditions, observing the diversification of two genotypes.
One population (L) had a growth advantage when glucose was
available; the other population (S) could grow after the glucose
was depleted, whereas the L population could not (Rozen and
Lenksi 2000; Rozen et al. 2009). The stable coexistence of these
populations, enabled by the frequency of glucose fluctuations,
was quantified by plating and exemplifies how environmental
fluctuations can induce genetic adaptations and maintain
diverse genotypes when they occur on timescales that prevent
extinction (Fig. 5B).

Environmental fluctuations may also maintain diverse geno-
types in a population by affecting the density dependence of
traits. Fluctuations in the physical, chemical or biological com-
ponents of the environment create variation in selective pres-
sures, ultimately introducing fluctuations in the population over
time (Saether and Engen 2015). Some traits tend to have higher
growth rates when population density is high. For example, a
large population of ‘public good’ producers will tend to favor
the growth of ‘non-producers’, cells that exploit the public good
yet do not contribute to its production (Chuang, Rivoire and

Leibler 2009; Ross-Gillespie et al. 2009). However, despite the
faster growth rate of non-producers, producers may be main-
tained in the population via a variety of fluctuations. One
study found that fluctuations that create periodic bottlenecks
in an E. coli system of producers and non-producers enabled
an overall increase in producers (Chuang, Rivoire and Leibler
2009). Another study found that population structure deter-
mined whether non-producers even had a growth advantage
over producers. Only when in close proximity to producers (in
this case, cells that secreted siderophores, i.e. iron scavenging
proteins) did non-producers have increased growth rates with
higher population densities (Ross-Gillespie et al. 2009). Thus,
environmental fluctuations that affect the population size or
structure may determine how seemingly disadvantaged traits
may persist in a population.

Fluctuation timescale can control the fixation of new
traits

Whether a novel adaptation takes over a population or co-exists
with unevolved variants can depend on the timescale of envi-
ronmental fluctuations. A recent study engineered an E. coli
strain to stochastically switch from tetracycline (Tc) suscepti-
ble to Tc resistant, mimicking the spontaneous occurrence of
antibiotic resistance (Lin and Kussell 2016). To study the fixation
of resistance in populations under fluctuating antibiotic, clonal
populations of this strain were exposed to fluctuations of Tc, in
which Tc concentrations periodically shifted between killing (i.e.
higher than the minimum inhibitory concentration) and recov-
ery (i.e. no antibiotic) at timescales ranging from 6 min to 6 h.
The Tc timescale determined what fraction of each population,
initially composed of 95% susceptible cells, consisted of resis-
tant cells after 48 h of fluctuations. On average, between 10% and
20% of each population exposed to fluctuations on timescales
between 15 min and 6 h was replaced by resistant cells, whereas
resistant cells became nearly 80% of each population exposed
to 6 min fluctuations. In other words, when the timescale of
antibiotic fluctuation was sufficiently shorter than the timescale
required for susceptible cells to maintain a growth advantage
(Te < Tm), cells effectively experienced a mixed Tc concentra-
tion such that resistant cells had a growth advantage. Interme-
diate timescales (Te ∼ Tm) enabled the maintenance of both phe-
notypes in the population (Fig. 3A), as the killing and recovery
phases were sufficiently long for the fluctuating environment
to alternatingly favor one phenotype with each environmental
condition.

Bet-hedging as an adaptation to unpredictable
fluctuations

Some microorganisms have evolved traits that do not to special-
ize in a single condition, but improve survival in environments
that fluctuate between multiple conditions. De novo evolution of
adaptations specifically to enhance growth in fluctuating envi-
ronments has been observed through experimental evolution.
One study observed the evolution of stochastic state switching
in populations of Pseudomonas fluorescens evolved in a fluctuat-
ing environment that continually favored new phenotypic states
(Beaumont et al. 2009). Bet-hedging, or the stochastic production
of distinct phenotypic states, is perhaps the best-known case of
a population-level adaptation for survival in fluctuating environ-
ments. For example, populations of genetically identical E. coli
produce both normal growing cells and non-growing persister
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cells, which make up 0.0001% of a fast-growing population (Bala-
ban et al. 2004). Bet-hedging strategies like the production of per-
sisters are considered an insurance policy against sudden envi-
ronmental change, for example enabling at least some members
of a population to survive an antibiotic treatment and re-seed a
population after conditions once again permit growth (Fig. 5B).
The persister phenotype is non-heritable and is instead spon-
taneously induced, so that populations derived from single per-
sister cells maintain the same frequency of persisters as popula-
tions that have not experienced an antibiotic challenge (Balaban
et al. 2004).

The proportion of persisters in a population may reflect
the frequency of environmental fluctuations. The low wild-type
abundance of persisters suggests that the ratio of persisters to
normal cells is well suited for environments in which antibi-
otic stress is a rare event, whereas environments with frequent
antibiotic exposure have been predicted to favor mutant cells
with 1000-fold higher proportions of persisters (Wolfson et al.
1990; Kussell et al. 2005). A recent study engineered two pop-
ulations of yeast to switch between two growth phenotypes
stochastically, without environmental input, with one popula-
tion switching at higher rates than the other (Acar, Mettetal and
Van Oudenaarden 2008). These populations were subjected to
nutrient fluctuations between two environments: the first envi-
ronment favoring one phenotypic state and the second envi-
ronment favoring the other. When exposed to various frequen-
cies of nutrient fluctuations, fast-switching populations outgrow
slow-switching populations when the environment fluctuates
rapidly, and slow-switching populations outgrow fast-switching
populations when the environment fluctuates slowly (Acar, Met-
tetal and Van Oudenaarden 2008). Thus, the proportion of dif-
ferent phenotypic states is likely a tunable trait for populations
evolving under fluctuating environments.

The production of distinct states, or phenotypic hetero-
geneity, is employed by diverse microorganisms to hedge their
bets against environmental change. Fast-growing clonal pop-
ulations of pathogenic Salmonella typhimurium contain two
subpopulations—one that expresses the flagellar protein FliC
and one that does not—enabling the population to benefit from
motility and chemotaxis in certain compartments within a host,
while evading the heightened anti-flagellar immune responses
in others (Stewart et al. 2011). Population-level heterogeneity in
E. coli metabolism has also been suggested as a bet-hedging
strategy to protect a population’s ability to grow when the nutri-
ent source fluctuates. Upon a shift from glycolytic (i.e. envi-
ronment provides glucose) to gluconeogenic (i.e. environment
provides a non-carbohydrate carbon source such as acetate)
nutrient conditions, a phenotypically uniform population splits
into two subpopulations: one that physiologically adapts to
grow on the gluconeogenic nutrient source and one that ceases
growth until glucose returns to the surrounding environment
(Kotte et al. 2014). Similarly, the concentration of ammonium,
the substrate preferred over N2 by N2-fixing Klebsiella oxytoca,
determines the rate of N2 fixation in the presence of ammo-
nium, by regulating the fraction of individuals consuming N2

(Schreiber et al. 2016). Lower external ammonium concentra-
tions induced larger subpopulations of N2-fixing cells, provid-
ing a growth advantage to populations in environments that can
be suddenly deplete in ammonium concentration. Finally, yeast
respond to environmental fluctuations by leveraging molecular
noise (i.e. stochastic differences in gene expression within indi-
viduals of a population) to protect the population from unpre-
dictable conditions. When the environment changes abruptly,

yeast trigger general stress responses with noisy gene expres-
sion relative to that of growth-related genes (López-Maury, Mar-
guerat and Bähler 2008).

Some bet-hedging strategies employ heritable adaptations
and occur on evolutionary timescales. Populations of oppor-
tunistic pathogens experience fluctuating exposure to host
immune responses and hedge their bets by changing not their
gene expression but their genotypes (Rainey et al. 2011). For
example, Haemophilus influenza is a normal member of the micro-
biota in healthy human respiratory tracts, yet can cause dis-
ease (e.g. meningitis, pneumonia) when the opportunity arises
(Moxon, Bayliss and Hood 2006). To maintain pathogenicity
while evading the immune system, H. influenza and other bacte-
rial pathogens reversibly switch between genotypes at relatively
high frequencies. Hypermutability at DNA sequences (specifi-
cally, those associated with cell surface proteins) generates pop-
ulations with diverse surface structures—some recognized as
pathogenic antigens, some not—enabling the bacterial popula-
tion to prepare for rapid and unpredictable environmental fluc-
tuations (Moxon et al. 1994; Moxon, Bayliss and Hood 2006).
Microbial evolution has also been demonstrated to drive evo-
lutionary bet-hedging in multicellular organisms. Experiments
with the nematode C. elegans, which can reproduce sexually and
asexually, have found that coevolution with a bacterial parasite
(Serratia marcescens) leads to populations of C. elegans with sig-
nificantly more outcrossing (Morran et al. 2011). Populations of
C. elegans that reproduced only asexually exhibited higher mor-
tality rates when exposed to S. marcescens strains that had been
coevolved in C. elegans compared with populations that repro-
duced sexually, supporting the concept that increased genetic
(and therefore phenotypic) variability provides an advantage in
ever changing environments.

Overall, by producing phenotypic heterogeneity, even a
genetically clonal population can increase the likelihood that at
least some individuals of the population will survive or even per-
form well under fluctuating environments, particularly unpre-
dictable ones (Veening, Smits and Kuipers 2008a; Rainey et al.
2011; Ackermann 2015).

Diverse effects of fluctuations on phenotypic
heterogeneity

Environmental fluctuations can also produce phenotypic vari-
ability within populations, not only through bet-hedging mech-
anisms, but also via encounter rate distributions between indi-
viduals residing in patchy resource landscapes (Fig. 6A and B).
Clonal individuals of free swimming organisms can encounter
vastly different amounts of nutrient, such that only a small
percentage of the population accumulates enough nutrient to
divide (Coronado, Valtat and van der Meer 2015). This heteroge-
neous distribution of nutrient among a population arises from
the spatial heterogeneity in how bacteria and nutrient are dis-
tributed and can be further accentuated by heterogeneities in
cell shape and fluid flow (Słomka et al. 2020). Thus, the hetero-
geneous distributions of environmental factors produce striking
differences in the temporal environment experienced between
individuals within a microbial population.

Finally, environmental fluctuations may also reduce pheno-
typic heterogeneity within a population, particularly when fluc-
tuations occur on fast timescales. While stochastic heterogene-
ity within a clonal population arises in bacterial quorum sensing
(Boedicker, Vincent and Ismagilov 2009; Cárcamo-Oyarce et al.
2015), this phenotypic heterogeneity can be modulated by the
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Figure 6. Environmental fluctuations affect the phenotypic heterogeneity of
microbial populations. (A) Variation in temporal exposure to nutrient between

individual cells of a clonal population arises due to the heterogeneous spatial
structure of microbial habitats. Individuals located in different regions of a het-
erogeneous habitat encounter different nutrient patches at different times, lead-
ing to heterogeneity in nutrient encounter and cellular physiology between cells.

(B) Distributions of nutrient encounter by individuals within a microbial popu-
lation in uniform and heterogeneous environments. Because individuals in het-
erogeneous environments experience differing times and amounts of nutrient

exposure (Kuzyakov and Blagodatskaya 2015), the vast majority of cells do not
encounter enough nutrient to divide. Thus, the temporal fluctuations in resource
concentration (panel A) produced by environmental spatial heterogeneity can
increase the phenotypic heterogeneity within microbial populations. (C) Fluctu-

ations in fluid flow can reduce population heterogeneity by affecting the accu-
mulation of cell-to-cell signaling molecules (Muhkerjee and Bassler 2019). Under
steady fluid flow, quorum sensing molecules (red triangles) accumulate to higher
concentrations around regions of the bacterial population that are further down-

stream. This gradient in quorum sensing molecules produces a gradient in gene
expression and therefore microbial activity within a population. Such gradients
are lessened when fluid flow fluctuates between flowing and stagnant, enabling
a more homogeneous expression of quorum sensing-mediated microbial func-

tions.

local cell density and environmental conditions (Fig. 6C). Quo-
rum sensing is a collective behavior by which cells sense popu-
lation density and control the expression of density-dependent
behaviors such as virulence factor production or biofilm for-
mation. It has been suggested that fluctuations in fluid flow
(i.e. alternations between high and low flow rates) can produce
fluctuations in bacterial quorum sensing (Muhkerjee and
Bassler 2019). Fluctuations in fluid flow alter the accumulation
of secreted quorum sensing molecules (autoinducers), which
synchronize the gene expression of collective behaviors (e.g.
DNA uptake) across a bacterial population. Because fluid flow
removes autoinducers from the environment around the cells,
populations in steady flow conditions experience strong gradi-
ents in autoinducer concentration, as downstream members of
the population accumulate higher autoinducer concentrations
than those upstream (Kim et al. 2016). This autoinducer gradient
is likely weakened when flow fluctuates (Muhkerjee and Bassler
2019), as phases of no flow allow autoinducer molecules to accu-
mulate (e.g. throughout the biofilm), with faster fluctuations in
flow potentially leading to more uniform gene expression than
that of a population in a fluid flow rate that is slower to change.

In summary, environmental fluctuations affect the evolution
and heterogeneity of microbial populations: increasing hetero-
geneity in many cases, potentially decreasing heterogeneity
in others. The exact response of the population depends on
the timescale of fluctuations and how predictable they are. In
general, slow enough fluctuations allow evolution to optimize
a population for growth in a specific condition, conferring the

population a growth advantage when that environmental condi-
tion is present. Such may be the case when distinct populations
of the same species co-exist within an environment (i.e. found in
the same gut) (Arevalo et al. 2019). Sporadic enough fluctuations
confer an advantage to a population to hedge its bets across
diverse environmental conditions, ensuring that some members
of the population survive as the environment fluctuates.

Overall, the diverse strategies employed by microbial popu-
lations to respond to these fluctuations emphasize that environ-
mental fluctuations can represent a selective pressure to which
microorganisms evolve. We discuss in the next section one final
group of adaptations: adaptations that also confer benefits in
fluctuating environments (rather than one environmental con-
dition), but operate at the level of single cells.

SINGLE-CELL LEVEL RESPONSES TO
ENVIRONMENTAL FLUCTUATIONS

It has been long understood that microbes adapt their growth
and physiology to their environment. Currently, our understand-
ing of single-cell responses to environmental change derives
heavily from characterizations of single physiological transi-
tions from one steady state to another. Thus, the steady-state
model is the prevailing framework by which single-cell physiol-
ogy in dynamic environments is considered. Under this model,
a physiological steady state (e.g. growth rate, size or proteome)
exists for each environmental condition (Schaechter, Maaløe
and Kjeldgaard 1958; Scott et al. 2010). Upon sensing a shift in
environmental conditions, cells initiate a cascade of responses
to reach the physiological steady state characteristic of the new
condition (Kjeldgaard, Maaløe and Schaechter 1958; Leveau et al.
1999; Erickson et al. 2017). However, what happens when a cell
experiences environmental fluctuations on timescales faster
than the timescale required to fully reach the corresponding
physiological steady states? Recent studies of microbial growth
under fluctuating conditions have observed responses that are
independent of this latter timescale, finding a different response
to repeated fluctuations than single environmental shifts. These
responses again demonstrate how microbes have evolved spe-
cific adaptations for fluctuating environments including at the
level of single cells, which represents the focus of this section.

Microbial anticipation of environmental fluctuations

Some microorganisms have evolved the ability to anticipate
environmental fluctuations and initiate behaviors prior to a
change in environmental conditions, rather than after. Tempo-
rally regulated gene expression is one means by which microbes
anticipate a change and physiologically prepare before the
change occurs. Like plants and animals, fungi and cyanobac-
teria use endogenous circadian rhythms to coordinate their
metabolism with daily cycles of sunlight, anticipating environ-
mental changes (e.g. sunrise) and initiating changes in mRNA
and protein abundance in advance (Cohen and Golden 2015).
For some cyanobacteria, this cycling of gene expression tempo-
rally separates photosynthesis from nitrogen fixation: two pro-
cesses that are inefficient to co-express within the same indi-
vidual, given that oxygen (a product of photosynthesis) inhibits
nitrogenase activity (Golden et al. 1997). Instead, single cells
manage both metabolic processes by photosynthesizing during
the day and upregulating nitrogenase activity just before the
onset of darkness. These diel fluctuations in gene expression
are genome-wide and regulated, at least in the cyanobacterium
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Figure 7. Physiological adaptations to environmental fluctuations at the single-

cell level. (A) Some microorganisms anticipate environmental change by sensing
the occurrence of an environmental condition that reliably precedes the antic-
ipated condition. Increased temperature is one such example. E. coli upregu-

lates genes for anoxic conditions long before experiencing a decrease in oxygen
concentration (Tagkopoulus, Liu and Tavazoie 2008). (B) Some single-cell physi-
ologies that emerge in fluctuating environments are distinct from steady-state
physiologies. Some may arise while following the steady-state model, if the envi-

ronment fluctuates on timescales faster than cells can reach each physiological
steady state. This produces mixed physiologies, with partial expression of genes
associated with both steady states. Alternatively, some single-cell physiologies
are novel fluctuation-adapted physiologies, induced by environmental fluctu-

ations to provide a growth advantage when environments fluctuate at certain
timescales.

Synechococcus elongatus, by the clock gene cluster kaiABC, likely
through fluctuations in the phosphorylation state of the tran-
scription factor KaiC (Ishiura et al. 1998). This circadian rhythm
produces daily oscillations in mRNA and protein even when
cyanobacteria are transferred into an environment with contin-
uous light, demonstrating how the periodicity of expression is
an evolved anticipatory response rather than a response trig-
gered by an environmental cue (Golden et al. 1997).

Some environmental fluctuations are not as periodic as
day–night cycles yet predictable enough for microorganisms to
evolve adaptations to anticipate them. For example, Actinobac-
teria are heterotrophs that have no photosystems; they cannot
convert light into chemical energy. Yet, Actinobacteria grow faster
and transcriptionally upregulate sugar transport and breakdown
pathways in light (Maresca et al. 2019). This upregulation of cel-
lular activity in light is thought to be a means by which Actinobac-
teria anticipate the release of organic material from primary pro-
ducers and adjust their physiology to prepare for the upcoming
increase in nutrient availability.

Anticipatory adaptions also enable E. coli to physiologically
prepare for environmental fluctuations in the gut. As it trav-
els along the mammalian gut, E. coli encounters lactose before
maltose and thus activates the expression of maltose operons
upon exposure to lactose. This transcriptional coupling was lost
in laboratory-evolved strains grown in lactose without subse-
quent exposure to maltose for 500 generations (Mitchell et al.
2009). Similarly, upon entering the oral cavity of the mammalian
host, E. coli uses the increase in temperature as a predictive sig-
nal for the impending drop in O2 levels characterizing the near
anaerobic gut (Tagkopoulus, Liu and Tavazoie 2008) (Fig. 7A). In
wild-type cells, increased temperature triggers the transcription

of anaerobic pathways prior to the environmental drop in oxy-
gen. Experiments evolving E. coli in an environment that fluctu-
ated every 40 min between high temperature with high oxygen
and low temperature with low oxygen—both conditions oppo-
site to the wild-type association—successfully decoupled the
sensing of temperature from oxygen-related physiological reg-
ulations. Strains evolved after 100 h of evolution in the fluctu-
ating environment exhibited reduced transcription of anaero-
bic genes after a temperature shift when compared with the
ancestral strain (Tagkopoulus, Liu and Tavazoie 2008). The evolu-
tion of this decoupling suggests that transcriptionally mediated
anticipatory adaptations are advantageous in predictable envi-
ronmental fluctuations slower than the timescale required for
cells to physiologically remodel (Te > Tm). Temperature and oxy-
gen fluctuations occurring much faster than protein turnover
timescales would cause cells to be maladapted to frequently
occurring environmental conditions, by containing proteins spe-
cific to opposite environments.

In summary, diverse microorganisms have evolved anticipa-
tory adaptations that physiologically prepare a cell for life in a
specific condition (e.g. anaerobic metabolism) before that condi-
tion is present (e.g. low oxygen). These adaptations temporally
regulate gene expression to prepare cells for predictable envi-
ronmental fluctuations occurring on timescales substantially
slower than that required to physiologically remodel (i.e. fully
adjust the proteome). We next discuss possible single-cell adap-
tations for growth in environments than fluctuate substantially
faster.

Stable physiologies despite environmental fluctuations

Single bacterial cells appear to have physiological adaptations
that benefit growth in minute-scale nutrient fluctuations. A
recent study exposed E. coli to two different environments: (i) a
fluctuating environment in which nutrient fluctuated between a
high and low concentration on timescales between 30 s to 60 min
and (ii) a steady environment (e.g. high nutrient) in which cells
reach steady-state growth before experiencing a nutrient shift
to the other steady environment (e.g. low nutrient) (Nguyen et al.
2020). Quantifications of single-cell growth rate from each envi-
ronment, which used the same high and low nutrient concen-
trations, revealed distinct growth rate dynamics between cells
grown in fluctuating vs. steady environments. After a nutrient
shift, cells grown in a steady environment transitioned to a new
steady-state growth rate over a timescale of hours. In contrast,
cells grown in fluctuating environments showed an extremely
rapid response, stabilizing in growth rate within minutes after a
nutrient shift, but at a growth rate lower than the characteristic
steady-state growth rate of the immediate nutrient concentra-
tion. This stability in growth rate indicates that these cells had
adopted a stable fluctuation-adapted physiology, rather than
continuously transitioning between the steady-state physiolo-
gies characteristic of high and low nutrient (Fig. 7B). This devi-
ation in growth rate dynamics between steady and fluctuating
environments demonstrates how stable bacterial physiologies
can emerge after exposure to environmental fluctuations occur-
ring on minute timescales.

Physiological stability despite environmental change can
confer growth or motility advantages during environmental
fluctuations, particularly those on fast timescales. E. coli phys-
iologically adapted to minute-scale nutrient fluctuations exhib-
ited a greater average growth rate than predicted based on the
growth rate dynamics of steady-state-adapted cells exposed to
single shifts in nutrient concentration (Nguyen et al. 2020). The
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molecular underpinnings of this physiology remain to be elu-
cidated, though it appears that fluctuation-adapted cells sus-
pend transitions between steady-states in favor of prioritizing
higher immediate growth rates. A stability or unresponsiveness
to environmental change, or noise, has been similarly theorized
to increase growth rate in microbial populations exposed to rel-
atively quickly fluctuating environments (Melbinger and Vergas-
sola 2015).

The expression of bacterial motility has also been observed
to be stable despite environmental fluctuations in hydration. P.
putida requires an aqueous environment to swim; however, after
a period of dry conditions, motility rapidly resumes upon the
return of hydrated conditions. One study exposed wild-type P.
putida and flagellar mutants (�fliC) to overwhelmingly dry con-
ditions, punctuated by increases in water availability for 5 min
at a time, twice per day, and found that wild-type cells exhib-
ited greater dispersal than mutants, which exhibited compa-
rable dispersal to wild-type cells exposed to only dry environ-
ments (i.e. no pulse in water availability) (Dechesne et al. 2010).
The ability of wild-type cells to disperse within such fleeting
exposures to water indicates that the ability to swim was stably
maintained throughout the dry periods and activated immedi-
ately upon the replenishment of water. Thus, it appears that the
rapid and stochastic nature of some environmental fluctuations
may necessitate the stability of certain physiological functions
(i.e. growth and motility) in order for those functions to be an
advantage to individual cells.

Timescale-dependent effects on microbial growth and
gene expression

Which environmental timescales produce the most accentu-
ated effects on microbial physiology depends on the timescale
of key physiological functions within the cell. E. coli do not
simply average their nutrient environment, even when fluctu-
ations are on timescales as fast as seconds. When nutrient fluc-
tuated between 30 s to 60 min timescales, the average growth
rate of individual E. coli cells was observed to decrease with
increasing nutrient timescales (Nguyen et al. 2020). For nutri-
ent fluctuations much slower than 60 min, growth rate was pre-
dicted to increase with increasing nutrient timescale. A simi-
lar study measured the growth rate of photosynthetic microor-
ganisms, the cyanobacteria Synechococcus elongatus and the alga
Chlamydomonas reinhardtii, under fluctuating light conditions on
timescales ranging between 0.1 s and 27 h and found that fluc-
tuations occurring every 10–100 s resulted in the greatest losses
in growth rate (Graham et al. 2017). These 10–100 s timescales,
Te, are on the order of the slow deactivation kinetics of Rubisco
Activase, Tm, which activates in light and deactivates without
irradiance with a lag time that substantially penalizes growth
at these timescales (Te ∼ Tm). Fluctuations in light at faster or
slower timescales suffered less of a growth penalty, by escaping
the lag time penalty (Te < Tm) or diminishing it (Te > Tm). This
form of timescale-dependency in growth due to protein-specific
kinetics likely applies not only to enzymes, like Rubisco Acti-
vase, but also transporters and all other molecules with process-
determining biochemical kinetics.

Environmental fluctuations on timescales similar enough to
protein expression timescales can produce mixed physiologies
within individual cells and reduce lag times generally associated
with microbial responses. Because glucose represses the expres-
sion of lac operon genes (i.e. genes for growth on lactose) (Görke
and Stülke 2008), E. coli previously grown in steady glucose upon

the start of fluctuations respond to the first shift to lactose with
a lag time in growth (Lambert and Kussell 2014). Growth rate
drops immediately after the shift to lactose before increasing
again, as proteins for growth on lactose are synthesized. How-
ever, E. coli subjected to minute-scale fluctuations between glu-
cose and lactose have been shown to exhibit little to no lag in
growth rate, as measured by imaging a population’s single-cell
elongation rate, suggesting that a mixed physiology in which
cells contain protein for growth on both can arise in response
to fluctuating environments (Lambert and Kussell 2014). Minute
timescales are long enough to enable mRNA transcription and
protein translation, yet shorter than protein half-lives (Fig. 3B).
Thus, under minute-scale fluctuations between glucose and lac-
tose, lac operon proteins produced during exposures to lactose
can persist through the glucose phases to enable growth on lac-
tose when it returns. This poor synchronization of transcrip-
tional activity and protein abundance is a feature of microbial
gene expression in dynamic environments (Moran et al. 2013)
and represents another mechanism by which microbial physi-
ology is controlled by environmental fluctuations (Fig. 7B).

This form of protein memory, accrued over repeated fluc-
tuations, may provide individual cells a means of sensing and
responding to the timescale of environmental fluctuations. A
recent study proposed a model by which the accumulation of
FtsZ, a bacterial cell division protein, can link the timing of
nutrient fluctuations with the timing of cell division (Sekar et al.
2018). Experimentally, E. coli were starved in carbon-free envi-
ronments until they ceased to divide before then being exposed
to intermittent 10 s pulses of glucose every 3–5 min. Upon expo-
sure to glucose fluctuations, cells exposed to higher frequen-
cies (3 min) resumed cell division faster than cells exposed to
lower frequencies (5 min). In the model, extracellular glucose
fluctuations drove intracellular FtsZ fluctuations, which induce
cell division once the cell accumulates a threshold concentra-
tion of FtsZ (Sekar et al. 2018; Si et al. 2019). Thus, the model
predicts that FtsZ accumulates faster when nutrient availabil-
ity occurs more frequently. Because nutrient timescale and
quantity were coupled in this study, whether different fluctu-
ating timescales that deliver equal amounts of nutrient could
enable different rates of FtsZ accumulation remains to be deter-
mined. Such empirical validation would support a mechanism
of protein accumulation, or the levels of other macromolecules
such as glycogen (Sekar et al. 2020), as a physiological mecha-
nism by which cells sense and respond to different fluctuating
timescales.

OUTLOOK: EXPANDING OUR
UNDERSTANDING OF MICROBIAL RESPONSES
TO ENVIRONMENTAL FLUCTUATIONS

Whenever we try to understand a microbial process in nature,
we ought to pay careful attention to the temporal compo-
nent of environmental variability, as these fluctuations have
major qualitative and quantitative effects on diverse pro-
cesses. At every organizational level of microbial life, studies
directly focused on how fluctuations affect microbial behavior
have found diverse and often remarkable examples of micro-
bial strategies that have evolved for life in dynamic envi-
ronments. Similarly, studies in fluctuating environments have
found timescale-dependent microbial responses. Environmen-
tal fluctuations can determine single-cell growth rates (Nguyen
et al. 2020), the fixation of an allele in a population (Lin and Kus-
sell 2016) and a community’s metabolic output (DeAngelis et al.
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2010) based on the relative timescale between environmental
fluctuations and microbial response.

Studies that have successfully characterized an effect of fluc-
tuations on a microbial process have an understanding for the
timescales of that process. One important approach has been to
shift microbes from one steady condition to another (Kjeldgaard,
Maaløe and Schaechter 1958; Baumann et al. 1996; Schreiber et al.
2016; Erickson et al. 2017), mimicking one single shift within a
sequence of fluctuations and measuring the timescale required
for the microbial community, population or single cell to stabi-
lize. While recent work has demonstrated that some responses
to fluctuations fundamentally differ from responses to single
shifts (Nguyen et al. 2020), still many responses have been elu-
cidated from single-shift experiments. Similarly, a pulse in the
environment can determine the timescale of processes such as
species colonization or extinction: processes with effects that
persist even after the environment has returned to the pre-pulse
condition (Fig. 4C). For example, a 6-day period of increased
gut osmolality induced the extinction of some abundant bac-
terial species, producing a new community composition that
persist even after normal conditions returned (Tropini et al.
2018). Observing colonization is more difficult. A 5-day pulse
of porphyran in mouse diets enabled an introduced porphyran-
degrading Bacteroides strain to maintain a stable abundance in
the gut for 10 days after the privileged nutrient was removed
(Shepherd et al. 2018). From this, we learn that the stability in
Bacteroides abundance outlasts the pulse by several days. How-
ever, we cannot determine if this colonization decays in weeks,
months or ever.

Determining the timescale of a microbial response to fluc-
tuations generates hypotheses for the biological mechanism
underlying it. The remarkably consistent 1-cm spacing between
all conical stromatolites formed in the last 2.8 billion years is
now understood to be due to daily fluctuations in the metabolic
activities of photosynthetic microorganisms (Petroff et al. 2010),
a coupling between environmental and microbial fluctuations
that have remained unchanged by time. Similarly, the type
of response also provides mechanistic clues. E. coli has been
observed to evolve generalist or specialist nutrient consump-
tion strategies under nutrient fluctuations, depending on nutri-
ents fluctuated (Sandberg et al. 2017). Generalists evolved under
glucose/glycerol or glucose/xylose fluctuations, and subpopula-
tions of specialist evolved under glucose/acetate fluctuations,
suggesting that the pre-existing structure of metabolic networks
may favor the emergence of certain strategies given specific
sources.

Determining the timescale of a microbial response to fluc-
tuations can also generate hypotheses for the types of envi-
ronmental fluctuations for which it is adapted. Sporulation, a
stochastic process by which growing Bacillus subtilis cells can dif-
ferentiate into cells that are competent for DNA uptake (Süel
et al. 2006) or into non-growing spores (Veening et al. 2008b),
has been demonstrated to increase fitness in environments that
fluctuate between nutrient availability and starvation (Siebring
et al. 2014). Another form of bet-hedging strategy, the ability to
sporulate is suggestive of unpredictable and challenging fluc-
tuations, such as those in soils where up to 95% of microbial
cells are estimated to be dormant at any given time (Jones and
Lennon 2010; Couradeau et al. 2019). Similarly, it has been pro-
posed that, in bacterial chemotaxis, the length of time over
which the chemoattractant signal is time-averaged may have
evolved in response to environmental timescales, allowing bac-
teria to sense changes in ligand concentration at a timescale rel-
evant to affect swimming direction (Mora and Nemenam 2019).

Finally, the diverse foraging strategies observed in different bac-
teria suggest that some may encounter higher fluctuation fre-
quencies than others (Yawata et al. 2014; Smriga et al. 2016).

Overall, environmental fluctuations affect microbial physi-
ology, ecology and evolution and thus have important impli-
cations to microbial ecosystems. To quantitatively bridge the
microbial responses reviewed here with ecosystem dynamics,
an important future direction will be to develop methods to
characterize complex community dynamics under faster fluc-
tuations (i.e. minute-scale). In the lab, combining the chemo-
stat cultivation and monitoring of communities (Carrero-Colón,
Nakatsu and Konopka 2006) with previously established tech-
niques to dynamically measure gene expression and metabo-
lite production (Baumann et al. 1996, 1997) would provide key
insights into how communities respond to environmental fluc-
tuations on these timescales. In the lab and in the field, studies
should also note the differences in mRNA and protein timescales
when planning measurements of gene expression (Moran et al.
2013) and consider selecting for triphosphate mRNA, to avoid
also measuring degradation targeted monophosphate tran-
scripts (Celesnik, Deana and Belasco 2007), which have slower
half-lives. Finally, the majority of our knowledge on bacterial
responses comes from fast-growing, easily cultured organisms.
However, many ecosystems are dominated by slow-growing,
less studied organisms, with fundamentally different responses
to environmental change. Determining what fluctuations elicit
which responses in these organisms will provide an important
missing element in our understanding of microbial processes in
their natural habitats.

ACKNOWLEDGMENTS

The authors are grateful to Francesco Carrara, Johannes
Keegstra, Russell Naisbit and Jeanette Wheeler for comments on
our manuscript. We also thank our reviewers and editor for criti-
cal feedback that enhanced this work, and Cherry Gao and Ulrike
Pfreundt for informative discussions.

SUPPLEMENTARY DATA

Supplementary data are available at FEMSRE online.

FUNDING

This work was supported by the Gordon and Betty Moore Foun-
dation [Grant GBMF3783 and GBMF3801 to RS], the Simons
Foundation [Grant 542395 to RS] and the Swiss National Science
Foundation [Grant 315230 176189 to RS].

Conflict of Interest. None declared.

REFERENCES

Acar M, Mettetal JT, Van Oudenaarden A. Stochastic switching
as a survival strategy in fluctuating environments. Nat Genet
2008;40:471.

Ackermann M. A functional perspective on phenotypic het-
erogeneity in microorganisms. Nat Rev Microbiol 2015;13:
497–508.

Ahmerkamp S, Winter C, Janssen F et al. The impact of bed-
form migration on benthic oxygen fluxes. J Geophys Res-Biogeo
2015;120:2229–42.

https://academic.oup.com/femsre/article-lookup/doi/10.1093/femsre/fuaa068#supplementary-data


14 FEMS Microbiology Reviews, 2021, Vol. 45, No. 4

Arevalo P, VanInsberghe D, Elsherbini J et al. A Reverse Ecology
Approach Based on a Biological Definition of Microbial Pop-
ulations. Cell 2019;178:820–34.

Azam F, Malfatti F. Microbial structuring of marine ecosystems.
Nat Rev Microbiol 2007;5:782–91.

Balaban NQ, Merrin J, Chait R et al. Bacterial persistence as a phe-
notypic switch. Science 2004;305:1622–5.

Baumann B, Snozzi M, Zehnder AJ et al. Dynamics of denitrifi-
cation activity of Paracoccus denitrificans in continuous cul-
ture during aerobic-anaerobic changes. J Bacteriol 1996;178:
4367–74.

Baumann B, van der Meer JR, Snozzi M et al. Inhibition of den-
itrification activity but not of mRNA induction in Paracoc-
cus denitrificans by nitrite at a suboptimal pH. Antonie van
Leeuwenhoek 1997;72:183–189.

Beaumont HJ, Gallie J, Kost C et al. Experimental evolution of bet
hedging. Nature 2009;462:90–3.

Becker KW, Harke MJ, Mende DR et al. Combined pigment and
metatranscriptomic analysis reveals synchronized diel pat-
terns of phenotypic light response across domains in the
open ocean. ISME J 2020.

Billerbeck M, Werner U, Polerecky L et al. Surficial and deep
pore water circulation governs spatial and temporal scales
of nutrient recycling in intertidal sand flat sediment. Mar Ecol
Prog Ser 2006;326:61–76.

Blackburn N, Fenchel T, Mitchell J. Microscale nutrient patches in
planktonic habitats shown by chemotactic bacteria. Science
1998; 282:2254–6.
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