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[Abstract] The application of artificial intelligence (AI) technology in the medical field has 
experienced a long history of development. In turn, some long-standing points and challenges in 
the medical field have also prompted diverse research teams to continue to explore AI in depth. 
With the development of advanced technologies such as the Internet of Things (IoT), cloud 
computing, big data, and 5G mobile networks, AI technology has been more widely adopted in the 
medical field. In addition, the in-depth integration of AI and IoT technology enables the gradual 
improvement of medical diagnosis and treatment capabilities so as to provide services to the public 
in a more effective way. In this work, we examine the technical basis of IoT, cloud computing, 
big data analysis and machine learning involved in clinical medicine, combined with concepts of 
specific algorithms such as activity recognition, behavior recognition, anomaly detection, assistant 
decision-making system, to describe the scenario-based applications of remote diagnosis and 
treatment collaboration, neonatal intensive care unit, cardiology intensive care unit, emergency 
first aid, venous thromboembolism, monitoring nursing, image-assisted diagnosis, etc. We also 
systematically summarize the application of AI and IoT in clinical medicine, analyze the main 
challenges thereof, and comment on the trends and future developments in this field.
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The World Health Organization points out that 
the global health manpower shortage is still severe 
and that the health of the global population will be 
seriously affected if the problem is not addressed in a 
timely manner[1]. At present, the total number of nurses 
in the world is 27.9 million and the employment gap is 
as high as 5.9 million, which far from meets the global 
demand for medical services[2]. According to a study 
published in the Lancet, more than 3.6 million people 
die each year from lack of medical resources in low-
and middle-income countries[3].

1 RESEARCH BACKGROUND AND SIGNIFI-
CANCE

In 2019, the global population aged 65 and over 
amounted to 703 million, and the number of elderly 
people is expected to double to 1.5 billion by 2050[4]. 
The elderly are a population with a high incidence of 
disease, usually coexisting diseases, and their demand 
for medical services is much higher than that of the 
general population. Some survey data suggest that 80% 

of adults aged 65 and older have at least one chronic 
disease and that 68% have two or more[5]. For example, 
nearly two-thirds of the elderly in the United States 
and Germany have comorbidities[6, 7], about three-
quarters of those over the age of 75 in Australia have 
comorbidities[8], and nearly 1/5 of the elderly in China 
suffer from at least two chronic diseases[9]. All of these 
scenarios negatively affect the health system around 
the world.

In 2020, a sudden COVID-19 pandemic swept 
across more than 200 countries around the world. The 
surge of critically ill patients in a short period of time 
forced many countries’ medical resources to be stretched 
and overwhelmed, which posed a tremendous impact 
on the global health system. In the post-epidemic era, 
we are still faced with multiple unavoidable challenges, 
such as an insufficient supply of medical resources, an 
uneven distribution of high-quality medical resources, 
an imperfect medical service system, and insufficient 
medical and health service quality.

The breakthrough and development of new-
generation information technologies such as artificial 
intelligence (AI), Internet of Things (IoT), and big data 
provide the best option to solve the above-mentioned 
problems. The biggest advantage of AI in the medical 
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field is its accuracy and efficiency, which helps doctors 
make more suitable decisions and thereby greatly 
improves the standard of diagnosis and treatment and 
improves the efficiency and quality of medical services. 
With the advantages of comprehensive perception, 
reliable transmission and intelligent processing, IoT 
can gather, integrate, classify and exchange real-
time data on a large scale around the clock, and 
realize dynamic perception, comprehensive coverage, 
ubiquitous connection and the mobile interconnection 
of the health care system. Big data analysis technology 
provides high-quality data sets for AI’s continuous 
training and optimization of algorithm models, which 
enable clinical decision support systems to be more 
intelligent.

In the past few decades, countries have actively 
explored the application of AI, IoT and other new 
technologies in the medical field, and have constantly 
driven the innovation and development of the medical 
industry. In terms of medical collaboration, AI, IoT and 
high-definition video technology are used to realize 
bedside vital sign monitoring, remote ward rounds, 
etc. For example, in the COVID-19 pandemic, the 
combination of 5th Generation Mobile Communication 
Technology (5G), IoT and audio and video technology 
has enabled critical medical experts in different 
locations to communicate with bedside medical staff 
in two-way audio and video in real time, view patients’ 
vital signs and patients’ electronic medical records and 
other clinical data in real-time, guide medical staff 
to make clinical decisions quickly and accurately, 
and demonstrate its significant role in scientific and 
technological anti-pandemic effects[10–12]. In the aspect 
of critical treatment, IoT is used to collect and display 
the vital sign data of various types of medical equipment 
connected by critically ill patients, and to configure 
collection items and early warning items individually, 
so as to facilitate doctors and nurses to monitor patients’ 
vital signs in real-time, realize intelligent alarm after 
exceeding the critical value of patients’ signs, predict 
patients’ life-threatening risks, accurately analyze the 
best treatment time, and adjust the treatment plan in 
time[13]. In terms of emergency services, 5G and IoT 
technology is used to realize unified management 
of patients’ vital sign information, audio and video 
information and pre-hospital first aid electronic medical 
record information in the transfer stage of pre-hospital 
first aid. These techniques help realize the concept 
of admission “as soon as you get on the bus”. At the 
same time, AI technology helps achieve intelligent 
scheduling, intelligent triage and accurate auxiliary 
diagnosis to seize prime opportunities to improve the 
survival rate of critically ill patients[14]. In the field of 
medical imaging, deep learning algorithms have been 
widely used in different modalities, such as CT, MRI, 
PET, and ultrasound, as well as the application of tumor 

detection, segmentation, disease prediction, etc[15]. As a 
result, excellent results have been achieved in the fields 
of lung nodule detection[16], diabetic retinopathy (DR) 
screening[17], and the accurate diagnosis and treatment 
of cardiovascular diseases[18].

This paper summarizes the relevant technical 
basis of AI and IoT in terms of their applications 
in clinical medicine, analyzes the main challenges 
thereof, and discussed various ideas and opinions for 
future research.

2 TECHNICAL BASIS

The application of AI in clinical medicine mainly 
involves IoT, cloud computing, big data analysis, 
machine learning, etc. The following sections briefly 
describe the definition of each technology and the 
related core content.
2.1 Technical Framework

The technical framework involved in the 
application of AI in clinical medicine is shown in fig. 1. 
According to this figure, AI applications can be divided 
into three levels from bottom to top, as follows: (1) 
the basic layer, which mainly includes IoT and cloud 
computing; (2) the data layer, which mainly includes 
basic data, business data, subject data, etc.; and (3) the 
data analysis layer, which mainly includes big data 
analysis and machine learning.
2.2 Internet of Things 

IoT is an important component of the new 
generation of information technology. IoT applies 
a variety of information sensing devices to detect 
in real-time any object or process that needs to be 
monitored and combines them across the internet 
to form a large integrated network. Its purpose is to 
achieve a connection between a variety of objects and 
people to facilitate their identification, management 
and control. The core and foundation of IoT is still the 
internet, which extends and expands the client and his/
her associated network to many goods and objects and 
exchanges and communicates information[19–21].

IoT technology is integrated by a variety of 
technologies, among which sensor networks, radio 
frequency identification (RFID) and quick response 
(QR) codes allow devices to obtain data from the 
physical world. Solutions such as Bluetooth, wireless 
local area network (WLAN), and the internet provide 
channels for data transmission. The key technologies 
involved in the implementation, application and 
research of IoT mainly involve a perception layer, 
network layer and application layer. The application 
layer is the final component that uses IoT to obtain 
data. The technologies required for IoT focus on the 
perception layer and the network layer. In this regard, 
the sensing layer involves QR code technology, 
RFID, sensor technology, etc. By contrast, the general 
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Fig. 1 Technical framework of the application of AI in clinical medicine
AI: artificial intelligence; IaaS: Infrastructure as a Service; IoT: internet of things; LoWPAN: low power wireless 
personal area network; M2M: machine to machine; NB-IoT: narrow band IoT; PaaS: Platform as a Service; RFID: 
radio frequency identification; SaaS Software as a Service

technologies of the network layer include WiFi, narrow 
band IoT (NB-IoT), Zigbee, mobile communication 
technology (4G/5G, etc.), low power wireless personal 
area network (LoWPAN) and machine to machine 
(M2M) technology, etc[22]. Among these, 5G is a 
new generation mobile communication network that 
involves a high speed and low delay Dalian connection. 
5G therefore greatly promotes the development of 
IoT and better meets the needs of IoT applications, 
including mobile medical and emergency needs[23].

IoT serves a vital role in the medical industry, 
especially as 5G empowers the existing medical service 
system, and enables medical staff, patients, and hospital 
managers to work smarter, more accurately, and more 
actively. This allows clinical care to develop rapidly 
toward mobile, intelligent, and visualized modes, while 
also improving service capabilities and management 
efficiency with telemedicine, emergency and first aid. 
IoT also facilitated new application scenarios such as 
diagnosis and treatment collaboration and intensive 
care based on 5G converged networks[24].
2.3 Cloud Computing

Cloud computing is a type of distributed 
computing that decomposes the huge data computing 
processing programs into countless mini programs 
through the “cloud” network. The cloud then processes 
and analyzes these mini programs through a system 
composed of multiple servers to obtain the results 
and return them to users. Cloud computing is a new 
computing paradigm that aims to provide end users 
with a reliable, customized and dynamic computing 
environment with quality of service assurance. In 

general, cloud computing service types are divided into 
three categories, namely Infrastructure as a Service 
(IaaS), Platform as a Service (PaaS) and Software as a 
Service (SaaS)[25, 26].

The implementation of cloud computing requires 
a variety of technologies[27]. Virtualization technology 
provides a virtualized information technology (IT) 
infrastructure on demand and allows users to access 
cloud resources through a customized network 
environment. This is the foundation of cloud computing 
since it provides flexible and scalable hardware services. 
Service process and workflow technology automatically 
arrange services from different sources and types by 
providing a complete set of service templates to form 
a transparent and dynamic service flow or workflow 
transparently for users. Service-oriented architecture 
(SOA) technology and cloud computing services are 
usually exposed as web services, which need to follow 
industry standards such as web service description 
language (WSDL) and universal description discovery 
integration (UDDI). Network storage technology and 
programming models use network storage technology 
to provide storage capacity for users to rent, and 
provide users with simple cloud programming models 
to adapt to the cloud infrastructure.

Cloud computing makes it possible to provide 
medical services with high efficiency and low cost, 
and helps to improve the quality of patient services. 
For example, the use of cloud computing can achieve 
data exchange and sharing between different systems, 
achieve mutual recognition of test results, provide 
strong support for remote consultation, enlarge high-
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quality medical resources, and alleviate the difficulty 
of seeing a doctor[28].
2.4 Big Data Analysis

The purpose of big data analysis is to extract 
knowledge, help make predictions, identify trends, 
find hidden information, and make decisions[29]. 
Data mining technologies mainly include clustering 
analysis, classification mining algorithms, text mining 
algorithms and data visualization techniques.

Cluster analysis divides data into different 
groups according to some measure of closeness. 
This is an exploratory analysis that functions by 
giving a classification rule in advance and can 
automatically classify sample data. The classification 
mining algorithm aims to establish a map from the 
input data to the classification labels. Classification 
mining algorithms mainly include a decision tree[30], 
Bayesian inference[31], and artificial neural networks 
(ANNs)[32]. Decision tree learning is a case-based 
inductive learning algorithm, which focuses on 
inferring the classification rules expressed in the 
form of decision tree from a group of disordered and 
irregular cases. Bayesian inference is a graphical 
pattern technique used to represent the connection 
probability between variables, and provides a natural 
method to represent causal information to discover 
the potential relationship between data. An ANN is a 
parallel nonlinear dynamic system model, which is a 
mathematical model for information processing similar 
to the structure of synaptic connections in the brain. 
The text mining algorithm[33] is a process of obtaining 
users’ interested or useful patterns from unstructured 
text information, and extracting previously unknown, 
understandable and ultimately available knowledge 
from a large number of text data. This approach mainly 
includes text preprocessing, text word segmentation, 
text mining, semantic analysis, etc. Data visualization 
technology[34] refers to the theory, methodology and 
technology of using computer graphics and image 
processing technology to convert data into graphics or 
images, and to interactively display and process them.

Big data analysis technology can play an important 
role in disease prevention, diagnosis and treatment, 
clinical scientific research, and drug application effect 
comparison[35, 36].
2.5 Machine Learning

Machine learning is a special data-driven analysis 
method, which can build models automatically in order 
to find statistical patterns in high-dimensional and 
multivariate data sets. The theme of machine learning 
technology is pattern recognition, which provides 
support for the prediction and decision-making process 
of diagnosis and treatment planning[37, 38].

There are two main types of machine learning. 
The first method is supervised learning, which trains 
algorithms using specific examples. The machine 

receives a certain number of inputs and correct outputs, 
and learns to identify errors by comparing empirical 
results with the correct outputs. This way of learning is 
used when history can be used to predict future events 
and mainly focuses on classification and regression. 
Another method is unsupervised learning, where the 
machine must actively explore the data through a 
development model to discover hidden patterns in the 
data without being informed of any correct output. This 
method is often used to locate and distinguish outliers, 
and mainly focuses on clustering methods[20].

In the medical field, structured data accounts for 
about 20% of the current electronic medical records, 
and the other 80% is made up of unstructured data. 
In addition, the nature of medicine is a narrative, 
which implies that machine learning technology in the 
medical field needs to focus more on the relationship 
between organizing and establishing a large amount 
of unstructured raw data, and to use and understand 
such data on a large scale. This will be very beneficial 
to the medical field and may have a wide range of 
implications[20].

3 ALGORITHMS AND METHODS

The related applications of AI and IoT in clinical 
medicine are mainly related to activity identification, 
behavior recognition, anomaly detection, auxiliary 
decision-making, anonymization, privacy protection 
and other technical fields. The following is a brief 
description of the core algorithms and methods 
involved in various technical fields.
3.1 Activity Recognition

In clinical medicine, inertial sensors are mainly 
used to monitor the activities of patients using 
activity recognition technology. The main processing 
steps include preprocessing, segmentation, feature 
extraction, reduction and classification. Each step 
involves distinct algorithms and methods to properly 
execute[39].
3.1.1 Preprocessing    The data obtained by a sensor 
must first be preprocessed to remove high-frequency 
noise within the data. the methods that can be used 
include nonlinear, low-pass median, Laplace and 
Gaussian filters, etc. While useful information is 
retained, the original data still need to be represented. 
Common methods to do this include the following: 
Piecewise Linear Representation (PLR); Fourier 
Transforms (FTs), which can retain the original 
information and also reduce the dimension of data; and 
Wavelet Transforms (WTs), which can better represent 
functions with discontinuity and spikes. Among these 
methods, the Discrete-WT (DWT), where the wavelet 
is discretely sampled, is a powerful method to identify 
the conversion between gestures and to eliminate the 
noise in activities such as walking and running.
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3.1.2 Segmentation    The difficulty of continuous 
activity recognition is to extract important and useful 
information from continuous sensor data streams. 
Therefore, it is necessary to adopt a segmentation 
method of time series data, which can be in the form of 
sliding window, top-down, bottom-up, sliding window 
and bottom-up. Among these options, the sliding 
window algorithm is simple, intuitive and online, and 
is most popular in the medical field. This approach 
starts with a small time series and adds new data points 
until the fitting error of the potential segment is greater 
than a user-defined threshold.
3.1.3 Feature Extraction          The main feature types that 
can be extracted are as follows: time domain features, 
frequency domain features, time-frequency domain 
features, heuristic features, domain-specific functions, 
etc. Time domain features are extracted directly from a 
data segment, and include basic waveform features and 
signal statistics. The frequency domain characteristics 
focus on the periodic structure of the signal, which can 
be used to capture the periodicity of acceleration data 
in the frequency domain and can distinguish sedentary 
activity from strenuous activity. Time-frequency 
domain characteristics usually use wavelet technology 
to study the time-frequency characteristics of signals, 
and are mainly used to detect the transition between 
different activities. Domain-specific functions require 
functions tailored to specific applications, such as 
Time-Domain Gait Detection, which utilizes a time-
domain algorithm for gait detection in addition to the 
Fast Fourier Transform (FFT). As a result, the accuracy 
of step size detection can reach 95%.
3.1.4 Dimensionality Reduction    Dimensionality 
reduction generally includes feature selection and 
feature transformation. The purpose of feature selection 
is to select features with the strongest recognition 
ability and the greatest contribution to the performance 
of the classifier. This procedure will ultimately create 
a subset of the existing features and may be discovered 
using support vector machine-based feature selection, 
k-means clustering, Forward-Backward sequential 
search, etc. Feature transformation technology aims 
to map high-dimensional feature space to a much 
lower dimension, resulting in fewer original feature 
combinations. Effective methods for this include 
principal component analysis (PCA), independent 
component analysis (ICA), local discriminant analysis 
(LDA), etc.
3.1.5 Classification and Recognition    Threshold-
based techniques are widely used to distinguish 
activities of different intensities. By contrast, pattern 
recognition technologies include decision tables, 
decision trees, Nearest Neighbor (NN), Naïve Bayes 
(Naïve Bayes, NB), Support Vector Machines (SVMs), 
Hidden Markov Models (HMMs), Gaussian Mixture 
Models (GMMs), etc.

3.2 Behavior Recognition
Behavior recognition has always been a hot topic 

in computer vision research, and is also a key technical 
element in clinical applications. In intensive care, 
emergency rescue, rehabilitation and other scenarios, 
it can monitor the behavior of patients through remote 
video recording to effectively identify the movements 
of patients and provide a basis for treatment and 
evaluation. At present, the main methods of behavior 
recognition use a convolution neural network (CNN) 
or recurrent neural networks (RNN). The classic 
CNNs include AlexNet and VGG16, which can 
extract different features through various permutations 
and combinations of convolution, pooled and fully 
connected layers[40]. An RNN takes a piece of sequence 
data as the input, recurses in the changing direction of 
the sequence, and circulates the unit according to the 
chain connection[41]. Nowadays, most of the existing 
behavior recognition algorithms based on deep learning 
are developed on the basis of a double-stream network, 
3D CNN and RNN, especially long short-term memory 
(LSTM).

For the deep learning algorithm of double-stream 
network-based behavior recognition, the object of 
behavior recognition is more video. Compared with a 
single picture, this algorithm needs to add time series 
information. Therefore, the double-flow convolution 
network learns the characteristics of spatial flow and 
time flow separately, and finally integrates them to 
obtain the recognition result. This method makes up 
for the lack of time flow characteristics in traditional 
methods. At the same time, the double-flow network 
can further subdivide the time flow into local time flow 
and global time flow, resulting in a three-flow network 
that can improve the robustness of spatio-temporal 
information and the accuracy of recognition results[42, 43].

In the 3D convolution-based behavior recognition 
deep learning algorithm, the 3D convolution results 
include height, width, and time dimensions. The 
optimal 3D convolution kernel size is recognized as 
3×3×3, and the network is designed with 8 convolution 
layers. 3D convolution includes the time dimension and 
can handle video data well, but the parameter settings 
are very complicated. Therefore, another P3D residual 
network (Pseudo-3D ResNet) that reduces network 
parameters can be used by employing ResNet’s 
network framework with a 1×3×3 convolution (to 
obtain spatial dimensional features) and a 3×1×1 
convolution (acquisition of time dimension features) in 
a cascade or in parallel instead of the 3×3×3 original 
3D convolution. At the same time, a 3D/2D hybrid 
convolution module (MiCT) can also be used to process 
video data. The MiCT module increases the depth of 
the 3D CNN, can generate more advanced 3D features, 
and reduces the complexity of learning 3D features and 
spatiotemporal feature fusion[44–46].
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In the LSTM network-based behavior recognition 
algorithm, the cyclic network module of an RNN can 
not only learn the current information, but also save the 
previous time series information. However, compared 
to the information with longer time series, an RNN is 
prone to the problem of gradient disappearance. At 
this time, an LSTM network can be used to solve this 
problem as it replaces the hidden layer nodes in the 
original RNN model with a memory unit and utilizes 
cell states to store historical information. Therefore, 
three gate structures are designed to update or delete 
the information in the cell state through a sigmoid 
function and point-by-point product operation[47, 48].
3.3 Abnormal Detection

The purpose of abnormal detection is that some 
data that are inconsistent with the rest of the data or 
do not follow the expected trends or characteristics[49]. 
Abnormal detection helps to identify abnormal 
behavior in medical treatment so as to improve the 
safety thereof. The main techniques of abnormal 
detection can be divided into supervised learning and 
unsupervised learning.

Supervised learning needs labeled data to create 
a training set and then uses a support vector machine 
or similar classifier to effectively perform supervised 
learning. However, in practice, the tagged data used 
for abnormal detection is rarely available and it is 
difficult to cover all possible exceptions that may 
occur in a domain. This often results in unsupervised 
learning being the most widely used for abnormal 
detection problems. Unsupervised learning is of special 
importance in unknown disease detection, new drug 
discovery, fault diagnosis and identification. Abnormal 
detection algorithms using unsupervised learning 
can be divided into distribution-based, depth-based, 
distance-based, clustering-based and density-based 
algorithms. The relatively simple unsupervised method 
is to use clustering algorithm to identify objects in 
small clusters or objects that are not assigned to any 
clusters. Based on the premise that exceptions occur in 
sparse neighborhoods, some unsupervised techniques 
are based on the distance between the instance and 
the nearest neighbor. The commonly used proximity 
algorithms are the approximate K-nearest neighbors 
(AKNN) method, reverse K-nearest neighbor (KNN) 
and local outlier factor. Other popular methods include 
statistical and probabilistic analyses. The abnormal 
detection method includes two steps: outlier analysis, 
score allocation and score transfer[49, 50].
3.4 Auxiliary Decision-Making

Auxiliary decision-making is used to improve the 
speed and accuracy of doctors’ diagnoses. It uses data 
mining technology to establish a classification model 
based on medical multi-dimensional data, and provides 
the corresponding diagnosis according to the new 
patient symptoms[51].

The prediction tasks of auxiliary decision-
making can be divided into two types: predictive and 
descriptive. The predictive task is to infer a function 
from a set of marked training samples by mapping data 
samples based on both the input and output (supervised 
learning). For example, a neural network, classification/
regression tree and support vector classifier/regression 
are supervised learning algorithms. By contrast, 
descriptive tasks attempt to infer untagged input data, 
such as clustering and association techniques. They 
group objects into clusters or find some interesting 
associations between variables in the database. These 
techniques include k-means clustering, hierarchical 
clustering and frequent itemset rule extractor. In these 
methods, clinical data classification is the key, which 
needs to be selected from ensemble, decision tree, rule-
based, Bayesian and neural network classifiers[52].

The C4.5 decision tree algorithm is a common 
classification algorithm with a main goal of building 
a decision tree from examples and their data sets. The 
algorithm follows the divide-and-conquer model, and 
each step tries to find the best attribute for segmenting 
the data set by calculating the entropy and information 
gain. Currently, a variety of data mining techniques have 
been used to diagnose a variety of diseases, including 
heart disease, diabetes, lung cancer, etc. In SVMs, 
KNNs and neural networks, C4.5 exhibits the highest 
accuracy. At the same time, compared with Bayesian 
networks, J48 exhibits a higher performance accuracy. 
Therefore, the decision tree is the most accurate 
classification model in medical applications[33].
3.5 Anonymization and Privacy Protection

The basic information of patients, test results, 
diagnostic information and prescription information 
all belong to the category of private information. 
This information cannot be identified by other users 
without authorization, and therefore privacy protection 
technology needs to be used in data sharing to ensure 
the security of patient data.

At present, privacy protection technology that 
is implemented all over the world is mainly the 
“anonymous” method. K-anonymous can prevent the 
disclosure of identifying information, but cannot prevent 
the disclosure of attribute information. L-diversity is 
a group-based anonymous form that protects privacy 
in the dataset by reducing the granularity of the data 
representation. It is an extension of the k-anonymous 
model, which uses methods such as generalization 
and suppression to reduce the granularity of the data 
representation so that any given record is mapped to 
at least k different records in the data[53]. T-closeness 
is a further improvement of the anonymization of the 
L-diversity group and also extends the L-diversity 
model. This method distinguishes the value of the 
attribute by considering the distribution of the value of 
the attribute, and exhibits a primary advantage in that it 
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intercepts the exposure of the attribute.
In order to prevent an attack and reveal personally 

private information from published data, a differential 
privacy protection method based on fog computing can 
be adopted. A data publishing algorithm based on this 
was developed using MaxDiff histogram technology. 
Differential privacy is realized by adding Laplacian 
noise to the dataset. Even if the attacker has strong 
background knowledge, the owner can protect personal 
privacy from invasion and can thus improve the 
efficiency of big data for protecting personal privacy[54].

To address the problem of data privacy protection 
in the process of machine learning and deep learning, 
differential privacy has improved and involves three 
privacy protection methods which include anonymizing 
first, learning first and anonymized learning. In the 
anonymizing first method, k-anonymous technology, 
followed by a machine learning algorithm, is used to 
anonymize the database. The learning first method first 
learns the data through a machine learning algorithm 
and then adds differential privacy noise to the results. 
In the anonymized learning method, each parameter in 
the machine learning model is anonymous[54].

4 CLINICAL APPLICATIONS

The in-depth integration of AI and IoT 
technologies enables the medical industry to become 
more intelligent and humane. This section summarizes 
and explains typical AI and IoT applications in clinical 
medicine.
4.1 Remote Diagnosis and Treatment Collaborations

In recent years, the advantages of remote 
diagnosis and treatment collaborations in optimizing 
the allocation of medical resources, reducing medical 
costs and improving the quality of medical services 
have become increasingly prominent. This focus has 
become a popular direction for medical development, 
and is also one of the important measures used to 
solve the problem of unequal allocation of medical 
resources[55].

Remote diagnosis and treatment collaborations, 
commonly known as remote consultation or remote 
medical consultation, refer to a kind of medical 
diagnosis that provides medical information through 
modern communication tools, computers and network 
technology to realize cross-regional medical diagnosis. 
It further formulates and improves the treatment plan, 
and through the integration of high-quality medical 
resources, ensures that patients receive an effective and 
standardized diagnosis and treatment plan[55].

Under the guidance of future trends, the dependence 
of the medical industry on IoT is converging on 
remote diagnosis and treatment collaborations. This 
collaboration can collect, record and analyze new 
data streams faster and more accurately by integrating 

resources such as computers, communication networks, 
medical technologies and devices, and by collecting 
and sharing information through the cloud[56]. Doctors 
are allowed to log into the telemedicine consultation 
system to designated beds through the internet, 
enabling patients to interact with medical experts 
and grass-roots medical staff in high-definition audio 
and video in a face-to-face way. This technology also 
allows doctors to consult patients about their illness 
and then share data in a secure environment. This 
solves the problem of uneven distribution of medical 
resources, breaks through the geographical barriers for 
patients to receive medical care, reduces the chances 
of infection and radiation among medical personnel[57], 
improves the efficiency of ward rounds, realizes the 
reduction of high-quality medical resources, develops 
visits to diagnosis, treatment, nursing and other medical 
services, improves the level of primary health care, and 
reduces health care costs.

The collaborative model has been applied in 
many medical fields, such as the medical imaging 
cloud platform, which can centrally store image 
data uploaded by hospitals and various cooperative 
medical institutions to realize the sharing of image 
data information across these institutions. At the same 
time, this network builds a remote image consultation 
platform with the central hospital as the main body, 
realizes the auxiliary recognition of medical images 
with the help of AI technology, constructs a super 
multi-disciplinary joint diagnosis and treatment model, 
and provides services that include remote consultation, 
remote guidance and remote training for grass-roots 
hospitals. This in turn enhances the accuracy of 
diagnosis and treatment, and improves the level of 
primary medical care. Fig. 2 is a schematic diagram 
of the remote image consultation platform with the 
central hospital as the main body.

With the rise of AI and IoT technology, telemedicine 
will gradually break through the limitations of current 
technology, allowing anyone to obtain quality and 
valuable medical services anywhere in the world. In the 
future, remote diagnosis and treatment collaboration 
will be available everywhere.
4.2 NICU Scenario Application

In 2019, data released by the United Nations 
Children’s Fund showed that 46% of deaths among 
children under the age of five occurred during the 
neonatal period[58]. With the improvement of obstetrics 
and neonatal intensive care treatment technology, the 
survival rate of premature infants, especially very 
low and ultra-low birth weight infants, has increased 
significantly. As a result, problems such as brain damage, 
infection, and breathing impairment of premature 
infants have gained more attention. How to predict 
early neonatal-related high-risk symptoms has evolved 
into the center of neonatal intensive care unit (NICU) 



1141Current Medical Science  41(6):2021

work. However, how to implement standardized, 
accurate, and evidence-based management in neonatal 
intensive care medicine and how to conduct in-depth 
clinical research are issues that need to be discussed 
by neonatologists. In recent years, the digital-driven 
clinical research paradigm has brought new ideas to 
clinical medicine[59, 60].

Based on the new concepts of big data, machine 
learning and AI technology, the digital-driven clinical 
research paradigm explores the correlation between 
data by obtaining the relevant information, algorithms 
and models of the research as comprehensively 
as possible. It is mainly reflected in two aspects, 
namely the in-depth development and utilization of 
multivariate data and the AI-aided clinical decision-
making system based on multi-dimensional data. In 
order to make full use of a large number of real-world 
patient information, it is necessary to collect, process 
and apply the data through medical IoT and other 
information technologies. AI-assisted interpretation 

of medical images, electroencephalograms (EEG), 
pathological pictures and fundus images can correctly 
carry out early warning and diagnosis of relevant 
diseases. Besides, the diagnosis and treatment 
decision-making system combined with medical 
history, pathology, imaging and patient outcomes can 
recommend individualized treatment plans and predict 
treatment prognosis for related diseases. Therefore, 
in neonatal critical medicine, we can learn from the 
success of the above-mentioned medical field[61, 62].

There are massive and multi-dimensional clinical 
data in the NICU, which suggests that the digital-
driven clinical research paradigm is helpful to realize 
the rapid and accurate diagnosis and treatment of 
critical newborns. For critical newborns, in addition 
to the collection of some routine symptoms and signs, 
the dynamic monitoring data of the instrument and 
the parameters of different developmental stages are 
also very important in clinical decision-making. Such 
important parameters include real-time vital sign data, 

Fig. 2 Schematic diagram of a remote imaging consultation platform with a central hospital as the main body
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blood biochemical data, EEG and imaging data. Fig. 
3 shows the monitoring of the vital signs of newborns 
during sleep using physiological radar monitoring 
systems (PRMS) based on IoT technology[63].

Clinical medicine is entering a digital age. The 
NICU is an important practical field to realize digital 
medical treatment. Combined with the real-time vital 
sign data of patients obtained by medical IoT, the data 
of electronic medical record systems and all kinds 
of imaging data can help machine learning and AI 
methods to actively explore the unknown of neonatal 
critical medicine[64, 65].
4.3 CCU Scenario Application

The cardiology intensive care unit (CCU) mainly 
treats critically ill patients with heart disease. In the 

treatment process, emerging technologies urgently need 
to be introduced to quickly and accurately identify the 
risk factors of critically ill cardiac patients, and then to 
help doctors make prognostic predictions and medical 
decisions.

In terms of the combination of AI and IoT, 
Kannathal et al[66] adopted neural network algorithm 
to collect ECG data from ECG machines through IoT 
for analysis and diagnosis. This work showed that 
these signals can be divided into normal, abnormal, 
and critical groups, with an accuracy of 99%, which 
is sufficient to identify critically ill heart patients. 
Fig. 4 shows the grading system for patients with 
heart disease. Sengupata et al[67] applied a cognitive 
computing method to identify and diagnose constrictive 
pericarditis and restrictive pericarditis by means of IoT 
and echocardiography data collected from ultrasound 
equipment.

The prognosis of critical heart disease is more 
complicated than that of ordinary heart disease. The 
use of AI and IoT technology to monitor patients 
and provide feedback plays an important role in the 
rehabilitation of patients with critical heart disease. 
Schoenrath et al[68] introduced an AI-assisted Lokomat 
system to train patients with “gait therapy” after 
cardiac surgery. The system can generate an exercise 
plan according to the condition of patients and 
feedback from the effect of exercise. At the same time, 
the program did not increase the risk of knife edge 
infection, and provided a safer and effective exercise 
rehabilitation method for patients after cardiac surgery. 
Ottaviano et al[69] developed a cardiac rehabilitation 
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Fig. 3 Monitoring of newborn’s vital signs based on IoT technology
PRMS: physiological radar monitoring systems; EMG: 
electromyography; EEG: electroencephalogram; ECG: 
electrocardiogram

Fig. 4 Schematic diagram of the grading system for heart disease patients
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system to improve the prognosis of patients with 
myocardial infarction. The system formulated exercise 
programs according to patients’ disease and lifestyle 
information and monitored patients’ vital signs during 
exercise to estimate their exercise intensity and 
promote productive exercise habits. This in turn helped 
realize individualized guidance for patients’ cardiac 
rehabilitation.
4.4 Scenario-Based Applications of Emergency and 
First Aid

Emergency treatment has always been faced with 
a relative lack of medical resources, including the 
need for rapid triage and treatment of emergency and 
critically ill patients, as well as the uneven level of 
diagnosis and treatment of medical staff. This directly 
points out that using AI and IoT technology to analyze 
and deal with a large number of emergency diagnosis 
and treatment data will provide important guidance for 
rapid and accurate diagnosis and treatment.

As an important part of the emergency medical 
system, pre-hospital first aid is of great significance 
for rescuing emergency and critically ill patients. 
This improves their prognosis and promotes recovery, 
indicating that it is very important to use advanced 
technology to carry out early warning and intervention 
in pre-hospital first aid. Chen et al[70] predicted and 
visualized the needs of pre-hospital emergency 
medical care through the combination of machine 
learning algorithms and geographic information 
systems (GISs). In addition, we are also studying the 
use of IoT technology to collect patients’ vital signs 
data, combined with electronic medical records and 
other information, to build an intelligent early-warning 
model to carry out real-time grading of the critical 
degree of patients in the ambulance.

In the prediction of early disease diagnosis, 
because of the heavy emergency work in the past, 
how to early and accurately identify the diagnosis 
and treatment intervention has been one of the most 
important tasks of the emergency department. Now, 
with the help of AI and other means, we can carry out 
early auxiliary diagnosis, improve the efficiency of 
diagnosis and treatment, and reduce the rate of missed 
diagnosis. Tsien et al[71] adopted machine learning and 
other techniques to screen acute myocardial infarction 
in patients with emergency chest pain. Green et al[72] 

also constructed a prediction model of emergency 
acute coronary syndrome using a neural network.

The prediction of disease prognosis in emergency 
work is also important in clinical work. Bentley et al[73] 
analyzed the head CT of patients with ischemic stroke 
using AI technology, and predicted the outcome of 
cerebral hemorrhage after thrombolysis.

In order to deal with the occurrence of public 
emergencies such as COVID-19 pandemic, it is 
necessary to establish a monitoring and early warning 

mechanism for public health emergencies. We also 
need to make use of the combination of IoT, AI and 
emergency rescue to further improve the early warning 
mechanism for major disasters, improve the medical 
treatment security system and build an intelligent 
decision-making system. Toltzis et al[74] built a 
corresponding model through AI technology, which 
identified children who needed to be admitted to the 
intensive care unit for a short time among patients with 
mass casualties caused by disasters. France et al[75] 

deduced the quantitative indicators and optimization 
methods of the hospital’s ability to cope with the surge 
of patients after disasters through computer simulation 
technology and other tools, which contributed to 
the improvement of hospital disaster emergency 
management capacity.
4.5 VTE Scenario Application

Venous thromboembolism (VTE) is a global 
medical problem. The risk of VTE in a hospital is 
related to the patient’s condition, operation, etc. Multi-
center studies show that the VTE prevention rate among 
Chinese inpatients is only 6.0% in internal medicine 
and 11.8% in surgery[76]. By contrast, an international 
cross-sectional study showed that the VTE prevention 
rate was 39.5% in internal medicine and 58.5% in 
surgery[77]. There are significant differences in the level 
of prevention between China and other countries in the 
world. About 5%–10% of hospitalized deaths in China 
are caused by VTE. Therefore, early identification of 
high-risk patients with VTE and timely intervention 
can significantly reduce the incidence of hospital VTE.

Based on the Caprini and Padua evaluation scales 
in Peking University Cancer Hospital, Wang et al[78] 

applied big data tools to extract the scoring index in 
real-time using intelligent control to automatically 
evaluate, push and detect early warning signs in terms 
of these scoring scale. This approach significantly 
improved the VTE evaluation rate of tumor patients. 
The VTE intelligent risk assessment technology based 
on big data technology has raised the in-hospital VTE 
evaluation rate from 11%–87% by hand to 100% by 
machine. This incorporated the full Caprini evaluation 
of surgical patients and the full Padua evaluation of 
internal medicine patients.

With the help of the information system, Meng 
et al[79] constructed a VTE prevention and treatment 
system based on big data and AI. In the daily use of the 
system, it helped medical staff evaluate and manage 
patients through pre-reminders, automatic filling, and 
clinical decision-making. Xuanwu Hospital, Capital 
Medical University, through the construction of a VTE 
prevention and treatment system, has demonstrated that 
the quality control of VTE prevention and treatment 
can be detected before and counted during the event.
4.6 Scenario-Based Application in Custodial Care

A monitoring system is an important tool for a 
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hospital to monitor patients. These systems use AI, 
IoT, big data and other technologies, including bedside 
monitoring equipment, acquisition and transmission 
equipment and monitoring software. The main function 
of these systems is to collect, calculate and present 
the patient’s vital sign parameters in real-time, and 
to generate alarms by identifying abnormal values to 
improve the level of monitoring and nursing in many 
ways.

Vitalerter, an Israeli digital health brand, has 
designed a contactless continuous monitoring and 
early warning protection program based on advanced 
biosensors and deep learning to provide continuous 
and contactless vital sign monitoring and cloud-based 
early warning protection services for long-term care of 
patients. Exemplary features of these systems include 
the contactless detection of patients out of bed, the 
continuous measurement of heart and respiratory 
rate, and the accurate analysis of body movement. In 
case of adverse events, the system will automatically 
issue a voice alarm to remind nurses to intervene 
immediately and reduce the risk of falls, pressure sores 
and septicemia. Fig. 5 shows a schematic diagram for 
monitoring the vital signs of patients in a non-contact 
manner[80].

In the practical application of a monitoring system, 
noise and pseudo-error interference, weak sensors and 
unreasonable threshold settings often lead to excessive 
false-positive and false-negativeal alarms, which 
lead to alarm fatigue for medical staff. The American 
Academy of Emergency Medical Research has listed 
alarm fatigue as one of the “top ten medical technical 
hazards’[81]. Alarm fatigue reduces the attention and 
response speed of nurses to the real critical alarm, 
who may eventually ignore or even turn off the alarm 
completely. These behaviors pose a significant threat to 
the life and safety of patients.

Clinical studies have confirmed that the parameter 
threshold of a monitor cannot be set reasonably based 
on the patient’s condition and has become one of the 
common factors contributing to alarm fatigue. All the 

parameters of the monitoring system are equipped 
with default thresholds, but these default values can 
not meet the individual needs of the disease, and 
often result in a large number of worthless alarms[82]. 
Therefore, improving the rationality and ease-of-use of 
the threshold setting is of great significance to alleviate 
alarm fatigue. Neusoft Hanfeng collects the data of 
the monitor in real-time through an IoT acquisition 
terminal, independently calculates and analyzes the 
physical parameters of each patient, establishes an 
independent alarm threshold for each patient according 
to the patient’s personal condition, and dynamically 
modifies the threshold interval through continuous 
monitoring to greatly reduce the occurrence of an 
invalid alarm.

According to an ICU alarm survey in Germany, 
87% of health care workers believe that less than 
half of the alarms need to be dealt with, and 52% 
think that less than 25% of the alarms are of clinical 
significance[83]. Short-term transient threshold over-
limit alarms are often caused by patients turning over, 
coughing or other reasons, and most of these alarms 
do not need to be treated. Therefore, in view of this 
clinical actual situation, Dongsoft Hanfeng developed 
the alarm delay function and classified the alarm 
situations. For the important alarm, it was triggered 
immediately. By contrast, for the secondary alarm, 
if the information that falls back to a normal level 
immediately after exceeding the threshold, or if the 
information that exceeds the threshold is not high, it 
will carry out delayed trigger or de-trigger processing.
4.7 Clinical Application of Medical Imaging-
Assisted Diagnosis

Medical imaging data account for up to 90% of 
clinical medical data, and intuitive and clear data is the 
key factor affecting clinical diagnosis. AI is widely used 
in intelligent image recognition, intelligent assistant 
personalized diagnosis, human-computer interaction 
aided diagnosis, precision treatment assistant decision-
making, etc.

Google’s Gulshan team[84] developed a deep 
learning algorithm for detecting diabetic retinopathy 
and diabetic macular edema. This same team and 
ophthalmology experts collected more than 120 000 
retinal fundus images, trained a CNN algorithm model 
using part of the image data, and then intelligently 
classified the test image data for verification and 
evaluation. According to the results, this model 
exhibited good performance in the detection of 
diabetic retinopathy. In 2016, the results were 
published in JAMA, with this model providing an 
important reference for the American Food and 
Drug Administration (FDA) to review the diagnostic 
equipment of “diabetic retinopathy AI” in the United 
States.

The Esteva team of Stanford University[85] collected 
Fig. 5 Schematic diagram of a non-contact patient’s vital signs 
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about 130 000 images of skin lesions obtained by 
dermoscope scanning through the online dermatology 
information database, the International Skin Imaging 
Collaboration (ISIC) dermatoscope archives, the 
Edinburgh Library and Stanford Hospital. These images 
were marked, classified and verified by dermatologists 
to contain lesions from 2032 different diseases. Using 
these data, the Esteva team trained a CNN for skin 
cancer classification. After testing, the sensitivity 
and specificity of the model were comparable to the 
diagnostic level of dermatologists.

Zhang Kang’s team[86] at Macau University of 
Science and Technology has developed an AI-based 
COVID-19 diagnosis system, which is based on lung 
CT images and can accurately diagnose, quantify and 
predict COVID-19. The system consisted of two parts, 
a lung lesion segmentation module and the diagnosis 
analysis module. Zhang Kang’s team selected more 
than 43 CT images from the database of the China 
chest CT Imaging Research Union, and trained, cross-
validated and tested the system using these image 
data. Tests showed that the system exhibited superior 
sensitivity and specificity compared with the diagnosis 
of radiologists, and that the system reached the 
diagnostic level of middle and senior doctors.

5 CHALLENGES AND TRENDS

5.1 Challenges 
With the integration of AI, IoT and the medical 

industry, intelligent medical IoT demonstrates various 
new features. IoT connection terminals have a large 
number of data modes that come in various forms and 
exhibit cross-domain fusion characteristics. Therefore, 
this field needs multi-disciplinary knowledge fusion, 
such as medicine, AI, big data, information engineering, 
etc. However, new features bring new challenges and 
smart medical IoT faces complex risks and challenges.
5.1.1 Information Security is Threatened    The 
number of intelligent medical IoT terminals is huge 
and they are deployed in clusters. Attackers can easily 
launch distributed denial of service attacks through 
violent cracking and by sending malicious data packets. 
These attacks result in network congestion, paralysis, 
service interruption, and are a threat to the diagnosis 
and treatment processes as well as the life and safety 
of patients.

Intelligent medical IoT collects a large amount 
of group life and health data, and its infrastructure 
includes virtual machines, cloud platforms, databases, 
middleware, web applications, etc. Due to software 
design, process design and other factors, there 
are security risks such as authentication bypass, 
unauthorized access, data tampering, remote control, 
service interruption, and more. Abdallah Soualmi 
et al[87] confirmed that there is a risk of affecting the 

privacy and security of user data through the use of 
services and applications over the internet, and that 
unauthorized parties may steal, use, modify or destroy 
sensitive data.
5.1.2 IoT Data Standards are Missing    Due to the 
large number of intelligent medical IoT equipment 
manufacturers, the quality of IoT terminal products 
is difficult to be effectively guaranteed, which brings 
the challenge of ensuring the reliability and quality of 
data[88]. However, the massive training set formed by 
IoT equipment-based group life and health data plays 
an important role in the accuracy of AI algorithms 
such as machine learning. Farhad Ahamed et al[89] 

mentioned that the data sets generated by IoT terminals 
may sometimes be biased and cannot fully cover all 
medical scenarios, which may greatly reduce the 
accuracy and effectiveness of intelligent diagnosis, and 
can eventually lead to the deviation of “personalized 
medical care”.

At present, some progress has been made in IoT 
standardization, but it mainly focuses on architecture 
and security technology, including encryption 
lightweight, authentication, privacy control, etc. In the 
aspect of traditional medical informatization, although 
HL7 and other medical standardization organizations 
have issued reference information models such as 
Reference Information Model (RIM), V2.X, V3.0, 
Certified Data Analyst (CDA), etc., their applications 
mainly focus on traditional clinical information and 
are not compatible with IoT information and medical 
image data, multi-text data, waveform data, etc.
5.1.3 Risks Brought by the Refinement of Specialties
    The refinement of specialties is a major feature 
of modern medicine. Although targeted research on 
a disease or a specific medical field can effectively 
improve the rate of diagnosis and treatment, once 
a specialist is too detailed, doctors lack the overall 
concept of diagnosis and treatment. This scenario can 
easily lead to misdiagnosis. At present, the research of 
medical AI is often based on a certain disease to carry 
out research and clinical practice in a certain specialty. 
Such practice precisely initializes the subdivision of 
modern medicine in the field of AI so that its accurate 
diagnosis ability is affected. Medical AI should be 
oriented to the whole medical scene, and account for 
the multi-disciplinary, multi-modal and full diagnosis 
and treatment information to achieve an accurate 
medical goal.
5.1.4 Impact of AI on Ethics    The emergence 
of AI in the medical field has had an impact on 
traditional medical ethics to a certain extent. It is 
difficult for patients to accept the computer to give 
advice on disease prevention, diagnosis, treatment 
and rehabilitation instead of doctors. This results in a 
reduction of patients’ trust in doctors, which may lead 
to a series of doctor-patient conflicts and even legal 
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disputes. At the same time, medical decision-making 
is more complex, and the effect of AI applications are 
closely related to the quality and coverage of training 
data sets and the advanced nature of AI algorithms. 
It is difficult to consider factors that are difficult to 
quantify, such as patients’ economic affordability, 
patients’ psychological tolerance to diagnosis and 
treatment plans, and different social habits in different 
regions of the world. Therefore, the decision made by 
AI may not be the optimal solution for patients after 
combining various factors. By contrast, it is one-sided 
and the decision-making process of AI requires the 
participation of medical experts.
5.1.5 Medical Compound Talents are Lacking
Extracting knowledge from massive life and health data, 
and achieving AI through clinical verification requires 
in-depth clinical analysis, information modeling, 
data extraction, AI algorithm construction, software 
and hardware research and development, clinical 
experiments and other processes. This also requires 
researchers to have deep expertise in both medical and 
technical fields, which are also knowledge-intensive 
industries. Although medical big data and medical 
AI are gradually on the rise, it is a pity that there are 
very few personnel who understand the characteristics 
of these two industries. In recent years, the education 
system has been aware of the lack of compound talent, 
and has carried out the construction of interdisciplinary 
talent training systems that try to solve this problem 
from the establishment of educational disciplines.
5.2 Trends

With the continuing development of AI and IoT 
technologies, the future of AI and IoT will be more 
widely and deeply applied to the medical field.
5.2.1 AIoT is Entering a Period of Rapid Development
       AIoT, namely “AI+IoT”, is the inevitable outcome 
of the integration of AI technology and IoT, and is 
the advanced form of the intelligent development of 
IoT. AI and IoT are symbiotic technologies where 
IoT collects, transmits and processes real-world data 
through a variety of devices. AI complements IoT by 
mining and analyzing this data to increase the value of 
IoT. In recent years, the construction of smart medicine 
has provided the most direct application scenarios and 
data sources for AIoT, and the breakthrough of AI 
technology in the medical field has directly promoted 
the development of AIoT. With the outbreak of the 
COVID-19 pandemic, AIoT and big data technology 
have played a key role in epidemic tracking and anti-
epidemic technologies, promoting the rapid integration 
of a large number of AIoT scenarios. More applications 
are expected to continue to be popularized in the next 
decade. Fig. 6 shows the global market scale of AIoT 
in 2019 and 2022[90].
5.2.2 AI is Becoming More Common on Edge 
Devices    Currently, most IoT applications that use AI 

Fig. 6 Global market scale of AIoT in 2019 and 2022
AIoT: AI+IoT

Fig. 7 The application of the fusion of the cloud and edge in the
medical field
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are implemented in the cloud because the technology 
of medical IoT is limited[91, 92]. In the future, more 
and more medical devices, from the examination and 
medical images, operating rooms, ICU, emergency 
departments, wards, and even wearable community 
and family health devices, will be connected to 
IoT terminals to form massive medical data. Edge 
computing has the advantages of strong practicability, 
ease-of-use and deployability, so it is embedded in the 
IoT access terminal of medical equipment for localized 
data computing, storage and edge intelligent services. 
In the near future, the IoT terminal products of medical 
devices with edge computing capabilities will become 
more and more mature. In addition, these devices will 
continue to emerge in hospital diagnosis and treatment 
plans, post-hospital rehabilitation and daily health 
management, which will contribute to the development 
of remote monitoring, medical imaging, telemedicine 
and other services. Fig. 7 shows the application of 
the fusion between the cloud and edge devices in the 
medical field[93].
5.2.3 Intelligent Monitoring, Early Warning and 
Intelligent Diagnosis Technology Applied in the Field 
of Infectious Diseases    Some developed countries 
have currently begun to explore the application of 
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pathogen and genome information integration in 
infectious disease surveillance and early warning[94, 

95]. The etiology, environment and sociology related 
to the spread of big infectious disease data are applied 
to carry out multivariate AI management analysis and 
early pandemic warning. In the field of diagnosis, 
the efficiency of clinical infectious disease diagnosis 
has been greatly improved through AI diagnosis 
technology and equipment[96]. In the future, the 
application of AI diagnosis technology and equipment 
for infectious diseases will make great breakthroughs 
in automatic sample processing technology, as well 
as rapid, sensitive, specific and high-throughput 
pathogen detection technology. These advances will 
promote host-based biomarker detection and detection 
technology.
5.2.4 More Robot Products Will Enter the Medical 
Scene    With the aging world population, the demand 
of medical robots is gradually increasing, which has 
become one of the main application scenarios of AI in the 
medical field. A variety of medical robots with different 
functions have been developed, such as surgical robots, 
nursing robots, service robots, guide robots, logistics 
robots, rehabilitation robots, dispensing robots, etc. 
With the application and integration of AI, 5G and 
other cutting-edge technologies, medical robots will 
achieve new and major upgrades. The large-scale use 
of medical robots will be a trend in the future medical 
field. Fig. 8 shows the global turnover of medical 
robots in 2018-2019 and potential development in 
2020–2023[97].

application scope of the new generation of intelligent 
decision support systems will include in-hospital, out-
of-hospital, medical group, regional medical and other 
comprehensive applications. The application forms will 
gradually integrate with the medical information system 
and will be applied to current auxiliary diagnosis and 
treatment as well as other individual clinical applications 
such as medical and health. These applications will 
help to achieve comprehensive coverage of personal 
health management, medical services, medical quality 
management, operation and maintenance, clinical 
scientific research, pharmaceutical equipment research 
and development.

6 CONCLUSIONS

In this paper, all data was collected and transferred 
to the cloud or another space using IoT, while algorithms 
and methods such as AI activity identification, behavior 
identification, abnormal detection, and assisted 
decision-making were used to gain meaningful insights 
from the collected data to inform decision making.

The integration of AI and IoT allows IoT to gain 
advanced intelligence, and has begun to be used in 
clinical medicine to make health care more intelligent. 
Remote diagnosis and treatment collaborations can 
accelerate the equalization of diagnosis and treatment 
services. Combined with medical IoT, the real-time 
vital sign data of patients can be obtained, and an AI 
model algorithm can be used to identify the early risk 
of NICU and CCU patients, recommend treatment 
plans and predict the prognosis of treatment. In 
emergency care, AI and IoT can be used to provide 
rapid and accurate diagnosis and treatment, which can 
buy time for rescue and open the green life channel. 
Early identification of high-risk patients with VTE and 
timely intervention can reduce the incidence of VTE 
and improve the quality-of-life of patients. Real-time 
presentation of patients’ vital sign data and intelligent 
alarms by identifying outliers can effectively improve 
the monitoring level and ensure the safety of patients. 
AI enables medical image recognition and diagnosis to 
be more accurate and efficient.

In the future, AI and IoT will play a role in all 
aspects of hospital management and service. With the 
help of IoT, electronic tags customized for medical 
equipment assets based on QR codes, RFID and other 
technologies improve the coincidence rate of accounts 
and materials, and realize real-time status monitoring 
of equipment through the deployment of IoT sensing 
terminals. Importantly, this will help to achieve 
comprehensive and objective management of medical 
equipment. The supervision and management of the 
whole process of medical waste have promoted the 
link between the collection, classification, packaging 
and storage of medical waste in medical and health 

Fig. 8 The global turnover of medical robots in 2018–2019 and 
potential development in 2020–2023
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5.2.5 Future Medicine-Oriented Intelligent Decision 
Support Systems Will be Implemented    With the 
application and popularization of gene detection 
technology and intelligent wearable devices, real-world 
data will be more and more complete. The traditional 
clinical medicine model will change greatly, and future 
treatment planning will be tailored to the information 
of individual patients. The intelligent decision support 
system with comprehensive use of IoT, big data, AI 
and other technologies will provide important support 
for the development of medicine in the future. The 
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institutions and the later treatment and management 
of medical waste. This enables the standardization, 
systematization, scientification and modernization 
of medical waste supervision of medical institutions. 
Technology will continue to create more new models for 
smart medicine, smart management and smart services, 
and contribute to the high-quality development of 
medical care.
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