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Emotor control: computations underlying 
bodily resource allocation, emotions, 
and confidence  
Adam Kepecs, PhD; Brett D. Mensh, MD, PhD

Emotional processes are central to behavior, yet their deeply subjective nature has been a challenge for neurosci-
entific study as well as for psychiatric diagnosis. Here we explore the relationships between subjective feelings and 
their underlying brain circuits from a computational perspective. We apply recent insights from systems neurosci-
ence—approaching subjective behavior as the result of mental computations instantiated in the brain—to the study 
of emotions. We develop the hypothesis that emotions are the product of neural computations whose motor role 
is to reallocate bodily resources mostly gated by smooth muscles. This “emotor” control system is analagous to the 
more familiar motor control computations that coordinate skeletal muscle movements. To illustrate this framework, 
we review recent research on “confidence.” Although familiar as a feeling, confidence is also an objective statistical 
quantity: an estimate of the probability that a hypothesis is correct. This model-based approach helped reveal the 
neural basis of decision confidence in mammals and provides a bridge to the subjective feeling of confidence in hu-
mans. These results have important implications for psychiatry, since disorders of confidence computations appear 
to contribute to a number of psychopathologies. More broadly, this computational approach to emotions resonates 
with the emerging view that psychiatric nosology may be best parameterized in terms of disorders of the cognitive 
computations underlying complex behavior.   	          
© 2015, AICH – Servier Research Group		  Dialogues Clin Neurosci. 2015;17:391-401.

Introduction

	 The functions of most organs are understood in 
mechanistic detail. When their components fail, they 
usually generate physical symptoms and signs that are 
fairly objective and rationally relatable to the failed 
component. These relationships allow physicians to 
make accurate diagnoses for a wide range of bodily dis-
orders. Psychiatry enjoys none of these conveniences. 
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	 The workings of the offending organ—the brain—
are not understood in mechanistic detail, and when it 
fails, the symptoms generated are highly subjective. Di-
agnostic reliability is an intrinsic challenge for mental 
disorders, which can affect language, thought, emotion, 
sense of self, and other difficult-to-objectify fruits of 
mentation. Can we trust patients’ reports of their own 
mental states? How can we overcome psychiatrists’ 
own subjective evaluations of patient reports and inter-
pretations of their behavior? Prima facie, it appears that 
there is no way around the issue of subjectivity unless 
we find biological diagnostic criteria that are physical in 
nature. Unfortunately, the core functional components 
of the mind, and how they interact to mediate menta-
tion, are still largely unknown.
	 This problem of biological psychiatry—how the 
mind can be understood in terms of brain processes—is 
a problem that systems neuroscience has begun to tack-
le. The approach is to view subjective behavior as the 
result of mental computations instantiated in the brain. 
A network of neurons performs a computation by 
transforming the representations arriving on its inputs 
into different, useful representations that it outputs 
to other networks. Employing quantitative models of 
these computations, which can be tested and refined, al-
lows systematic and rigorous study of the relationships 
between brain and behavior. This approach has recent-
ly enabled concepts such as subjective “valuation” and 
“confidence” to be quantified in computational models 
and mapped to specific neural substrates.1-3 These suc-
cesses have given the field hope that this approach will 
be broadly applicable in elucidating core cognitive pro-
cesses and what goes wrong with them.4-6

	 The experience of emotions is innate,7,8 automatic, 
and central to behavior, yet has defied definitional con-
sensus.9-12 Here, we argue that progress in the study of 
emotions is possible if they are approached from a com-
putational standpoint, as is being done for other forms 
of cognition. We will outline a new conceptualization 
of emotions as the product of neural computations 
that have a particular feature in common: their outputs 
serve to reallocate bodily resources that are mostly con-
trolled by smooth muscles. 
	 To illustrate the computational framework, we de-
scribe research about confidence as an example of a for-
mally defined mental computation that is fundamental 
to behavior and psychiatry.13-19 Although familiar as a 
feeling, confidence is also an objective statistical quan-

tity. By understanding the computational algorithms for 
estimating confidence that account for behavioral con-
fidence reports, we can look for neural correlates. This 
computational process can then be thought of as under-
lying a behavioral trait, which has important implica-
tions for psychiatry. Disorders of confidence appear to 
contribute to a number of psychiatric diseases: schizo-
phrenia, anxiety disorders, and personality disorders. 

Cognition is myriad brain computations

Relating mind stuff (eg, perceptions, thoughts, emo-
tions) to brain stuff (eg, action potentials, synaptic trans-
mission, neuromodulation) is an ancient problem of 
philosophy. The critical insight into this problem came 
with the dawn of computer science: cognition is the 
result of computations performed by the brain.20 This 
view has been widely embraced in the fields of artificial 
intelligence, cognitive psychology, and more recently 
by neuroscience.21,22 While there is some disagreement 
about what precisely is meant by “computation,”23 here 
we use the term in its most generic sense, encompassing 
not only logical, but also statistical, analog, and other 
modes of information processing—anything that can be 
mathematically formalized. This definition avoids com-
mitting to a particular framework for how the brain 
might compute, while providing an empirical path for-
ward. Computational models are viewed as hypotheses 
that are concrete enough to be physically instantiated 
and hence provide a tool for linking neural machinery 
and cognitive functions. 
	 In systems neuroscience, our current understanding 
of how perception and action are supported by sensory 
processing and motor control is fundamentally compu-
tational in nature.24,25 Neural computations can be con-
ceptually separated into the identification of what in-
puts a network receives and how these are transformed 
into outputs. For instance, in visual processing, early 
parts of the visual system represent small spots of light 
that are transformed into representations of edges. The 
outputs of these edge-detection computations serve as 
inputs to higher-order networks, which eventually gen-
erate complex object representations in the temporal 
lobe. Determining the precise neural circuitry is an ac-
tive area of investigation. Nevertheless, the underlying 
computational principles are understood: retinal infor-
mation is transformed across layers into more and more 
complex features by filtering, pooling, amplification, 
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and normalization at each stage, computations that en-
able the detection of more and more complex features, 
while being invariant to irrelevant dimensions.24,26-28 Im-
portantly, models of these neurally derived computa-
tions can be used to build real-world systems that can 
recognize objects.29

	 The ability to link neural activity to external vari-
ables that can be directly manipulated (in sensory sys-
tems) or observed (in motor systems) has been key to 
neuroscientific progress. Until recently, it has been un-
clear how we can go about understanding the interven-
ing processes—cognition—that enable us to adaptively 
engage with the world. In recent years, a new breed of 
computational approaches has risen to this challenge.1,30 
The key idea is that by constructing computational 
models that predict behavior, we can identify variables 
in the model that serve as proxies for unobservable 
variables that guide decision-making. We can then go 
on to identify these variables in neural representations. 
Although they differ in their particulars, the principles 
of these models are the same as those described for sen-
sory and motor processing. They are more challenging 
to deploy and interpret because the relevant variables 
are internal and hence not amenable to direct manipu-
lation. However, through indirect manipulations, such 
as varying behavioral contingencies, this approach has 
been successful in formalizing concepts like “utility” 
and “reward prediction error.” Additional successes 
have given us hope that these problems may be neu-
roscientifically tractable, for example, the identification 
of brain structures performing computations such as in-
tegrating evidence across time, statistical inference of 
hidden belief states, or evaluating the unexpectedness 
of outcomes.31-35

	 Note that computational models are never the 
ground truth, but rather serve as rigorous interpreta-
tional tools. Models can be thought of as the formaliza-
tion of hypotheses, which can be reformulated, adjust-
ed, and tested until they work, ie, account for the data 
parsimoniously. An exciting aspect of this approach is 
that it yields experimentally testable predictions, thus 
rendering squishy psychological concepts neurobiologi-
cally accessible.
	 The brain evolved in order to control movement 
in an adaptive manner. Thus, the “end result” of the 
myriad cognitive computations is the triggering of a 
motor program (or an internal thought that can influ-
ence a future motor program). This triggering reflects a 

“decision” made by the cognitive networks—the selec-
tion of one out of a multitude of options. Such decisions 
are special in that they commit the entire organism to 
a course of action. Motion is a commitment that evolu-
tion takes seriously.

Emotions are a special class of brain 
computation

To execute an action, motor cortex, cerebellum, basal 
ganglia, and other regions coordinate skeletal muscle 
activation patterns to pull the bones just so, producing 
movements like walking, jumping, reaching, grabbing, 
swimming, and slithering. To accomplish this, these neu-
ral systems employ internal models of body mechanics, 
world contents, and physics to maximize the effective-
ness of the motor program. The familiar senses pro-
vide ongoing feedback about what is being physically 
encountered, to enable compensatory actions. Whether 
the body is moving or not, we feel these sensations.
	 The brain exerts its influence over the body not only 
via skeletal muscle, but also through smooth and car-
diac muscle. Skeletal and nonskeletal muscle activation 
needs to be coordinated. For example, a sudden run 
requires an increase in blood flow to the muscles, pro-
vided by a faster heartbeat and the vasodilation result-
ing from smooth muscle relaxation in arteriolar walls. 
While some of this coordination is provided by local 
homeostasis (eg, muscle contraction–induced carbon 
dioxide accumulation induces vasodilation), much of 
this coordination is provided by the autonomic nervous 
system. Having autonomic actions controlled centrally 
enables anticipatory resource reallocation (eg, tachy-
cardia in preparation for intense action). Visceral affer-
ents provide ongoing feedback about the status of body 
organs, to enable compensatory actions.36 We feel these 
sensations as well.
	 What then of emotions? Functions of the auto-
nomic nervous system have long been recognized to 
be closely associated with familiar emotions: flushing 
with anger, blushing with shame, defecating with fear, 
and fainting with surprise.7,37-39 Within the computa-
tional framework we advocate, emotional systems can 
be viewed as performing computations that support 
autonomic control. The term “motor control” typically 
refers to the systems that control the spatiotemporal 
patterns of skeletal muscle activation. In the present 
framework, emotional systems modulate the spatio-
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temporal patterns of nonskeletal muscle activation—
“emotor control” (Figure 1). 
	 The spatiotemporal patterns of nonskeletal muscle 
activation regulate and allocate bodily resources such as 
oxygen, nutrients, and heat, through alterations in ven-
tilation, blood flow, metabolism, piloerection, etc. Like 
the (“voluntary”) decisions to initiate a skeletal move-
ment, these (“involuntary”) decisions to reallocate 
bodily resources are distinguished by how they pertain 
to what the whole organism is about to do. (To be more 
complete, nonskeletal muscle effectors include not only 
smooth and cardiac muscle, but also excretory and se-
cretory cells, all of which are under both autonomic and 
neuroendocrine control. And since neural systems tend 
to be integrated, autonomic and endocrine systems also 
affect skeletal muscle, eg, blood epinephrine stimulates 
glycogenolysis in skeletal muscle.)

	 What might a computational model of an emotion 
look like? As an example, consider a brain network that 
computes the likelihood of a very negative outcome. 
This could be written down as the distribution of the 
utility of potential outcomes40 multiplied by a nega-
tively biased weighting function. A good computational 
model, in addition to being specific about mathemati-
cal form, needs to propose how its outputs serve as the 
inputs to other networks that compute/mediate other 
processes, and so on until it generates something behav-
iorally quantifiable. When the output of this hypotheti-
cal “potential for doom” computation is high, it should 
generate a trigger signal to prepare the body for nega-
tive outcomes. Specifically, this computation of “poten-
tial for doom” may induce increases in blood pressure 
(arteriolar smooth muscle contraction), and increases 
in pulmonary air flow (bronchiolar smooth muscle re-
laxation) to prepare for intense skeletal muscle action. 
Above a threshold, its output representation may be re-
layed to subcortical areas such as the hypothalamus and 
periaqueductal gray. These control autonomic functions 
and have the ability to prepare the body for the doom 
scenario. The autonomic afferents in turn sense these 
bodily changes, which together with the original compu-
tation, results in the experience of “anxiety.” The feeling 
associated with such a computation, generating a trig-
ger signal and thus appropriate levels of anxiety, can be 
adaptive. When the “potential for doom” computation 
produces a signal that rises above a mere thought and 
triggers a bodily action, it must be significant for the or-
ganism. This significance is realized as a reafferent sen-
sation that manifests itself as an emotion. Importantly, 
such a model can be tested experimentally and refined, 
both mathematically and in terms of its relationship to 
associated brain systems.
	 Note that we are focusing on a computational ac-
count of the brain processes that trigger emotional 
output and the initial sensory experience they produce. 
Once triggered, the ensuing dynamics can be complex, 
and because emotions are often coordinated with other 
cognitive processes, we perceive them as an integrated 
unit. With time, emotional experiences tend to become 
more complex, in the same way the taste of wine cannot 
be fully appreciated with the first sip. Similarly, emo-
tional experiences are elaborated and evolve in time in 
a way that is beyond the scope of our framework. 
	 Another important issue is that although we are as-
serting a primary role for emotional systems in auto-
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nomic/endocrine control, these systems are of course 
highly integrated with skeletal muscle systems; for 
example, smiling can be also an output of joy.41 Inter-
estingly, it is easy to fake a smile—virtually all skeletal 
muscles are under “voluntary” control by nonemotion-
al motor systems.42 However, it is difficult to think one’s 
way into generating tachycardia without experiencing 
an emotion.39

	 Why are emotions treated as a special computa-
tion by an organism? The impending and ongoing 
reallocation of bodily resources represents a major 
investment.36,39 Such a highly salient signal merits be-
ing broadcast throughout the brain so that diverse net-
works can be engaged in order to influence particularly 
important decisions about what the skeletal muscles 
should do next. “Reafferenting” of autonomic motor 
signals might serve as such a brain-wide signal, using 
the body as an intermediary. As in skeletal motor sys-
tems, efference copies of these autonomic signals may 
also be broadcast intracranially, for example via the ma-
jor neuromodulatory systems arising from the midbrain 
and hindbrain.

The easy and hard problems of emotions

It appears as though we have glossed over the “magic” 
of emotions. If their mechanisms are so similar to other 
brain processes, then why do emotions feel different 
from other mental processes? How a phenomenal ex-
perience arises from mentation is the “hard problem” 
of consciousness.43 Addressing phenomenal experience 
itself is the domain of philosophy. To approach the issue 
scientifically, the question becomes what is the best way 
to operationalize the phenomenal experience (which 
cannot be directly measured) so that its existence can 
be inferred? Such an operationalization would allow it 
to be studied as a neuroscientific question and may be 
called the “easy problem” of emotions. 
	 Our proposal is to approach the problem of emo-
tions in terms of the cognitive computations that medi-
ate their initiation, emotor control, and the ensuing sen-
sations from the periphery. Whether this computational 
approach will lead to deeper insights remains to be 
seen; nonetheless, we emphasize that the most impor-
tant aspect of our proposal is that this operationaliza-
tion of emotions leads to empirically testable theories. 
To illustrate this approach, we next turn to the question 
of subjective confidence, a mental state that has been 

recently tackled by systems neuroscience from a com-
putational perspective.

Is confidence a feeling? 
An emotion?

In facing a world that is often ambiguous and unpre-
dictable we possess a remarkable ability to form beliefs 
about our environment. An intimate sense of confi-
dence (whether high or low) tends to accompany our 
beliefs and appears to play a critical role in behaviors 
from the mundane to the most complex.44 Confidence 
in the likelihood that the adjacent lane is empty, given 
only a quick glance in the mirror, informs the decision to 
change lanes. Confidence that a sector of the economy 
will thrive, given current market data, informs financial 
investment decisions. This sense of confidence is clearly 
adaptive and has both cognitive and emotional aspects.
	 Often, confidence can also be felt, somewhat like an 
emotion. But without a consensus definition of emotion 
it is impossible to say whether confidence is one. Confi-
dence seems intimately related to a bona fide emotion, 
anxiety45: as a personality trait, systematically high or 
low confidence levels are correlated with the degree of 
anxiety.46 Importantly, individuals can report how con-
fident they “feel” about something on a trial-by-trial 
basis. Regardless of whether confidence constitutes an 
emotion, its quantifiability makes it a useful case study 
in relating feelings to computations.

Confidence as a statistical computation

The concept of confidence leads a double life. Besides 
subjective confidence discussed above, it is widely stud-
ied in computational sciences as an entirely objective 
mathematical quantity. Indeed, it is at the heart of sta-
tistical decision theory and machine learning.47 This 
raises the possibility that we can define confidence from 
first principles in statistics to provide a formal founda-
tion for the scientific inquiry into subjective confidence 
and its neural basis.3

	 As a statistical quantity, we can define confidence 
as the probability estimate that the chosen hypothesis 
is correct, given the available evidence. Here, evidence 
can be any source of data contributing to a decision: 
perceptual, memory, or otherwise. For instance, when 
driving in the fog, the hypothesis may be a turn to the 
left, given a barely visible road sign (ie, “I feel this is the 
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right way to go”). This example also raises a question: 
can the experimenter make use of the above definition 
without having direct access to the subject’s percept (or 
phenomenal evidence) that was used to arrive at the de-
cision? The surprising answer is yes, at least in principle, 
if we can manipulate the evidence (eg, by varying the 
fog density and thus the visibility of the sign) and ob-
serve the resulting choice patterns. In addition, we need 
many repeated events to understand the relationship 
between the observable variables, the degree of fog, 
choices, and outcomes. Then it is possible to construct 

an ideal observer model and make predictions about 
the optimal confidence levels. 
	 Using this definition of statistical decision confi-
dence, our group has derived several general properties 
of statistical confidence without making assumptions 
about the precise implementation.48 First, statistical 
confidence is a prediction; the degree of confidence 
predicts the expected fraction of correct choices (Figure 
2-A1), as intuitively expected. Second, statistical confi-
dence increases with the discriminability of evidence 
for correct choices, but counterintuitively, for incorrect 
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choices, confidence decreases with increasing discrim-
inability (Figure 2-A2). Note that for choices that are 
not discriminable (eg, complete fog), the mean decision 
confidence is precisely 0.75 (Figure 2-A2). Finally, while 
discriminability determines accuracy (a property re-
ferred to as the psychometric function), confidence pro-
vides further information improving the prediction of 
accuracy for any given level of discriminability (Figure 
2-A3). 
	 Does statistical confidence map onto subjective 
confidence in humans? This was recently tested in the 
context of a perceptual decision task.49 The critical ob-
servation was that the relationship between human 
confidence, discriminability, and choice correctness re-
veals robust patterns (as in Figure 2A), which could also 
be quantitatively predicted by statistical decision confi-
dence. These results are the first step toward providing 
a link between the objective and subjective notions of 
confidence, but we want to emphasize that much further 
work will be required to further strengthen this link and 
understand the conditions under which it applies.
	 Of course, many confidence judgments are not en-
tirely veridical: the accuracy of confidence reports is 
often not a good predictor of outcomes. In fact, there 
are many laboratory studies that show a strong divorce 
between confidence and accuracy,50-52 although the gen-
erality of these observations has been questioned since 
in many everyday decisions when people are experts, 
their probability judgments seem accurate.53 A more 
subtle but commonly observed effect reveals miscali-
bration: people tend to overestimate their confidence in 
outcomes with small probabilities, and often simultane-
ously underestimate their confidence in the context of 
high probabilities.54 Thus, statistical computations may 
only provide an initial confidence estimate for human 
decision-makers. We suspect that in many circumstanc-
es, this internal value is further modified by context (eg, 
social factors), accounting for a range of reported as-
says where confidence can be divorced from choice ac-
curacy.

How to spot confidence in the brain

Framing confidence as a statistical estimation process 
yields insight into the behavioral process, but how does 
it help us in looking for the underlying neural mecha-
nisms? The core issue of course remains that confi-
dence, as a subjective experience, is only accessible via 

introspection. This often leads to an approach that takes 
human self-reports literally and searches for their neu-
ral correlates. Beyond the concern that human reports 
can often contain components unrelated to confidence 
(framing effects, biases, etc) this approach cannot be ap-
plied to nonhuman animals, where we can more power-
fully measure and manipulate neural activity.
	 Recent work in several labs, including in one of ours 
(AK), has placed confidence on solid neurobiological 
footing.13-19 Here, we review these studies of confidence 
built on two pillars: well-designed behavioral tasks to 
incentivize appropriate reports of confidence, and the 
use of a computational framework to validate the be-
havior and search for neural correlates.
How could animals possibly consider their thoughts and 
report their confidence? We argue that underlying con-
fidence is an evolutionarily ancient computation that 
enables organisms to optimize future behavior amid 
uncertainty. In the laboratory, establishing a confidence 
reporting behavior requires one to incentivize animals 
to use confidence, for instance by enabling animals to 
collect more reward or seek out valuable information 
based on confidence. In the above driving example, 
imagine that after the turn, the driver is looking for a 
restaurant, but it does not appear. Eventually, the driver 
will give up and turn around. The time invested before 
turning around ought to reflect the degree of confidence 
in the original decision to make the turn. Naturally, in 
a complex situation such as this there may be many 
other factors contributing, and because of individual 
differences it is impossible to infer the exact degree of 
confidence from the time spent. However, improved in-
ference is possible with better behavioral control and 
many repeated trials available in animal studies. 
	 In a recent study, we trained rats in an analogous 
situation in which we could assess their confidence 
by measuring their willingness to wait.18 Rats were 
trained to insert their snouts into an odor port that 
delivered a binary mixture of odors. Rats then had 
to determine the dominant odor in the mixture and 
respond to one of the choice ports located on either 
side of the odor port. Correct choices were rewarded 
with a drop of water. For easy mixtures (say 90% odor 
A and 10% odor B), rats nearly always responded to 
the correct side A, while they were challenged for dif-
ficult mixtures (say 55% odor A and 45% odor B). To 
infer their confidence, we introduced a random delay 
between the choice and the outcome (reward or not) 
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and measured how long rats were willing to wait for 
the water reward. We reasoned that an animal waiting 
for an uncertain reward is more likely to wait longer 
if it is confident in ultimately receiving the reward. We 
formalized this intuition with a model and showed that 
waiting time should be proportional to confidence. In 
agreement with theoretical predictions (Figure 2-A1), 
waiting time (WT) is correlated with decision accu-
racy (Figure 2-B1) and jointly reflects stimulus diffi-
culty and outcome (Figure 2-B2). Thus, the timing of 
these leaving decisions in a psychometric perceptual 
decision-making task provides a graded behavioral 
measure of decision confidence.18

	 Can we identify neural representations of confi-
dence? We assessed whether the orbitofrontal cortex 
(OFC), an area involved in representing and predict-
ing decision outcomes, carries neural signals related 
to confidence. We recorded the firing of OFC neurons 
while rats performed a task similar to the one described 
above and focused our analysis on the reward anticipa-
tion period.13 This is the period of waiting at the reward 
port, after a choice was made but before any feedback 
was received about the outcome of a choice. Figure 2C 
shows an example neuron whose firing rate during this 
anticipation period signals decision confidence based 
on the criteria outlined above. For instance, one dra-
matic signature of confidence is that the firing rates of 
many neurons predict the accuracy of the rat’s choice 
before feedback is provided about choice correctness 
(Figure 2-C1). It is important to note that these neu-
rons may also be correlated with “anxiety,” “arousal,” 
or “exploration.” Indeed, these concepts can be related 
to different uses of uncertainty. However, our interpre-
tation does not hinge on these terms, but rather on the 
notion that confidence estimation was the only class of 
computational mechanisms that we found could suc-
cessfully explain the observed firing patterns. Next, we 
inactivated OFC pharmacologically and found that it 
specifically degrades the accuracy of trial-to-trial con-
fidence reports behaviorally, without changing decision 
accuracy.18 
	 The results leave open the question whether OFC 
locally computes confidence or receives the constitu-
ent signals from other areas. We suspect that there are 
other brain regions that compute choice and confidence 
together and relay it to OFC. Indeed, two studies identi-
fied neuronal correlates with confidence in visual deci-
sions upstream of OFC, in the parietal cortex and pul-

vinar nucleus of the thalamus.14,17 Thus, it may be that 
OFC is a central confidence-monitoring region, com-
bining information from various sources independent 
of sensory modality, a hypothesis that remains to be 
tested.

Disorders of confidence

This computational perspective on confidence, and be-
havior in general, has important implications for psy-
chiatry. Psychopathologies, by definition, are behavioral 
in nature and hence subjective, making diagnostic reli-
ability an intrinsic challenge to clinical psychiatry. Im-
portantly, even when a specific configuration of symp-
toms can reliably describe a disease category, it does not 
point to mechanisms. 
	 We believe that reconceptualizing confidence as a 
computational process makes it possible to quantita-
tively study even its subjective aspects. Underlying any 
expression of confidence is a behavioral process that 
evolved to serve as a calibration tool for arriving at cor-
rect beliefs about our actions and states of the world. It 
endows us with a sense of when to persevere and when 
to quit and contributes to a range of other processes. 
The underlying computational process is not necessar-
ily optimal in the way it uses internal evidence or in the 
way in which it is calibrated to yield the correct accu-
racy. For instance, people may be systematically miscali-
brated  (Figure 3).
	 When confidence computations are more severely 
disrupted, they can contribute to a range of psychiatric 
disorders.45 For instance, if confidence is systematically 
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Figure 3. �Calibration of confidence. Since confidence reports are esti-
mates of an underlying objective probability, a critical issue 
is how good a predictor they are. While small systematic 
overconfidence may even be adaptive, uniformly over- or 
underconfidence can be signs of psychopathologies.
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low, even when the objective probability of outcomes 
is high, it unnecessarily fuels anxiety. Indeed, there is 
evidence for underconfidence in anxiety disorders, such 
as obsessive-compulsive disorder (OCD).46,55 Patients 
with OCD are often inflicted with pathological doubt; 
this has been linked with various measures of confi-
dence.46,56,57 Interestingly, the OFC has been strongly 
implicated in OCD, which may be related to the re-
sults from our rat studies described above. The oppo-
site situation, uniformly high confidence independent 
of evidence, might contribute to other psychopatholo-
gies. Interestingly, although narcissists overtly express 
high confidence, the overt behavioral manifestations 
may in fact hide systematic underconfidence.58 Besides 
these somewhat intuitive links between confidence and 
mental disorders, there is also increasing evidence that 
schizophrenics have reduced ability to estimate con-
fidence.59,60 For instance, the mixed findings of a study 
showing that schizophrenic patients are less confident 
in their correct choices, but overconfident when they 
make errors, would be a simple consequence of a de-
graded statistical confidence estimate61 (Figure 2). An-
other line of investigation proposed that depressed in-
dividuals make more realistic judgments about beliefs.62 
Following up on this “depressive realism” hypothesis, 
some studies found that depressive patients have atten-
uated capacity for confidence reporting,63 while others 
found evidence against this.64 A more complete compu-
tational framework might be able to resolve some of 
these controversies and also distinguish between differ-
ent types of abnormal confidence: miscalibration, de-
graded confidence computation, or maladaptive postes-
timation adjustments to confidence, so-called framing 
effects.

Outlook for psychiatry and application to 
Research Domain Criteria

The computational perspective on cognition and emo-
tion we advocate strongly resonates with the Research 
Domain Criteria (RDoC) initiative of the National 

Institute of Mental Health.65-67 The RDoC framework 
seeks to generate a new classification of mental dis-
orders based on dimensions of observable behavior 
and neurobiological measures. The hope is that these 
dimensions will cut across current disease categories 
and map more directly to mechanisms, thus better in-
tegrating neuroscience and psychiatry. One critical dif-
ference from the RDoC as currently conceived is that 
in the framework discussed above we are specifically 
concerned with dimensions that are the results of com-
putations, as opposed to arbitrary behavioral measures. 
Thus, it may be possible to make progress by focusing 
on behavior alone, the primary manifestation of psychi-
atric disorders. The critical challenge will be to identify 
relevant behavioral metrics using a data-driven, itera-
tive approach. 
	 There are already a number of research efforts fo-
cused on “computational psychiatry.” The important 
feature of this research program is that it enables the de-
velopment and validation of quantitative behavioral di-
mensions through iterative improvements of computa-
tional models. Moreover, such model-based approaches 
are particularly powerful because they can also be used 
to rigorously link neural circuit mechanisms with be-
havioral observations—thus, automatically furthering 
the RDoC’s initial goals to link pathophysiology with 
neuroscience insights. Emotions are particularly chal-
lenging to quantify and categorize; thus, a data-driven 
computational approach to their measurement is ex-
pected to provide new insights.
	 More broadly, the ideas reviewed here have signifi-
cant implications for biological psychiatry. Even as our 
knowledge of neuroscience expands at a rapid pace, 
linking biological insights to clinical observations—ob-
servations based on subjective behavior—remains an 
unbroken challenge. Thus, the hope is that when ap-
plied to an appropriate behavioral task, the interpreta-
tion of behavioral measures, such as confidence reports 
via computational models, will lead to quantitative di-
mensional measures of personal traits that can inform 
research and, ultimately, clinical diagnoses.4-6  o
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Control emotor: cálculos que están a la base de 
la distribución de los recursos corporales, las 
emociones y certidumbre
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Contrôle emoteur : computations sous-tendant 
l’affectation des ressources corporelles, les 
émotions et la confiance

Les processus émotionnels sont au cœur du comporte-
ment, pourtant leur nature subjective profonde s’est 
révélée être une difficulté pour les études neuroscien-
tifiques comme pour le diagnostic psychiatrique. Nous 
examinons ici les relations entre les sentiments subjec-
tifs et leurs circuits cérébraux d’un point de vue compu-
tationnel. Nous appliquons les connaissances récentes 
de la neuroscience des systèmes - en considérant le 
comportement subjectif comme résultat de compu-
tations mentales générées dans le cerveau - à l’étude 
des émotions. Nous développons l’hypothèse que les 
émotions sont le produit de computations neuronales 
dont le rôle moteur est de réattribuer les ressources 
corporelles principalement contrôlées par les muscles 
lisses. Ce système de contrôle moteur émotionnel est 
semblable aux calculs plus familiers du contrôle moteur 
qui coordonnent les mouvements musculaires du sque-
lette. Pour illustrer cette perspective, nous examinons la 
recherche récente sur la « confiance ». Bien que connue 
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statistique objective : une estimation de la probabilité 
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approche computationnelle des émotions fait émerger 
la possibilité d’une nosologie psychiatrique pouvant 
être mieux paramétrée en termes de troubles des com-
putations cognitives sous-tendant des comportements 
complexes. 
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