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can be acquired by a simple associative model
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SUMMARY

Never known for its smarts, the pigeon has proven to be a prodigious classifier of complex visual stimuli.
What explains its surprising success? Does it possess elaborate executive functions akin to those de-
ployed by humans? Or does it effectively deploy an unheralded, but powerful associative learning mech-
anism? In a series of experiments, we first confirm that pigeons can learn a variety of category structures –
some devised to foil the use of advanced cognitive processes. We then contrive a simple associative
learning model to see how effectively the model learns the same tasks given to pigeons. The close fit
of the associative model to pigeons’ categorization behavior provides unprecedented support for asso-
ciative learning as a viable mechanism for mastering complex category structures and for the pigeon’s us-
ing this mechanism to adapt to a rich visual world. This model will help guide future neuroscientific
research into the biological substrates of visual cognition.

INTRODUCTION

The pigeon has never been celebrated for its smarts. Its intelligence has long been belittled, even by one of its most avid aficionados, the

ethologist Charles Otis Whitman, who wrote that:

Whatever the pigeon instinct-mind contains, it is safe to say that intelligence is hardly more than a grain hidden in bushels of

instinct, and one may search more than a day and not find it1 (p.158).

Subsequently, the behaviorist B. F. Skinner joined the disparaging chorus in justifying his deployment of pigeons as the ‘‘brains’’ of an

experimental guidance system to direct ballistic missiles to potential WWII military targets.2 Skinner claimed to have chosen pigeons for

his highly unorthodox project:

. not because the pigeon is an intelligent bird, but because it is a practical one and can be made into a machine, from all

practical points of view3 (p. 851, italics added).

These negative appraisals notwithstanding, thepigeonhasproven tobeaparticularly adept classifier of highly complex and varied visual stim-

uli. These stimuli range from photographs of everyday objects such as flowers, trees, dogs, ducks, keys, pens, phones, and shoes4 tomedical im-

ages of human breast tissue5 and human heart muscle6 to printed numerals and letters of the alphabet7 and to artworks painted by the likes of

Monet, Cezanne, and Renoir.8 The pigeon’s excellent category learning and transfer performance clearly merit the label ‘‘conceptual’’ according

to most theorists9–14 and suggest that we should accord pigeons and other birds far greater respect than they customarily receive.15,16

Although it is altogether appropriate for us to acknowledge the pigeon’s impressive categorization prowess, a far more profound and

significant scientific question remains unanswered: Just how is the pigeon able to exhibit such noteworthy conceptual behavior?

Here, two viable interpretive paths present themselves. First, the pigeon may deploy some or all of the various executive functions

commonly credited to humans and nonhuman primates, particularly selective attention and explicit rule use. Second, the pigeon may rely

solely on associative learning, as it may possess none of those advanced executive functions.

Howmight we go about deciding between these interpretive possibilities? Because executive functions are generally deemed to bemedi-

ated by the prefrontal cortex (PFC), we might ask whether pigeons possess this or some other neuroanatomical structure – possibly the ni-

dopallium collaterale (NCL) – that can perform the same cognitive functions. In this connection, our understanding of the avian brain and its

relation to themammalian neocortex is currently under intense investigation and substantial reanalysis.17 So, too, are the specific roles played
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by numerous avian brain structures in perceiving and categorizing visual stimuli.18 Given the present state of flux in avian neurobiology,

perhaps the second route should be given provisional priority.

Of course, associative learning is frequently presumed to be far too primitive and rigid to provide an adequate account of complex visual

categorization. This pessimistic perspective is likely to be based on the sophistication and flexibility usually ascribed to human behavior and

cognition. Nevertheless, the pigeon might represent a striking and enlightening counterexample.

The point of departure for our article concerns the unique relevance of the pigeon to a prominent neurocomputational theory of catego-

rization: COVIS19 (COmpetition between Verbal and Implicit Systems). This theory hypothesizes that two distinctly different categorization

mechanisms have evolved: (1) an implicit, procedural, or associative learning process that is slow and unanalytical and dependent on the basal

ganglia, plus (2) an explicit, declarative, or verbal learning process that is fast and analytical and dependent on the PFC.

The cognitive accomplishments of the explicit process have largely taken center stage in the voluminous categorization literature, with far

less attention being paid to the implicit process. This relative neglectmay have contributed to a puzzling paradox20: namely, that the power of

associative processes in humans and nonhuman animals has been underestimated, whereas the power of associativemechanisms in the realm

of artificial intelligence has been widely celebrated.21,22

Nonetheless, the neurobiological foundation of the pigeon’s categorization prowessmay be based on an evolutionarily ancient and osten-

sibly elementary associative learning mechanism that progressively links behavioral responses to limited portions of perceptual space.11,23

Humans, while also possessing and ably deploying the same associative learning mechanism, may be able to exploit a far more elaborated

declarative system which permits our more quickly and proficiently mastering an even wider range of categorization tasks by engaging stim-

ulus analysis, selective attention, and rule formation.23

The basic associative learning mechanism that is postulated for the pigeon has been lauded for its ‘‘simplicity, parsimony, breadth, and

power’’23 (p. 2365). More intriguingly, it has been further speculated that: ‘‘A unitary, nonanalytic system might also be especially adept at

learning complex or non-linear category-decision boundaries that would defeat a dimensionally aligned, rule-based system23 (p. 2365).’’

A key piece of evidence on this matter concerns the dramatic disparity between humans’ and pigeons’ learning of Rule-Based (RB) and

Information Integration (II) tasks. Unlike most categorization tasks, RB and II tasks are carefully crafted from the same bidimensional stimulus

space – commonly entailing black-and-white sinusoidal gratings with bars that vary in spatial frequency and line orientation. RB tasks cut the

stimulus space either vertically or horizontally, yielding a pair of subtasks in which different distributions of either spatial frequency (but not line

orientation) or line orientation (but not spatial frequency) are associated with two different categorization report responses. By contrast, II

tasks cut the same stimulus space along either the positive or the negative diagonal, yielding a pair of subtasks in which different distributions

of spatial frequency and line orientation are associatedwith two different categorization responses. Thus, RB tasks can be solved using simple

unidimensional rules and should encourage analytic declarative processing, whereas II tasks require featural or dimensional integration and

should generally encourage nonanalytic associative processing.19,24

Past research has reported that, unlike humans – who learn RB tasks muchmore quickly than II tasks – pigeons learn RB and II tasks at equal

speeds.11,23,25 These findings accordwith the view that pigeons lack the declarative categorization system and can only deploy the associative

categorization system.

Because of the theoretical importance of this profound disparity in interspecies category learning, we chose to further assess the reliability

of pigeons’ indifference to learning RB and II tasks. Deploying both within- and between-subject designs, we too found no difference in the

speed of pigeons’ learning.26 We later posed still greater challenges to pigeons’ associative learning system by requiring them to learn newly

devised tasks that entailed complex non-linear category decision boundaries that had been contrived to thwart a dimensionally aligned, rule-

based system.26,27 The pigeons’ stunning success in learning these new tasks pose the daunting challenge of explaining just how an elemen-

tary associative learning system might acquire such demanding tasks. That is just what we hope to accomplish in the following sections.

There, we will show through extensive computational modeling that pigeons can learn a variety of novel and difficult categorization tasks

by utilizing an exceptionally simple associative mechanism – one that connects regions of multidimensional space to distinctive behavioral

responses by means of an error correction process. The four tasks include: RB and II tasks involving spatially separated elliptical stimulus dis-

tributions; RB and II tasks involving abutting hemispheric stimulus distributions; a novel concentric-rings task; and a novel sectioned-rings

task. In each case, the successful modeling of pigeons’ task learning was complemented by accurately modeling characteristic signatures

of associative learning, further bolstering our proposal that the pigeon singularly proves that complex cognitive behavior can nonetheless

be accomplished via simple associative learning. Finally, the nature of our associative model effectively took Skinner at his word – by treating

the pigeon as if it were a machine.

RESULTS

Figure 1A illustrates our general approach to understanding the learning mechanism used by the pigeon. On each trial, we assume that the

pigeon encodes the displayed stimulus and computes the association between the stimulus percept and a categorization response based on

an associative network. Figure 1B illustrates that the encoding of the stimulus activates a limited region of the pigeon’s representation of the

entire stimulus space (i.e., the hidden layer), and Figure 1C illustrates how the pattern of activation creates evidence for a categorization

response based on learned associations between previous stimuli and feedback fromprevious responses. Based on the relationship between

the learned associations and the current stimulus, a response is made from the output layer (Figure 1D).

To assess the power of associative learning, we developed a computational model that uses only the principles of stimulus-response as-

sociation through reinforcement learning and stimulus generalization.28 Because the model involves just two mechanisms, if the model can
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successfully capture the pigeon’s behavior in a wide variety of categorization tasks, thenwe can interpret the success of themodel as evidence

that the pigeon deploys only these two mechanisms. In other words, if the machine-like model behaves as does a pigeon, then it serves as an

appropriate analogue of the principles underlying the pigeon’s category learning, which will help guide future neuroscientific research into

the biological substrates of visual cognition.

We used four different categorization tasks involving unique structures that afforded a stringent test of the pigeon-as-machine metaphor:

(1) a task involving rule-based or non-rule-based conditions with an abrupt change in the category structure once pigeons attained the initial

learning criterion, (2) a task involving concurrently trained rule-based and non-rule-based conditions involving abutting, but nonoverlapping

stimulus distributions, (3) a task consisting of stimulus distributions that entailed two concentric rings, and (4) a task consisting of stimulus

distributions that involved the same two rings, but now cut into eight separate sections. Although the four tasks differed considerably

from one another, they all tested the pigeon-as-machine metaphor either by placing pigeons into learning environments where rule-based

responding could not be deployed or, if rule-based responding could be deployed, where strategic comparisons between categorization

tasks were able to detect rule use.

RB/II transfer task

Data from the first task were reported inO’Donoghue et al.,26 where they trained pigeons on either an RB task in which a single dimension was

sufficient for category learning or an II task in which both stimulus dimensions were needed for category learning. Pigeons were trained on

these tasks until they achieved 85% accuracy to both Categories A and B for two consecutive sessions. At this time, the categorization bound-

aries changed such that the importance of the dimensions in their contributions to the tasks switched. For example, if the categorization

boundary in the RB task was based on frequency information in the first phase, then the categorization boundary was based on orientation

information in the second phase. Figures 2A, 2E, and 2I illustrate the distribution of stimuli in the RB task for Pigeon 1 on Trials 2 (at the begin-

ning of Phase 1), 255 (early in Phase 2), and 640 (at the end of Phase 2), respectively; Figures 2C, 2G, and 2K illustrate the distribution of stimuli

in the II task for Pigeon 5 on Trials 2 (at the beginning of Phase 1), 335 (early in Phase 2), and 560 (at the end of Phase 2), respectively.

After the model was fit to each pigeon’s data, we examined the learned associations predicted by the model based on the estimated pa-

rameters extracted from the data-fitting process. Figures 2B, 2F, and 2J illustrate the associations learned between the stimulus space and

each category over time (i.e., CategoryA on the left, Category B on the right), where each row corresponds to the samemoment in time shown

in Figures 2A, 2E, and 2I. In each panel, brightly colored areas correspond to strong associations, whereas white areas correspond to weak

associations, and the black ellipsoid designates the region in which stimuli from the relevant category occur (i.e., 95% of the stimuli from that

category). In Figure 2B, the model has no previous associations to either category, so the representations illustrate the spread of association

A

B C D

Figure 1. The pigeon as a machine

(A) Illustration of a pigeon performing a category learning task by assigning a Gabor patch to one of the two categories. We assume that the pigeon applies a

purely associative learningmechanism tomap the contents of the stimulus into a response through a computational model very similar to those found inmachine

learning.

(B) The mapping from the stimulus space to the hidden layer is shown, where yellow areas represent regions of the perceptual space that are more strongly

activated by a given Gabor patch.

(C) In the hidden layer, the model assumes each point in the perceptual space is mapped to evidence for each of the category responses. The mapping to

Category A is shown on the left (red) and the mapping to Category B is shown on the right (blue), where brightly colored areas designate stronger associations.

(D) The pigeon produces a response based on the strength of evidence for each of the two categories.
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following a single example from each category. At the beginning of Phase 2, shown in Figures 2E and 2F, themodel has correctly mapped the

stimulus space to the corresponding category response in Phase 1, and it begins to learn the newmapping in Phase 2. By the end of Phase 2,

Figures 2I and 2J show that the model has remapped the stimulus space in accord with the new categorization task. Figures 2D, 2H, and 2L

illustrate that a very similar associative learning process occurs for the model in the II task. Specifically, the model learns the correct category

mapping by the end of Phase 1; by the end of training, the model forms the correct association in accord with the new categorization task

arranged in Phase 2.

Figure 3 shows pigeons’ accuracy data from the transfer task alongwith themodel fits. To reduce visual overlap, each panel corresponds to

a different comparison: either across the RB and II tasks (i.e., Figures 3A and 3C) or across the two phases within a task (i.e., Figures 3B and 3D).

In each panel, the data are shown as the solid-colored line with the correspondingly colored shaded regions reflecting the standard error of

the mean; the model fits are shown as the black lines with the colored dots corresponding to each condition. There are several important

results, each of which provides strong evidence that the pigeons learned the categories purely by association.

First, Figure 3A reveals that there is no appreciable difference between the learning curves for the RB and II tasks in Phase 1. Second,

Figures 3B and 3D illustrate that neither the RB task nor the II task shows any appreciable difference in the speed of learning between Phases

1 and 2. Third, Figure 3C reveals that in Phase 2, there is no appreciable difference in learning the two tasks. Fourth, a model that is designed

to acquire categories based purely on stimulus-response associations and error-driven learning can accurately match all of these behavioral

profiles, suggesting that an exceptionally simple associative mechanism nicely accounts for the pigeon’s manner of learning.

To further examine the learning dynamics that occurred in Phase 2, we analyzed the pigeons’ speed of learning as a function of different

regions of the stimulus space. The overlap of the stimulus distributions from Phase 1 to Phase 2 presents a unique opportunity for assessing

the degree of associative learning expressed by pigeons. Figure 4A illustrates the stimulus distributions for Phase 1 (Category A in red, Cate-

gory B in blue) and Phase 2 (Category A in light pink, Category B in light blue); overlaying these distributions are three alpha-transparent

squares that divide the stimulus distribution from Phase 2 into three important regions: a transfer region (purple), an interference region

(green), and a new region (yellow). In the transfer region, we expect the learned associations from Phase 1 to carry over to Phase 2, such

that accuracy should be near the same levels attained at the end of Phase 1. In the new region, because pigeons did not learn any associations

in this region during Phase 1, we expect that accuracy should start near chance and gradually increase at a speed similar to learning in Phase 1

(see Figure 3). In the interference region, the associations from Phase 1 are opposite to those to be learned in Phase 2; therefore, we expect

A B C D

E F G H

I J K L

Figure 2. Representations learned in the RB/II transfer task

(A, E, I) Example distributions of stimuli used in the RB task over time. In panels E, G, I, and K, transparency is used to illustrate the order of the training stimuli over

time.

(B, F, J) Learned associations between the stimulus space and Category A (left) and Category B (right) by the model at three points in time corresponding to the

trials shown in A, E, and I.

(C, G, K) Example distributions of stimuli used in the II task over time.

(D, H, L) Learned associations between the stimulus space and Category A (left) and Category B (right) by the model at three points in time corresponding to the

trials shown in C, G, and K. In all panels, brightly colored areas indicate strong associations, whereas white areas indicate weak associations, and each black

ellipsoid designates the region in which stimuli from the relevant category occur. RB: rule-based task, II: information integration task.
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accuracy to begin well below chance and to rise gradually as the remapping takes place. Perhaps most importantly, if pigeons are using a

purely associative learning mechanism, then the patterns of relearning across the three regions should be the same whether or not the

task condition is RB or II. We can contrast this prediction with an animal that uses a rule-based mechanism: in the RB task, once the animal

begins applying the new rule in Phase 2, accuracy in all three regions ought to rise at the same high rate. However, because there is no

single-dimensional rule to learn in the II task, a rule-based mechanism cannot be used; thus, we should see the same performance profile

previously described for associative learning.

Figures 4Band 4D depict pigeons’ accuracy in Phase 2 separated according to the regions shown in Figures 4A and 4C, where Figures 4A

and 4B pertain to the RB task and Figures 4C and 4D pertain to the II task. In Figures 4B and 4D, data are shown as the solid lines colored

according to the regions defined in Figures 4A and 4C, respectively, with correspondingly colored shaded regions reflecting the standard

error of themean.Model fits are shown as the black line with dots color coded to correspondwith each region. Figures 4B and 4D each depict

the profile of associative learning: accuracy starts high and stays high in the transfer condition, accuracy starts around chance and gradually

rises in the new region, and accuracy starts well below chance and gradually rises in the interference region. Most importantly, there are no

appreciable performance differences between the RB and II tasks – the hallmark of a purely associative learner exhibiting no explicit rule use

Hemispheric RB/II task

The second task explored a similar RB/II design (reported in O’Donoghue et al.26); however, it entailed two important differences in the pro-

grammed stimulus distributions, as illustrated in Figures 5A, 5C, 5E, and 5G. First, individual pigeons concurrently learned both RB tasks

(involving orientation and frequency rules shown in Figures 5A and 5C, respectively) and both II tasks (involving negative and positive diagonal

rules shown in Figures 5E and 5G, respectively); all four tasks were randomly interleaved across trials, with the prevailing task cued by one of

the four distinctive background colors. Although this design feature does not explicitly test for associative learning, it would be a remarkable

feat if pigeons could accurately use the background colors to modulate the learned associations across the four tasks. Second, the stimulus

distributions were abutting, hemispheric distributions rather than the spatially separated elliptical distributions programmed in the prior RB/II

task. These abutting distributions allowed us to probe in another way the types of representations pigeonsmay have used whenmaking their

categorization decisions. Here, we systematically examined pigeons’ categorization accuracy as a function of the distance the presented

training exemplars were from the category boundary. Using an explicit rule that was perfectly aligned with the category boundary ought

A B

C D

Figure 3. Data and model fits in the RB/II transfer task

(A) Accuracy data and model fits are shown for the RB (purple) and II (green) tasks across trial blocks in Phase 1.

(B) Data and model fits are shown for the RB task across trial blocks in Phase 1 (purple) and Phase 2 (blue).

(C) Data and model fits are shown for the RB (blue) and II (yellow) tasks across trial blocks in Phase 2.

(D) Data andmodel fits are shown across trial blocks for the II task in Phase 1 (green) and Phase 2 (yellow). In all panels, learning curves were constructed fromdaily

training sessions by sorting individual pigeon’s scores into 10 equally sized blocks of trials and averaging across birds; the resulting data are shown as the solid-

colored line with a correspondingly colored shaded region to reflect the standard error of the mean. The model fits are shown as a black line with dots colored to

correspond to each condition. RB: rule-based task, II: information integration task, P1: Phase 1, P2: Phase 2.
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to support amuch steeper rise in accuracy thanwhen such dimensional alignment was impossible; thus, the rise in accuracy as a function of the

distance from the boundary was predicted to be more precipitous for the RB tasks than for the II tasks. This prediction can be clearly con-

trasted with the prediction of a purely associative learner; here, there should be no appreciable differences in the rise in accuracy across

the RB and II tasks as a function of the distance from the category boundary.

Figures 5B, 5D, 5F, and 5H show the learned associations predicted by the model at the end of training for each of the four tasks corre-

sponding to the stimulus distributions shown in Figures 5A, 5C, 5E, and 5G, respectively. Across all panels, the brightly colored areas desig-

nate regions of strong associations, whereas the white areas designate regions of weaker associations. For each of the four tasks, the model

accurately learns to associate the regions of the stimulus space with the correct category response. Importantly, the model predicts that the

category representations are graded in the regions approaching the categorization boundary for each of the four tasks, confirming the dy-

namic discussed above: both RB and II category boundaries forge associations that support a graded response rule.

Figure 6 shows the data and model fits, aggregated across both of the RB tasks and both of the II tasks. As above, to perform the aggre-

gation, we divided the daily time series associated with each task (frequency RB, orientation RB, negative II, and positive II) into 10 equally

spaced bins for each pigeon, calculated the accuracy for those trials, and then averaged over birds and task types. Figure 6A depicts pigeons’

accuracy for the RB (purple) and II (green) tasks as a function of trial block, where the data are shown as colored lines and a shaded region to

reflect the standard error of the mean, whereas the model fits are shown as the black lines with dots color coded to match the relevant com-

parison. Over time, we see that pigeons learned the RB and II tasks at very similar speeds, suggesting a purely associative learning

mechanism.

Figure 6B shows accuracy as a function of the distance from the category boundary for both the RB (purple) and II (green) tasks. To conduct

this analysis, we created 10 equally spaced bins to represent the absolute distance of training stimuli from the categorization boundary for

each pigeon, calculated choice accuracy corresponding to those trials (averaging over all time points), and then averaged over pigeons and

task types. As with Figure 6A, data are shown as the colored line and shaded region, whereasmodel fits are shown as the black lines with dots

of corresponding color. Figure 6B shows that pigeons’ accuracy rises at a very similar rate as a function of the distance from the boundary for

both tasks, further indicating that pigeons acquired the RB and II tasks with a purely associative learning mechanism.

A B

C D

Figure 4. Data and model fits by regions of stimulus space

(A) Based on the overlap of the stimulus distributions between Phases 1 and 2, we defined three regions of stimulus space that target different types of learning in

Phase 2: a transfer region (purple), an interference region (green), and a new region (yellow). In this panel, the stimulus distributions are shown for the RB task. Red

and blue dots correspond to Categories A and B in Phase 1, respectively, whereas light pink and light blue dots correspond to Categories A and B in Phase 2,

respectively.

(B) Accuracy curves across trial blocks in Phase 2, separated according to the type of learning region shown in (A) and aggregated across birds in the RB task.

(C) A similar illustration as in (A), but for the II task.

(D) A similar plot as shown in (B), but for the II task. In panels (B) and (D), mean accuracy across blocks is shown as the colored line and the standard error of the

mean is shown as the region with corresponding color. Model fits are shown as the black line with dots colored to match the condition of the fit. RB: rule-based

task, II: information integration task.
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Concentric-rings task

The third task we studied involved another type of categorization structure that requires information integration: the concentric-rings task as

reported in O’Donoghue et al.29 In this task, categories are defined by two concentric rings, illustrated in Figures 7A and 7C. For a rule-based

learner to acquire this task, they would not only need to use both dimensions, but they would also need to apply a bimodal decision rule along

those two dimensions. This type of bimodal response criterion is especially hard to learn relative to unimodal response criteria, especially for

humans.28–30 However, because a purely associative learner would not need to use such a complex decision rule, they should more readily

acquire the task.

Figures 7B and 7D illustrate the associations learned by themodel over time. First, Figure 7B shows the associations learned during the first

four trials, where two stimuli from each category are depicted (shown in Figure 7A). In both panels, the region of the stimulus distribution is

outlined in black; there are two associations to the relevant category (shown as the brighter colors) and two associations to the opposite cate-

gory (shown as white regions). Although stimuli are associated with the opposing category, associative learning with prediction error can be

used to decrease the association between stimuli in that region and that category, thereby producing association strengths thatmove toward

zero. As in Figures 2B and 2D, the spread of association clearly extends beyond the specific values of each training stimulus and into the neigh-

boring regions of the stimulus space, thereby making a strong prediction for categorization responses within these neighboring areas, which

we will explain and test later in discussion. Figure 7D illustrates the learned associations at the end of training. Here, Figure 7D shows that,

despite the unique shape of the concentric-rings category structure, the model learns to associate regions of the stimulus space with the cor-

rect category response.

A B

C D

E F

G H

Figure 5. Learned representations in the hemispheric task

(A, C, E, G) Stimulus distributions for Category A (red) and Category B (blue) in each of the four different contexts (rows). The different contexts were actually

different colors, but here the contexts are designated by different levels of brightness.

(B, D, F, H) Learned associations between the stimulus space andCategory A (left panel) and Category B (right panel) in each of the four different contexts defined

in panels A, C, E, and G. Brightly colored areas designate strong associations, whereas white areas designate weak associations. Each black hemisphere

designates the region in which stimuli from the relevant category occur.
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Figure 8B depicts the pigeons’ accuracy data during training with the depicted stimuli in Figure 8A, aggregated over trial blocks as in the

previous two sections. Here, the data are shown as the green solid line, with the shaded region designating the standard error of the mean.

The model fits are shown as the black line with green dots. Once again, Figure 8B indicates that the model is well aligned to capture the

gradual increase in accuracy over time expressed in the data.

The stimulus distributions in the concentric-rings task were created to eliminate any possible usage of a single, dimensionally aligned de-

cision criterion, making it impossible for rule-based learners to achieve high accuracy. As a result, the distributions afford a compelling advan-

tage to simpler, associative learning mechanisms.

However, to further substantiate the mechanism of associative learning, following training, we used a testing procedure meant to

assess the generalization of the categorization responses into the nearby regions created by the ring structure of the training phase (Fig-

ure 8A). Figure 8C shows the regions of space corresponding to the conditions of the test phase. First, two conditions simply repeated

the stimulus distributions used in the earlier training phase. Second, one form of extrapolation was tested by designing a ring called ‘‘OutT-

est’’ just beyond the outer ring used in training (light blue region). Third, a form of interpolation was used by defining the region inside the

interior training ring called ‘‘InTest’’ (pink region). Fourth, the region between the training regionswas defined to examine the gradation of the

learned representation, a region simply referred to as Middle (purple region). All five regions were specified such that they were of equal area

to control for biases in base rates. Although the InTest and OutTest allowed for clearly correct generalization responses, the Middle region

could be associated with both categories learned in the training phase. Therefore, to define the category boundary, we divided the Middle

region into two regions of equal area: one associated with the outer ring and one associated with the inner ring.

A B

C D

Figure 7. Learned representations in the concentric-rings task

(A) The first four example stimuli used in the concentric-rings task, along with the outline of the full stimulus distribution; Category A is shown in red and Category

B is shown in blue.

(B) Learned associations for Category A (left) and Category B (right) after the first four trials. Brighter colors represent stronger associations, whereas whiter areas

indicate association strengths near zero. In both panels, the stimulus distribution corresponding to the relevant category is outlined in black.

(C) The full stimulus distribution used in the concentric-rings task.

(D) Learned representations at the end of training shown in a format similar to (B).

A B

Figure 6. Data and model fits for the hemispheric task

(A) Accuracy curves across trial blocks for the two RB tasks (purple) and the two II tasks (green).

(B) Accuracy as a function of the distance from the boundary of the two hemispheric distributions for the RB (purple) and II (green) tasks. In both panels, data are

shown as the solid-colored line along with the standard error of the mean in the shaded region, whereas model fits are shown as the black lines with dots colored

to correspond to each condition. RB: rule-based task, II: information integration task.
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Figure 8D depicts the average accuracy of pigeons in the testing phase, separated by the regions of space defined in Figure 8C. Figure 8D

indicates that both extrapolation into the OutTest region and interpolation into the InTest region resulted in even higher accuracy levels rela-

tive to the two training regions – a well-known and unique associative learning effect called ‘‘peak shift.’’31,32 The Middle region serves as a

strong baseline, where categorization decisions were only about 60% correct, indicating considerable ambiguity in this region. Across all con-

ditions, the model fits are shown as the black and white dots. Again, a purely associative model accounts extremely well for the profile of

accuracy across all five testing regions.

Sectioned-rings task

The final task we studied used stimuli similar to the concentric-rings task, but which subdivided each ring into four segments, as reported in

Wasserman et al.27 Figures 9A and 9C depict the stimulus distributions used in the ‘‘+ cut’’ and ‘‘3 cut’’ conditions, respectively, where Cate-

gory A is shown in red andCategory B is shown in blue. Like the concentric-rings task, the sectioned-rings task thwarts any effort of the learner

to use a simple, unidimensional rule; but the sectioned-rings task eliminates the possibility of a complex rule that would allow a learner to

divide the stimulus space into an interior category and an ‘‘other’’ category. Rule formation in this sectioned-rings task would be nearly impos-

sible, yet a pure associative learner ought to acquire the task if given sufficient training.

Figure 9B illustrates the learned representation of the associations formed between the stimulus space andCategory A (left) and Category

B (right) at the end of training for the + cut condition. Across panels, brighter colors are associated with stronger associations, whereas whiter

colors are regions associated with weaker associations. In both panels, the segments that are relevant to each category are outlined in black.

In a format similar to Figures 9A–9D illustrate the stimulus distribution and the learned representations at the end of training for the 3 cut

condition. Across both Figures 9B and 9D, the model learns to associate regions of the stimulus space with the correct category response

in the outlined region.

Figure 10B depicts the accuracy data and the model fits as a function of trial block. Although we examined the + and 3 cut conditions

separately, because they produced very similar learning profiles, we present the accuracy data aggregated across both tasks. Here, the green

line corresponds to the mean accuracy data and the green shaded region corresponds to the standard error of the mean. The model fits are

shown as the black line with green dots.

A B

C D

Figure 8. Data and model fits for the concentric-rings task

(A) Stimulus distributions used during training for Category A (red) and Category B (blue).

(B) Accuracy shown as a function of trial blocks. The data are shown as the solid green line with a corresponding shaded region designating the standard error of

the mean. The model fits are shown as the black lines with green dots.

(C) Stimulus distributions used during the testing period. Light blue designates the OutTest region, blue designates the OutTrain region (i.e., the region used

during training), purple designates the Middle region, red designates the InTrain region (i.e., the region used during training), and pink designates the InTest

region.

(D) Accuracy is shown as a function of testing region with the small black lines at the top each bar representing the standard error of the mean. Model fits are

shown as the white dots.

ll
OPEN ACCESS

iScience 26, 107998, October 20, 2023 9

iScience
Article



Figure 10C illustrates the sectioned-rings task shown in Figure 10A, but recoded to divide the space into regions that are near the category

boundaries (green) or in the center of the ring sections (purple). This designation allows us to examine the graded nature of the learned rep-

resentation similar to previous analyses in the hemispheric and concentric-rings tasks. Figure 10D depicts pigeons’ accuracy as a function of

trial blocks as shown in Figure 10B, but now separated into the stimulus regions defined by Figure 10C. As in Figure 10B, the data are shown as

colored lines with shaded regions designating the standard error of the mean, whereas the model fits are shown as the black lines with corre-

spondingly colored dots. Figure 10D illustrates that both the pigeons and themodel learned themiddle conditionsmuchmore easily than the

boundary conditions, once again suggesting a graded associative learning mechanism. As with the earlier tasks, the model fits are in close

alignment with the data, providing further evidence that a model involving only associative learning and error minimization satisfactorily ac-

counts for the pigeon’s category learning behavior.

DISCUSSION

In this article, we have clearly documented that pigeons can adeptly acquire a wide variety of category structures, ranging from simple to

complex. Indeed, the category structures arranged in the Concentric-Rings Task and the Sectioned-Rings Task were expressly crafted to

pose extreme challenges to the deployment of advanced cognitive processes, including selective attention and explicit rule use.

Yet, our pigeons’ ostensible flexibility in solving these highly diverse and demanding tasks may be more apparent than real. The pigeons’

demonstrated success seems to be based on their deploying a single, simple biological mechanism – one that can be effectively emulated by

a computational model involving just two free parameters and one hidden layer. That biological mechanism is associative learning, which

gradually connects behavioral responses to circumscribed regions of perceptual space via an error-correction process. In this sense, the pi-

geon’s category learning prowess can be understood as if the pigeon were a machine.

One might ask if our ‘‘mechanization’’ of the pigeon is merely a fad in the present era of artificial intelligence. Here, readers might be sur-

prised to learn that efforts to understand animal behavior and cognition by analogy tomachines beganmost famously with the writings of the

illustrious French philosopher René Descartes (1596–1650).

In his Letter to the Marquess of Newcastle33 (1646), Descartes argued that animals are nothing more than beastly mechanisms – bête-ma-

chines.34,35 Descartes was willing to concede that animals have sensations and passions; however, he deemed them to be nothing more than

organic reactions. Beyond that limited concession, however, Descartes contended that animals lack thought and language; that animals lack

abstraction, mathematics, and metacognition36; and, critically, that animals have neither a mind nor a ‘‘rational soul,’’ thus preventing them

from engaging in complex cognitive processes.37 For Descartes, the capacity to reason – what he called the universal instrument38 – allows

humans alone to respond adaptively and flexibly to any and all conditions as well as to achieve mastery over nature.39

Our project puts such contentious philosophical musings concerning mind and reason on the proverbial back burner. To us, treating the

pigeon as a machine – le pigeon machine – is purely a heuristic enterprise. By doing so, we hope to gain greater insights into the possible

biological mechanisms that actually underlie the pigeon’s prolific categorization performance.

Perhaps the most surprising realization of all is that today’s work in machine learning has come to deploy associative algorithms to solve

many challenging categorization tasks. Perhaps that’s no accident. Nature’s evolutionary process in creating associative learning may very

well serve as an analogousmodel for computer scientists’ incorporating this powerful algorithm into their ownartificial computing systems.40,41

A B

C D

Figure 9. Learned representations in the sectioned-rings task

(A) Stimulus distributions for the ‘‘+ cut’’ condition, where Category A is shown in red and Category B is shown in blue.

(B) Learned associations at the end of training Category A (left) and Category B (right). Brighter colors represent stronger associations, whereas whiter areas

indicate near-zero association strength. In both panels, the stimulus distribution corresponding to the relevant category is outlined in black.

(C) Stimulus distributions for the ‘‘3 cut’’ condition, where Category A is shown in red and Category B is shown in blue.

(D) Learned representations at the end of training is shown in a format similar to (B).
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Limitations of the study

One limitation of the study is that we only explored one type of associative learning model and did not explore additional mechanisms that

might underlie the learning profiles of the pigeons. In terms of additional mechanisms, because the pure associative learningmechanismwas

able to capture all of the qualitative behavioral patterns across the four tasks, it would be unlikely to find quantitative evidence of more so-

phisticatedmechanisms. In terms of alternative associative models, although we chose not to explore other types of associations, we suspect

that many of them would prove similarly effective. It is certainly possible that under different experimental conditions, pigeons might exhibit

more sophisticated learning strategies that would require deeper investigations into alternative association systems or mechanisms. Because

we cannot rule out this possibility, we acknowledge this limitation and save such investigations for future work.
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Figure 10. Data and model fits for the sectioned-rings task

(A) Illustration of the stimulus distribution used for Category A (red) and Category B (blue).

(B) Accuracy shown as a function of trial blocks. The data are shown as the solid green line with a corresponding shaded region designating the standard error of

the mean. The model fits are shown as the black line with green dots.

(C) Illustration of the stimulus distribution from (A) divided into sections corresponding to the distance from the boundary: stimuli near a boundary are shown in

green, whereas stimuli in the middle of the ring sections are shown in purple.

(D) Accuracy is shown as a function of trial block, separated into the regions shown in (C). The data are shown as the solid-colored lines with a corresponding

shaded regions designating the standard error of the mean. The model fits are shown as the black lines with correspondingly colored dots.
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Data and code availability

� This paper analyzes existing, publicly available data. These accession numbers for the datasets are listed in the key resources table.
� All original code has been deposited at https://osf.io/b4eac/ and is publicly available as of the date of publication. DOIs are listed in the

key resources table.

� Any additional information required to reanalyze the data reported in this paper is available from the lead contact upon request.

EXPERIMENTAL MODEL AND STUDY PARTICIPANT DETAILS

We trained a total of 24 adultmale and female pigeons (Columba livia) on the four different categorization tasks: 8 on the RB/II Transfer Task, 4

on the Hemispheric RB/II Task, 8 on the Concentric-Rings Task, and 4 on the Sectioned-Rings Task. All of the pigeons had varied prior

experience in our laboratory, but they had no experience with the present tasks or visual stimuli. Following the procedures approved by

the Institutional Animal Care and Use Committee at The University of Iowa, the pigeons were individually housed and maintained at 85%

of their free-feeding weights.

METHOD DETAILS

Apparatus

The experiments were conducted in 36 3 36 3 41 cm operant conditioning chambers with white noise sounded during all sessions. The

stimuli were displayed on 800 3 600 px LCD monitors, and the pigeons’ pecking responses were transduced by AccuTouch touchscreens

(Elo TouchSystems, Fremont, CA). The screen area visible to the pigeons measured 28.5 3 17.0 cm. Correct responses were reinforced

with one to three 45-mg pigeon pellets delivered via a rotary dispenser connected to a food tray mounted opposite the touchscreen and

monitor.

Stimuli

The visual stimuli were black-and-white circular sinusoidal gratings that varied in spatial frequency and line orientation. The

stimuli were 6.29 3 6.29 cm in the RB/II Transfer Task, 2.64 3 2.64 cm in the Hemispheric RB/II Task, 7.50 3 7.50 cm in the Concentric-

Rings Task, and 7.50 3 7.50 cm in the Concentric-Rings Task. All stimuli were randomly generated using Matlab� and its Psychtoolbox-3

extensions.43

REAGENT or RESOURCE SOURCE IDENTIFIER

Deposited data

Rule-based and Information Integration Switch

Tasks

O’Donoghue et al.23 https://osf.io/3265r/

Hemispheric Distributions Task O’Donoghue et al.23 https://osf.io/3265r/

Concentric Rings Task O’Donoghue et al.26 https://osf.io/vyd3p/

Sectioned Rings Task Wasserman et al.38 https://osf.io/b639r/

Software and algorithms

Optimization function in R Nelder and Mead 42 https://www.rdocumentation.org/packages/

stats/versions/3.6.2/topics/optim

Other

Code used for fitting the model to data This paper https://osf.io/b4eac/
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In each training session, we uniformly and randomly sampled stimuli from the relevant sections of the bidimensional stimulus space: 80

stimuli fromCategory A and 80 stimuli fromCategory B. Testing sessions weremodified so that a sufficient number of stimuli from the training

and testing regions could be available for statistical purposes.

Procedure

At the start of each daily trial (illustrated in Figure S1), a white star-shaped ‘start stimulus’ overlayed on a black square was presented in the

center of the screen, surrounded by a solid gray background. Once the pigeon pecked the start stimulus, it disappeared, and a randomly

sampled ‘trial exemplar’ (i.e., stimulus relevant to the task) appeared in its place. The pigeons had to complete a number of observing pecks

to this trial exemplar, beginning with 1 peck and adjusted upward across sessions according to each pigeon’s performance to a maximum of

20 pecks. Once the observing response requirement wasmet, the trial exemplar disappeared and two replicas of the trial exemplar appeared

on opposite sides of the screen from where the trial exemplar had just been presented. These replicas served as the choice buttons, with the

correct and incorrect buttons for each category randomly located on opposite sides of the screen fromwhere the trial exemplar had just been

presented. If the pigeon pecked the correct choice button, then that button was replaced by a white square; a single peck to the white square

yielded food reinforcement. If the pigeon pecked the incorrect choice button, then a correction trial was initiated following a variable 6- to

10-s delay. Correction trials continued to be given until the pigeon made the correct response, ensuring that all trials ended with food rein-

forcement. Correction trials were excluded from data analyses. A variable 6- to 10-s period served as the intertrial interval.

Each pigeon was trained until it reached a criterion level or its own performance asymptote had been attained. Learning curves were con-

structed from these training sessions by sorting scores into 10 equally-sized blocks of trials.

QUANTIFICATION AND STATISTICAL ANALYSIS

Computational modeling

The model we developed in the present manuscript can be considered a multivariate extension of the adaptive representation model (ARM)

detailed in Turner.28 There, a set of learning models was developed with different assumptions about learningmechanisms to relate instance

learning models30,44 to strength-based models commonly used in connectionist architectures.45–47 Onemodel in the set that was particularly

successful in explaining relearning dynamics was the so-called strength-prediction error (SEP) model that combined simple associative

learning with prediction error to associate regions of the stimulus space to categorization decisions. Because this model possessed the

two mechanisms (i.e., stimulus-response association and stimulus generalization) hypothesized to underlie pigeon learning behavior, we

adapted it for our purposes here.

The model contains a grid of ‘‘representational points’’ over the stimulus space, in our case, over the bidimensional space of possible

frequency and orientation values. Let X denote the matrix of grid values, where each row contains a location in the stimulus space. For

our purposes, we assumed a grid of points ranging from 0 to 100 in increments of 20 along both dimensions, meaning that there were

n = 400 representation points and that X was a (400 3 2) matrix. As illustrated in Figure 1, associated with each representation point in X

is an associative strength to each category, which changes from trial to trial. Let Pt denote the matrix of associative strengths on Trial t. In

our case, each task consisted of only two category responses, so each Pt was a (400 3 2) matrix. For the hemispheric task, there were four

different contexts, and so we expanded Pt to be a (400 3 234) array, and then separately updated the appropriate matrix based on the

context experienced on a given trial. For notational convenience, we will ignore this multidimensional contextual array case in the equations

that follow.

We first constructed themapping between the stimulus presented on Trial t and the hidden layer containing the representation points in X.

To do this, we assumed a similarity kernel where regions of the stimulus space were related to the representation points via

KðxijstÞ = e� d
P

k jxi;k � st;k j
where xi,k denotes the kth dimension of the ith representation point (i˛{1,2,.,n}), and st,k denotes the value of the stimulus presented on Trial

t on the kth dimension. Evaluating this equation produces a value that represents how close the stimulus st is to the ith representation point xi.

Figure 1B illustrates how this equation relates to the stimulus value.

The value of the similarity kernel determines how relevant the ith representation point is when deciding about the stimulus st. However, to

determine the evidence for each category, we combined relevance with the set of learned associations up to Trial t. To do this, we simply

multiplied the relevance value by the association strength for each category to obtain the evidence for Category k:

EtðkÞ =
X
i

Kðxi jstÞPt;i;k

where Pt,i,k denotes the association of the ith representation point to Category k on Trial t. We assumed that the probability of responding

Category k on Trial t, denoted Prt(k), was calculated by evaluating the ratio of the evidence for Category k to the sum of evidence for all cat-

egories via

PrtðkÞ =
EtðkÞP
zEtðzÞ
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Following the decision, feedback was given to the pigeon (and the model). Letting ft,k denote the feedback on Trial t, we arbitrarily as-

signed Category A feedback to.

Dimension 1 (i.e., k = 1) and Category B feedback to Dimension 2 (i.e., k = 2). The value of ft,k then corresponded to which category was

reinforced such that

ft =

� ½ 1 0 � if Category A reinforced

½ 0 1 � if Category B reinforced

This vector of feedback is then used as the target function in the Rescorla-Wagner updating rule over the set of learned associations. We

updated the associations via the following learning rule:

Pt+1;i;k = Pt;i;k +aðft;k � Pt;i;kÞKðxijstÞ

Based on this specification, themodel contains only two parameters: the learning rate parameter a and the stimulus generalization param-

eter d. We separately fit themodel to each pigeon’s data by using the optim function in R to obtain themaximum likelihood estimate for both

parameters.42 The likelihood function was specified by relating the model predicted probabilities of each response to the observed pigeon

response. Letting Rt denote the pigeon’s response on Trial t such that (arbitrarily)

Rt =

�
0 if Category A response
1 if Category B response

then the likelihood function was defined as

Lða; djRÞ =
Y
t

BernoulliðRt jPrtðBÞÞ

where BernoulliðajbÞ denotes the Bernoulli density function for outcome a with probability b.

Construction of the learning curves

Because the number of days to meet learning criterion differed for different pigeons, we partitioned each bird’s daily scores into the same

number of scoring blocks so that all birds would contribute equally to the fitted functions. This process did not affect the overall conclusions

we reached. For example, in the first phase of the RB/II Transfer Task, all eight pigeons reached the 85% criterion between 3 and 9 sessions.

The mean number of sessions in the RB group was 4.25, SD = 1.50 and the mean number of sessions in the II group was 4.50, SD = 1.00. The

number of sessions required to reach criterion did not reliably differ between groups, t(3.17) = 0.82, p = 0.468, indicating that the nature of the

two categorization tasks did not differentially affect learning speed. In the second phase of the RB/II Transfer Task, all eight pigeons reached

the 85% criterion within 6 sessions; the mean number of sessions required to reach criterion was 4.25 for both the RB (SD = 0.96) and II (SD =

1.50) groups. Sessions to criterion did not differ as a function of task, t(5.10) = 0.00, p = 1.000.Once again, these data indicate that the nature of

the two categorization tasks did not differentially affect learning speed.
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