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A B S T R A C T   

In Part I, we outlined the importance of sustainable sonochemical treatment to intensify oil sands process 
affected water (OSPW) treatment empirically and hypothesized degradation pathways. Herein, we elucidate the 
formation of intermediate products with well-defined molecular level solutions. Proposed mechanisms describe 
hydroxylation, decarboxylation and bond scission which drive the degradation of intermediates towards 
mineralization. This comprehensive first study on in silico screening of sonochemical degradation investigates 
quantum methods using density functional theory to explain the postulated degradation mechanisms through a 
theoretical radical attack approach, based on condensed Fukui reactivity indicators. A nudged elasticity band 
(NEB) approach is applied to find a minimum energy path (MEP), allowing the determination of intermediate 
products and energy barriers associated with naphthenic acid degradation. This approach provides structures and 
energies of the breakdown compounds formed along the reaction pathway enabling the determination of mo
lecular reaction kinetics. 

In continuation of Part 1, the focus of this study is to evaluate sonochemically-induced hydroxyl radical (OH•) 
reactions of benzoic acid using density functional theory. Hydroxylation and decarboxylation mechanisms of the 
model naphthenic acid compound and its intermediates were simulated to determine the prospective pathway to 
ideal mineralization. DFT was applied to calculate interaction energies, Mulliken charges, Hirshfeld population 
analysis, dipole moments, frontier orbitals, and polarizability. Electronic properties and frontier orbital trends 
were also compared to computational work by Riahi et al. [1] to confirm the transition states by Nudged Elastic 
Band Transition State theory (NEB-TS). In combination with Hirshfeld Population analysis, Fukui indices suggest 
a more linear degradation pathway narrowed down from earlier experimental work by Singla et al. [2]. The 
linear free energy relationship for the newly suggested computational benzoic acid degradation can be deter
mined by ln

(
kTST/W

)
= − 1.677ΔG − 15.41 with a R2 of 0.9997 according to classic transition state theory and 

Wigner tunneling. This computational method can be used to explore possible degradation pathways of other 
NAs and bridges molecular-to-macroscale sonochemical degradation of NA’s through a manifestation of mo
lecular solutions.   

1. Introduction 

Naphthenic acids (NAs) play a putative role as emerging contami
nants in oil sands process affected water (OSPW), and remediation has 
become an increasing logistic and environmental concern. NAs are 
classified as a diverse and complex resin group of aliphatic and alicyclic 
naturally occurring carboxylic acids in crude oil. They are represented 

by the general formula of CnH2n-zO2, (where n represents the number of 
carbon atoms and z represents the hydrogen deficiency) and consist of 
aromatic rings, unsaturated chains and heteroatoms of oxygen, sulfur, 
and nitrogen. During crude oil processing, naphthenic acids can parti
tion into produced water due to changes in process temperature and 
pressure, pH and salinity. Water contamination by hazardous naph
thenic acids has been a matter of international concern. A major thrust 
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in oil sands upgrading and refining operations is towards the reuse of 
produced water to reduce fresh water intake. However, produced water 
recycling faces some significant challenges as it can lead to downstream 
corrosion, emulsion formation, deposition in processing units and acute 
toxicity on various aquatic organisms. Consequently, OSPW cannot be 
released into natural water sources and is stored in large tailing ponds 
until a comprehensive treatment process can be established. Although, 
toxicity of OSPW reduces, the concentration of naphthenic acids pla
teaus for decades due to its recalcitrant nature [3]. 

A continuous search for innovative technologies to address the 
treatment of produced water include advanced oxidative degradation of 
NA’s is underway in the oil sands industry. Generally, such processes 
apply hybrid approaches such as ultraviolet irradiation with ozonation, 
hydrogen peroxide addition with sonochemical treatment or titania 
(TiO2) nanoparticle-assisted photocatalytic degradation to maximize the 
oxidative destruction. The industrial process to remove NAs from crude 
oil in terms of upgrading the quality has improved over time with 
dilution, caustic washing, esterification, and catalytic decarboxylation 
[4]. Combination remediation efforts have room for improvement and 
additionally do not provide insight into individual process effects on 
degradation. 

Ultrasound sonochemistry, has been applied extensively to degrade 
organic chemical pollutants within aqueous solutions. It was shown in 
Part I that ultrasound can breakdown NA compounds to lower toxicity 
and optimization of ultrasound processes can lead to mineralization of 
NA’s to water and CO2. Although, many sonochemical destruction 
studies of naphthenic acid compounds were reported, the absence of 
OSPW standards has led to multiple studies with various NA structures, 
concentrations and ultrasound conditions. Sonochemical effects; as by- 
products of acoustic waves, produced as mechanical oscillations prop
agating through an elastic (fluid) medium, are characterized into (1) 
Thermal decomposition or pyrolysis of the solvent, solute, vapor and 
gases present in the solution during the violent collapse conditions and 
(2) Radical chemistry that occurs in the cavity formed, at the bubble 
(cavity) interface and within the bulk medium. 

Current literature highlights the selection of model naphthenic acids 
to extrapolate their degradation behaviours to the class as a whole. A 
thorough experimental study of the sonolytic degradation of benzoic 
acid [2] provides the basis for the degradation pathway in this 2-part 
study. Given a range of potential reactions along with the high vari
ability in naphthenic acid compounds, this study attempts a validated in 
silico screening approach for determining sonochemical degradation 
pathways via OH• and other oxidative products including further 
degradation of intermediate products. A radical attack approach, based 
on Fukui coefficients (reactive indicators), was applied to understand 
and devise a nudged elasticity band to determine reaction pathways for 
the products formed. 

This study explores the QM screening strategy through the known 
degradation pathway of benzoic acid and its intermediates via a theo
retical approach using DFT studies to complete mineralization from 
previous works and our previous study [5]. Geometry optimizations, 
frequency calculations, transitions states, interaction energies, Mulliken 
charges, Hirshfeld population analysis, dipole moments, and polariz
abilities have all been calculated by DFT method. 

1.1. Physical explanation of radical attack models 

A number of reactive chemistry models have been proposed to 
explain sonochemical destruction in the vicinity of cavities generated 
during the process. Vapor-filled cavities from the solvent or volatile 
solute, present during collapse, undergo extreme conditions of temper
ature and pressure that lead to homolytic bond breakage to generate 
reactive radical or other species. The sonolysis of water produces H• and 
OH•. The presence of O2 vapor in the bubble is known to foster hy
droxylation and decarboxylation reactions by formation of a peroxyl 
radical or undergoing thermolysis to produce an excited oxygen atom 

that further forms a hydroxyl radical species [6,7]. A reaction shift to
wards OH• radicals may be enhanced by the introduction of ozone or 
similar oxidants into the process. It was reported and confirmed [5] that 
during sonication, model organic acids such as benzoic acid, due to their 
volatile and hydrophobic nature, diffuse to the cavitation bubble and 
decompose by pyrolysis and/or OH• degradation by a range of steps as 
shown in Fig. 1. 

1.2. Computational approach 

Quantum computational methods play an important role in the 
determination of an energy profile that explains the formation of 
dissociation products. A density functional theory (DFT) approach is 
proposed in this study, to determine the degradation intermediates and 
products from benzoic acid, a model organic acid found in naphthenic 
acids. 

Analysis of degradation of organic molecules using conventional DFT 
approaches can explain molecular radical chemistry and can provide 
fundamental insight into non-volatile sonochemical reactions. Energy 
profiles between a precursor and the product can be calculated using 
intrinsic reaction coordinates. However, the use of conventional 
intrinsic reaction coordinates requires a priori knowledge of the tran
sition states of the quantum structures in the sonochemical degradation 
pathway. Hence, computational analysis of the energy profiles that 
occur in the vicinity of a sonochemical bubble during collapse remains a 
challenge. A minimum energy path (MEP) that connects the initial and 
final states with the highest statistical probability can be determined 
from the energy profile as the maximum volume of the minimum energy 
path occurs at the saddle points of its potential energy surface. 

In this work, we propose the use of condensed Fukui indices to 
determine the reactive sites and a nudged elasticity band (NEB) 
approach that depends on the initial reactant and final decomposition 
products to determine the reaction pathway. Using the NEB approach, 
the energy profile of a fragmentation pathway supports the determina
tion of the dissociation products that form during sonochemical re
actions. NEB is an efficient approach for calculating the MEP between 
the initial and final states. A major benefit of this approach is the search 
of a saddle point considerably faster than conventional IRC method and 
at the same level as ab initio modeling. Herein, the NEB approach is 
applied to determine the sonochemical pathway of degradation of 
benzoic acid. 

2. In silico screening method 

QM calculations were performed with density functional theory 
(DFT) using Becke’s thee-parameter hybrid functional [8] along with 
non-local correlation functional B3LYP [9,10]. The chemical structure of 
benzoic acid and intermediate carboxylic acids (e.g. muconic, maleic, 
fumaric, acetic, etc.) were prepared in the Avogadro program and 
initially optimized with MMFF94 force fields [11] using the software’s 
auto optimization feature. Further geometrical optimizations, fre
quency, and Nudged Elastic Band Transition State (NEB-TS) computa
tions were performed at the B3LYP/def2-svp level. Harmonic 
frequencies were determined to confirm products, reactants, and iden
tified transition state correspond to energy minima. The reaction ki
netics were determined using KiSThelP software developed for 
statistical mechanics studies from ab initio quantum chemistry data and 
do not require an expression for the potential energy term. The harmonic 
frequencies were applied to determine the ensuing reactions rate con
stants and thermodynamic properties using KiSThelP software. Inter
action energies and other electronic properties such as dipole moments, 
polarizability, Mulliken charges, Hirshfeld population values, and en
ergies of the frontier molecular orbital were also determined at the 
B3LYP/def2-svp level of theory. All quantum mechanical calculations 
were performed in the ORCA 4.2 software. The interaction energies were 
corrected for any basis set superposition errors using the counterpoise 
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D4 method [12,13]) in ORCA. 
The NEB-TS method, derived from nudged elastic band with transi

tion state optimization, was used to find the transition state structure 
only from the geometries of the reactants and products. To extend the 
NEB-TS calculations, the self-consistent field convergence requirement 
was removed (noSCF) as it only eased NEB-TS convergence and did not 
affect the minimum energy pathway determination. The NEB-TS deter
mined reactions were further validated with KiSThelP and Multiwfn 
program wherever applicable. Radicals were substituted with similar 
molecules such as an OH• with a water molecule to keep the charge and 
spin state the same throughout a reaction step when needed. Ten NEB 
images were used to create a detailed reaction profile. Based on the 
empirical identification of degradation compounds from Part I [5], a 
suggested transition state was applied in ring-opening reaction steps to 
facilitate the reaction progress within NEB-TS and avoid radical attacks 
expected due to the limitations of the NEB-TS approach. Avogadro auto 
optimization was used to obtain the suggested transition states of the 
targeted reaction by selecting an arbitrary step immediately following 
radical attack. 

The energy threshold for the climbing images using the NEB-TS 
model defaults to 2.00E-02 Eh/Bohr. Using the NEB method is depen
dent upon generating an initial guess for the images lying between the 
initial and final states. The image dependent pair potential (IDPP) is a 
novel approach to provide an improvement to the initial guess for the 
NEB path. The IDPP method applies the bond distance between the 
atoms involved in the transition state to create target structures for the 
images, rather than interpolating the atomic positions. By defining an 
objective function in terms of the distances between atoms, the NEB 
algorithm is used with this image dependent pair potential (IDPP) to 
create the initial guess for performing NEB calculations. 

The IDPP default parameters used in the study include: convergence 
tolerance of 0.0100 1/ Å3 with 7000 maximum iterations and a spring 
constant of 1 / Å4, a time step of 0.01 fs and a maximum movement per 
iteration of 0.05 Å. 

3. DFT and Fukui indices for reactive sites determination 

3.1. Radical site attack determination on organic acids 

Density Functional theory (DFT) provides granular exactness to 

chemical parameters including; electro negativity, hardness (acidic) and 
softness (alkalinity) and has associated the parameters with a molecular 
vibrational approach to chemical reactivity. Most reactions can be 
classified based on the electrophilic or nucleophilic behaviour of the 
reactants and products involved and the reactive index (with reference 
to global softness can be related to intra- and inter-molecular reactivity) 
when combined with density functional theory can determine the 
reactive sites for sonochemical degradation. 

Chemical potential, chemical hardness and softness and reactivity 
indices have been used to assess the reactivity of chemical species from 
their intrinsic electronic properties. In density functional theory, hard
ness (η) is defined as: 

=
1
2

(
δ2E
δN2

)

v(r) =
1
2

(δμ
δN

)

v
(1) 

where E is the total energy, N is the number of electrons of the 
chemical species and μ is the chemical potential. 

The global softness,S, is defined as the inverse of the global hardness 
(η).

S =
1
2η =

(
δN
δμ

)

v
(2) 

Arguably, one of the most successful methods is the frontier orbital 
theory of Fukui [14]. This theory relates the reactivity of a molecule 
with reference to electrophilic or nucleophilic attack to the charge 
density arising from the highest occupied molecular orbital (HOMO) or 
lowest unoccupied molecular orbital (LUMO), respectively. Such DFT- 
based local properties, e.g., Fukui functions and local softness as reac
tivity index, were applied for determining electrophilic and nucleophilic 
reactive species, to allow the identification the attack sites. 

3.2. Fukui reactive indices 

The Fukui function is defined as the differential change in electron 
density due to an infinitesimal change in the number of electrons [15]. 
Parr and Gazquez defined f(r) as [16]: 

f (r) =
[δμ

δv
(r)

]

N
=

[
δρ(r)
δN

]

v
(3) 

Fig. 1. Initial sonochemical degradation mechanism for BA through H-abstraction and decarboxylation reactions [2,5].  
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The function ‘f’ is a local quantity, with changing values at different 
points in the species; N is the total number of electrons; μ is the chemical 
potential and v is the potential acting on an electron due to all nuclei 
present. In a finite difference approximation, the condensed Fukui 
function [14] of an atom, denoted as ×, in a molecule with N electrons 
can be defined as: 

f +x = [qx(N + 1) − qx(N) ] (for nucleophilic attack) (4)  

f −x = [qx(N) − qx(N − 1)] (for electrophilic attack) (5)  

f 0
x =

1
2
[qx(N + 1) − qx(N − 1) ] =

f +x + f −x
2

(for radical attack) (6)  

where qx is the electronic population of atom x in a molecule. 
In certain anomalous cases, a specific atom shows both a high degree 

of electrophilicity and nucleophilicity due to the limitation of various 
basis set dependent charge calculation procedures. Roy et al. [17], 
introduced the concept of relative electrophilicity/nucleophilicity to 
address an anomalous case of predicting intramolecular reactivity of 
carbonyl compounds and defined relative nucleophilicity as the nucle
ophilicity of a site relative to its own electrophilicity, and vice versa for 
electrophilicity. 

In accordance with the experimental work of R. Singla [2], the Fukui 
function was determined for all the major structures in Fig. 1 as well as 
3, 4-dihydroxybenzoic acid. Charges were found in ORCA software via 
the Hirshfeld Population Analysis of the neutral, cationic, and anionic 
state. The likely reactive sites found supported the degradation sche
matic reported by R. Singla with the exception of the misidentification 
as salicylic acid instead of 3-hydroxybenzoic acid and the formation of 2, 
3-dihydroxy benzoic acid rather than 3, 4-dihydroxybenzoic acid. 

These modifications presented in Part 1 of this study were confirmed 
by the Fukui calculations and an additional NEB-TS calculation of 
benzoic acid to phenol by OH radical attacks yielded 3hBA as a transi
tion state [5]. The Fukui coefficients of 3-hydroxybenzoic acid suggested 
3, 4-dihydroxybenzoic acid as the product rather than the suggested 2, 
3-dihydroxybenzoic acid. 

Table 1 summarizes the Fukui radical attack values of 3hBA and 
Fig. 2 depicts the new suggested site of attack using Avogadro (Fig. 2a) 
and MultiWfn (Fig. 2b). Fig. 2b is represented with green overlays above 
atoms with the magnitude of overlays indicating the probability of 
reactive sites. It should be noted that the atomic numbering system 
(starting at 0 or 1) is a consequence of software selection and use. In this 
study and subsequent explanation, we apply the nomenclature based on 
Avogadro’s software. With carbon C5 having the greatest charge den
sity, 3, 4-dihydroxy benzoic acid was pursued computationally as an 
alternate reaction route.Fig. 3.. 

3.3. Quantum mechanics – nudged elasticity band analysis of benzoic 
acid 

In quantum mechanics, (QM), sonochemical degradation can be 
described by the nudged elastic band (NEB) method. This approach can 
be used to find a minimum energy path (MEP), given only the stable 
reactant and product state, allowing the determination of the interme
diate steps and energy barrier associated with the process. The reaction 
pathway is built by interpolation of the optimization of a series of in
termediate images along the reaction path. The intermediates are 
bonded together with springs; to always remain constrained between the 
reaction states. As a result, the reaction states act as an elastic chain. The 
NEB approach finds a true force that applies to atoms, only the 
component normal to the reaction path is used, in this case the force due 
to the springs. The NEB converged when the sum of all forces is zero. The 
highest energy state is moved along the reaction path to maximize its 
energy and determine the transition state or at least one saddle-point. 

4. Results and discussion 

4.1. NEB 

Transition states between reactants and products allow the deter
mination of the highest energy. To achieve this state, a multitude of 
initial state (reactants) to final state (products) must be taken into ac
count and their energy was determined to confirm that the transition 
state is identified accurately. The NEB approach generates and optimizes 
many intermediate molecular configurations along the reaction path to 
find the minimum energy path (MEP). The constructed configurations 
are systematic linear distributions of the positions between the reactants 
and products. To achieve reaction path continuity, a spring interaction is 
included between the adjacent configurations to imitate an elastic band. 
Spring constants for two molecular configurations are typically fixed, 
but variable spring constants can also be applied to increase the density 
of configurations near the top of the energy barrier to further improve 
estimates of the reaction coordinate near the saddle point [18]. There
fore, the reactant and product position are inputs, and the outputs are 
position and structure with the highest saddle point, which determines 
the rate of the elementary reaction. Climbing image NEB with transition 
state (NEB-TS) method identifies the highest saddle point more accu
rately [19]. NEB-TS always has one image at the highest saddle point 
and shows the activation energy precisely with a reduced computational 
cost. However, NEB methods rely on static molecular configurations. In 
case of radical-acid reactions occurring in water, the hydrogen bonding 
network undergoes dynamic changes and a stepwise approach is applied 
to determine the reaction activation energy barrier [20,21,22,23] and 

Table 1 
Typical radical attack site determination using Hirshfeld Population Analysis and Fukui Indicators (coefficients) on 3-hydroxybenzoic acid.  

Output Label .xyz File Label Charges Fukui Function 

Number Atom  Neutral Cation Anion Radical Attack 

7 C C5  − 0.038282  0.092543  − 0.098887  0.095715 
9 C C7  − 0.038978  0.041531  − 0.148066  0.0947985 
0 O O1  − 0.197069  − 0.051958  − 0.239153  0.0935975 
5 O O2  − 0.296034  − 0.243514  − 0.413123  0.0848045 
2 C C2  − 0.050628  0.027947  − 0.126598  0.0772725 
1 C C1  0.091981  0.188147  0.044706  0.0717205 
3 C C3  − 0.014092  0.043656  − 0.087884  0.06577 
8 C C6  − 0.026326  0.037099  − 0.092546  0.0648225 
4 C C4  0.229834  0.243926  0.127303  0.0583115 
15 H H6  0.040741  0.086381  − 0.015395  0.050888 
14 H H5  0.039049  0.082911  − 0.005368  0.0441395 
13 H H4  0.036985  0.087712  − 0.000318  0.044015 
6 O O3  − 0.181972  − 0.157579  − 0.242771  0.042596 
11 H H2  0.037247  0.077864  − 0.002423  0.0401435 
10 H H1  0.181864  0.230676  0.156915  0.0368805 
12 H H3  0.183622  0.210408  0.141268  0.03457  
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are validated with previously reported results [1]. 
In order to implement the NEB method, the reactant and product 

were first geometrically optimized, ensuring no inconsistencies when 
performing the vibrational frequency analysis. The product states for 
each stage of the reaction were determined using the modified reaction 
pathway proposed adapted from R. Singla et al. [2] in conjunction with 
the respective Fukui coefficients. All NEB-TS simulations were also not 
obtained, specifically on some of the major structures suggested by 
Singla, namely 3, 5-cyclohexandiene 1, 2-diol and p-benzoquinone. This 
is supported by R. Singla’s findings as under 1% for both the diol and p- 
benzoquinone were detected after sonolytic degradation of 0.4 mM 
benzoic acid. 

A majority of the studied reaction pathway involved the migration of 
a •OH to a vacancy created by hydrogen abstraction. This was repre
sented as a crossing of the energy barrier in the obtained MEP. The 
energy profile for BA sonochemical degradation (Figs. 4 and 5) shows 
the intermediates of benzoic acid to 3-hydroxybenzoic acid and notes 
the formation of only one transition state as the saddle point. 

The NEB method provided the structures and energies of the various 
compounds along the reaction pathway. The saddle point configura
tions, as potential molecular structures, were further confirmed using 
vibrational frequency analysis as transition state configurations have 
only one imaginary frequency. This is considered to be general accep
tance of transition state due to bond stretching before formation or 
cleavage. The vibrational frequency analysis also provided the Gibb’s 
reaction energy and was applied to determine the molecular reaction 
rate constant. This approach could not be applied to the conglomerates 
or adducts formed in Part 1 as substitute radicals similar to OH• sub
stitution with a water molecule cannot be found in all simulations to 
maintain the charge and spin state during the reaction step. Neverthe
less, the approach allows for the determination of sonochemical 
degradation compounds as elucidated in Fig. 5. 

4.2. Determination of rate kinetics 

The rate constant of each reaction and thermodynamic properties 
can be calculated from the harmonic frequencies calculations of each 
stage in a reaction with the KiSThelP software, listed in Table 2. The 

Fig. 2. Representation of 3-hydroxybenzoic acid radical attack sites: 2a) charges from Avogadro 2b) Fukui functions.  

Fig. 3. Benzoic acid with Fukui electron densities represented as green overlays 
above atoms. 

Fig. 4. Minimum Energy Pathway obtained from the Nudged Elastic Band 
approach for benzoic acid to 3-hydroxybenzoic acid. 

Fig. 5. Minimum Energy Pathway for benzoic acid to 3-hydroxybenzoic acid 
showing intermediate structures along the path. 
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Arrhenius equation parameters kArrhenius = Ae
− Ea
RT parameters were 

computed via statistical fitting in the temperature range of 298 K +/- 
20%. As the NEB-TS method produces an MEP that yields one saddle 
point, a bimolecular reaction rate constant can be yielded via Classical 
Transition State Theory with Wigner Tunneling Correction based on the 
following equation: 

kTST = σ kbT
h

(
RT
P0

)Δn

e(− ΔG‡,0(T)/kbT) (7)  

where kb is Boltzmann’s constant, R is the ideal gas constant, T is the 
temperature, h is Planck’s constant. ΔG‡,0(T) represents the standard 
Gibbs free energy of activation for the considered reaction (Δn = 1 or 
0 for gas-phase bimolecular or unimolecular reactions, respectively; RT/ 
P0 has the unit of the inverse of concentration) [24]. 

In the calculation of ΔG‡,0(T), the imaginary frequency that corre
sponds to the reaction coordinate degree of freedom is incorporated by a 
multiplicative transmission coefficient χ(T) used to compute the Wigner 
tunneling correction [25] as noted in the following equations: 

Wigner = χ(T) = 1+
1
24

(
hIm(v‡)

kbT

)2

(8)  

kTST/W = χ(T) × kTST (9) 

The experimental kinetic energy data is summarised in Table 2 based 
on experimental and calculated results for the addition of ȮH to the 
hydroxylated and decarboxylated benzene compounds. 

4.3. Implementation of linear free energy relationships 

Linear free energy relationship rate constant kLFER is based on earlier 
work [26] which determined the following equation for organic 
compounds. 

lnkchem = − 0.19ΔGact
aq,calc + 21.09(n = 14) (10) 

Aqueous phase advanced oxidation processes (AOPs) under 

ultrasound produce •OH radicals oxidize electron rich organic com
pounds. Accordingly, there is a need to develop a first-principles kinetic 
model that can predict the dominant reaction pathways that explain the 
degradation of products. Earlier published work [26,27] have reported 
LFERs that relate experimentally obtained kinetic rate constants to 
aqueous phase free energies of activation determined by quantum 
mechanics. 

Similar to the earlier published data, a new LFER was established 
from Table 2: 

ln
(
kTST/W

)
= − 1.677ΔG − 15.41 (11) 

With an R2 value of 0.9997 derived from Fig. 6. 

4.4. Additional calculations – Mulliken charges, polarizability, dipole 
moments, HOMO-LUMO energy gap 

Upon NEBT-TS saddle point determination, interaction energies, 
Mulliken charges, dipole moment, polarizability, and frontier orbitals 
were calculated for each stage in the minimum energy pathway to 
confirm the validity of the reaction intermediates. The theoretical 
determination of charge properties and the energy band gap were 
compared to similar studies by S. Riahi’s group for similar naphthenic 
acids [1]. Although, Riahi’s et al. examined the properties in terms of 
adsorption, similar trends are shown in sonochemical product formation 
of radical attack reactions and their transition states. 

Mulliken charges, determined through Mulliken population analysis, 
were applied to characterize the electronic charge distribution in a 
molecule and thus can be used to evaluate the bonding or non-bonding 
nature between pairs of atoms. The charges are determined in all single 
point calculations or at the beginning and end of all geometric optimi
zations in quantum chemistry application software such as ORCA and 
Gaussian 09. It is noteworthy that Mulliken charges are sensitive to the 
basis set selection and can be ill-defined [19]. The application of Mul
liken charges as physical measures for bond evaluation is poor due to the 
lack of physical limitations as the basis set converges. Hirshfeld Popu
lation Analysis and Fukui indexes are by far a more accurate represen
tation of charge density. Despite this, it is not invaluable to review the 
charges as they roughly reflect what one could expect from atoms based 
on their electronegativity [28]. 

Similar to the findings from Riahi’s study, there is no significance in 
terms of charge transfer between the atoms before and after the attack. 
Notably, the Mulliken charges identify that the carbon at the site of 
radical attack typically has the greatest Mulliken charge followed by the 
hydrogen connected to it as shown in Fig. 7. The most negative charges 
are the oxygen atoms on the naphthenic acid or radicals due to highest 
electronegativity. As such, the expected interaction is between the 
radical oxygen with a carbon site on the naphthenic acid’s aromatic ring 
one would predict via organics. This general trend can be seen in all 
benzoic acid degradation products with discrepancies corresponding to 
their respective functional group substitutions. Combining Mulliken 
charges with Fukui indexes, the most probable radical attack site can be 
identified among the possible sites of attack in the ring structure. 

The dipole moment is the first derivative of energy with respect to an 
applied electric field and thus is a measure of asymmetry depending on 
their molecular charge distribution. Similarly, polarizability is the ease 
for which the electron clouds of a symmetric neutral species distort with 
respect to the electric field. From Riahi’s work, it is noted that the 
adsorbed structure had the highest dipole moment and polarizability 
values across their structures consistent with their adsorption energies. 
Similarly, as shown for sonochemical reactions, the transitions state of a 
radical attack has greater dipole moment in the MEP due to the asym
metry of the newly added OH group as depicted in Table 3. The polar
izability showed a similar trend however it was not as definitive as the 
dipole moments as non-transition state images in the MEP were found to 
show higher polarizability. The changes in dipole moment and 

Table 2 
Summarizes the rate constants, activation energy and Gibbs free energy obtained 
for each reaction.  

Reaction kTST/W 

(cm3/ 
mole/s) 

A 
(cm3/ 
mole/ 
s) 

Ea (kJ/ 
mol) 

kArrhenius 
(cm3/ 
mole/s) 

Wigner ΔG 
(kJ/ 
mol) 

Benzoic Acid 
to 3-Hy
droxy 
Benzoic 
Acid 

3.10E- 
86 

4.88E- 
19  

383.15 3.39E-86  4.86  454.15 

3-Hydroxy 
Benzoic 
Acid to 3,4- 
Dihydroxy 
Benzoic 
Acid 

2.18E- 
82 

9.99E- 
18  

368.69 2.37E-82  4.68  432.11 

3-Hydroxy 
Benzoic 
Acid to 
Phenol 

6.68E- 
82 

2.10E- 
14  

384.82 7.41E-82  1.00  425.51 

Phenol to 
Catechol 

8.16E- 
87 

4.97E- 
19  

386.50 8.93E-87  4.69  457.36 

Phenol to 
Pyrogallol 

1.64E- 
98 

1.51E- 
18  

455.91 1.85E-98  1.01  520.3 

Catechol to 
Pyrogallol 

2.84E- 
86 

8.81E- 
19  

384.82 3.12E-86  4.71  454.28 

Catechol to 
Muconic 
Acid via 
Oxygen 

5.66E- 
36 

4.57E- 
15  

119.18 5.88E-36  1.00  163.48  
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polarizability throughout the MEP again reflects the interaction of an 
ultrasound generated radical successfully attacking the acid. 

Evaluating the frontier orbital energies to find HOMO (Highest 
Occupied Molecular Orbital) and LUMO (Lowest Occupied Molecular 
Orbital) energies for each reaction step yields an expected result where 
the energy gap (ELUMO – EHOMO) of the stage identified as the transition 
state in the MEP was the lowest among all the transition images as 
shown in in Table 4.Typically applied in photochemical reactions and 

extended to evaluate semiconductor potential in solids, the small close 
energy gap of the frontier orbitals can be reviewed as a stability analysis 
of aromatic compounds due to conjugated pi systems. Thus, akin to 
Riahi’s absorbed species, the low energy gap highlights the transition 
state found by NEB-TS is indeed the most stable stage within the 
reaction. 

Fig. 6. Plot of LFER obtained from each intermediate using kTST.  

Fig. 7. Mulliken charges of benzoic acid before (left) and after (right) radical attack by water.  

Table 3 
Electronic properties of benzoic acid degradation products’ transition states.  

Reaction Dipole Moment 
(Debye) 

Polarizability 
(Å3) 

Benzoic Acid to 3-Hydroxy Benzoic Acid  3.05947  97.99688 
3-Hydroxy Benzoic Acid to 3,4-Dihy

droxy Benzoic Acid  
2.72303  106.4105 

3-Hydroxy Benzoic Acid to Phenol  5.23937  100.2082 
Phenol to Catechol  2.55821  83.26008 
Phenol to Pyrogallol  2.46185  89.86154 
Catechol to Pyrogallol  2.46127  86.84641 
Catechol to Muconic Acid via Oxygen  3.5195  95.20215 
Catechol to Muconic Acid via H2O2  5.61836  99.95786  

Table 4 
Frontier orbital data of benzoic acid degradation products in electron volts.  

Reaction HOMO 
(eV) 

LUMO 
(eV) 

Energy Band 
Gap 
(eV) 

Benzoic Acid to 3-Hydroxy Benzoic Acid  − 5.4737  − 1.301  4.1727 
3-Hydroxy Benzoic Acid to 3,4-Dihy

droxy Benzoic Acid  
− 6.4585  − 2.9177  3.5408 

3-Hydroxy Benzoic Acid to Phenol  − 5.2803  − 1.2389  4.0414 
Phenol to Catechol  − 4.8342  − 0.3507  4.4835 
Phenol to Pyrogallol  − 4.8318  − 0.2650  4.5668 
Catechol to Pyrogallol  − 4.8146  − 0.2630  4.5516 
Catechol to Muconic Acid via Oxygen  − 5.5729  − 3.5279  2.0450 
Catechol to Muconic Acid via H2O2  − 5.7082  − 3.0088  2.6994  
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5. Conclusions 

In summation, density functional theory calculations have been used 
to study the sonochemical degradation pathways of benzoic acid in 
aqueous solutions to identify and explore the full mineralization path
ways. Nudge Elastic Band Transitions State method in ORCA 4.2 was 
used to explore the validity of reaction profiles computationally. In 
conjunction with this approach, Fukui indices were calculated from 
Hirshfeld population values to determine exact sites of radical attack, in 
which the data supports a more linear pathway for benzoic acid 
degradation adapted from the scheme postulated by R. Singla et al. [2]. 
The use of NEB method identified molecular intermediate structures 
accurately during fragmentation. A linear free energy relationship of the 
computational benzoic acid degradation was established with classic 
transition state theory alongside Wigner Tunneling to be ln

(
kTST/W

)
=

− 1.677ΔG − 15.41 with a R2 of 0.9997. By means of the developed 
approach, multiple properties such as dipole moments, polarizability, 
Mulliken charges, Hirshfeld population values, and energies of the 
frontier molecular orbital were also inferred. The results of these prop
erties were compared to the literature values of earlier computational 
work [1] to validate the calculated transition state by NEB-TS. These 
findings will allow further exploration and understanding of fragmen
tations and eventual mineralization of NA compounds. This two part 
study sets a methodological baseline for extensive exploration of 
naphthenic acid remediation in OSPW using sonochemical methods. 
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