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Efficient Wideband Numerical 
Simulations for Nanostructures 
Employing a Drude-Critical Points 
(DCP) Dispersive Model
Qiang Ren, Jogender Nagar   , Lei Kang, Yusheng Bian, Ping Werner & Douglas H. Werner

A highly efficient numerical approach for simulating the wideband optical response of nano-
architectures comprised of Drude-Critical Points (DCP) media (e.g., gold and silver) is proposed and 
validated through comparing with commercial computational software. The kernel of this algorithm 
is the subdomain level discontinuous Galerkin time domain (DGTD) method, which can be viewed as 
a hybrid of the spectral-element time-domain method (SETD) and the finite-element time-domain 
(FETD) method. An hp-refinement technique is applied to decrease the Degrees-of-Freedom (DoFs) 
and computational requirements. The collocated E-J scheme facilitates solving the auxiliary equations 
by converting the inversions of matrices to simpler vector manipulations. A new hybrid time stepping 
approach, which couples the Runge-Kutta and Newmark methods, is proposed to solve the temporal 
auxiliary differential equations (ADEs) with a high degree of efficiency. The advantages of this 
new approach, in terms of computational resource overhead and accuracy, are validated through 
comparison with well-known commercial software for three diverse cases, which cover both near-
field and far-field properties with plane wave and lumped port sources. The presented work provides 
the missing link between DCP dispersive models and FETD and/or SETD based algorithms. It is a 
competitive candidate for numerically studying the wideband plasmonic properties of DCP media.

In recent years, the field of plasmonics has received considerable attention due to a wide variety of significant 
applications, including those that exploit surface plasmon polaritons (SPPs)1–7, optical metamaterials8–12 and 
nanoantennas13–16. In optics, metals, such as gold (Au) and silver (Ag), are wildly utilized for building nanoarchi-
tectures due to their potential for plasmonic resonance. However, the substantial dispersion and loss of metals 
in the optical regime must be considered. This dispersion and loss can be incorporated into the mathematical 
expression of the permittivity, which is referred as the dispersive model. The classical and well-known models 
include Drude, Debye and Lorentz17, while some more efficient parameterizations of the dielectric property have 
been proposed such as the Drude-Lorentz and L4 models18, 19. Recent studies have shown that the Drude-Critical 
Points (DCP) model is more efficient and accurate when compared to the previous models over a wide frequency 
range20, 21, especially for the noble metals such as gold.

Due to the expeditious growth in nanotechnology, numerical simulation techniques for nano-architectures 
have recently begun to receive considerable attention. However, the time domain numerical techniques for DCP 
media, despite their potential advantages in wideband simulations, have not been addressed as extensively as 
those formulations based on the more classical models. There are mainly two reasons for this. First, the DCP 
model is relatively new and, therefore, comparatively less work has been done to implement it into time domain 
based numerical formulations. Second, unlike its frequency domain counterparts, in which the dispersive prop-
erty can be simply incorporated into the permittivity, the time domain solver requires auxiliary differential equa-
tions or convolutions which are, computation-wise, much more complicated.

The state-of-the-art time domain numerical methods for general DCP geometries are mainly based on the 
FDTD method. Lu et al. utilized a 2D FDTD method to investigate the interaction between DCP nanostruc-
tures22, 23. Via et al. successfully implemented a recursive convolution (RC) 3D FDTD technique to model plas-
monic structures and their interaction with light24–26. Chun et al.27 implemented the piecewise linear recursive 
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convolution (PLRC) FDTD and auxiliary differential equation (ADE) FDTD method with two critical points to 
describe DCP media and carried out a detailed comparative study. A more general ADE FDTD, which allows an 
arbitrary number of Drude and critical point terms, was later introduced with perfectly matched layers (PML) 
to truncate the computational domain28. The DCP model was also incorporated into the frequency-dependent 
FDTD method using the trapezoidal recursive convolution technique29. A comprehensive study on the conver-
gence and accuracy of FDTD for nanoplasmonic structures has been reported in ref. 30. The development of these 
approaches has significantly improved simulation techniques for plasmonic media; however, they also inherit the 
deficiencies of conventional FDTD, including the staircase error for curved surfaces, difficulties in modeling thin 
structures and a relatively large spatial sampling density requirement when compared to methods allowing high 
order basis functions, such as the finite element method (FEM) and the spectral element method (SEM).

Unlike FDTD, the finite element time domain (FETD) method, which utilizes an unstructured mesh, is free 
of any staircase error. In addition, it also inherits the merits of time domain approaches, such as wideband simu-
lation in one shot and the ease of solving nonlinear problems. However, the application of FETD for DCP media 
has not been studied as thoroughly as it has for the FDTD method. Prokopeva et al. developed an FETD time 
integration scheme for DCP media31 with 2D validation, where the spatial discretization along with the matrix 
assembling were performed using a commercial finite element code (COMSOL multiphysics).

In this paper, we propose a 3D DGTD (FETD based) approach for simulating the wideband response of DCP 
dispersive nanostructures. The advantages of this new algorithm are threefold. First, it employs domain decom-
position and hp-refinement, a framework that is similar to the previous EB scheme subdomain level DGTD 
method32–35. The mixed EB scheme, which is free of the spurious modes, is an efficient realization of the discrete 
Hodge operator36–40. Domain decomposition can divide one computationally intensive problem into a few smaller 
ones with lower computational complexity, while the Riemann solver is utilized to link them. The hp-refinement 
uses dense meshed low-order tetrahedron elements (h-refinement) to discretize the geometrically fine structures 
and adapts high-order hexahedron elements (p-refinement) to mesh the spacious homogeneous background 
and the coarse structures. In this fashion, the geometrical accuracy and the efficiency in the Degrees of Freedom 
(DoF) are maintained simultaneously. To elucidate this procedure, a schematic of the meshing strategy of two 
coupled nanoloops, a sophisticated example discussed in detail later, is illustrated in Fig. 1. In particular, as shown 

Figure 1.  Geometry and mesh of the nanoloop coupling example. (A) The centers of the two gold nanoloops 
are located at [−500, −500, −900] nm and [500, 500, 900] nm, respectively. The radius R is 400 nm and 
the thickness, 2r, is 80 nm. (B) The nanoloops and their surrounding spaces are separated from the entire 
computational region and meshed with low-order tetrahedrons to capture the detailed geometry information. 
(Only the mesh on the surfaces are shown while the volumetric mesh is hidden to improve visual clarity. Three 
of the exterior surfaces are set to be transparent to reveal the nanoloop). Px = 1000 nm; Py = 1000 nm and 
Pz = 200 nm. (C) The remaining of the physical region is meshed with high-order hexahedrons. The space inside 
the yellow boxes are vacuum as they have already been meshed with tetrahedrons in (B). L1 = 3000 nm. The 
shared interfaces (yellow surfaces) uses rectangles mesh on one side while the other side uses triangles. Ren et 
al. have introduced the technique, which is also used in this work, to solve the energy communication across 
these non-conformal interfaces32.



www.nature.com/scientificreports/

3Scientific Reports | 7: 2126  | DOI:10.1038/s41598-017-02194-1

in Fig. 1(B), due to the curved surfaces and relatively thin structure (2r), the nanoloops and their surround-
ing space are separated and meshed with dense low-order tetrahedrons to capture the fine geometries. For the 
remaining free space, a high-order hexahedron mesh is preferred due to the spatial sampling efficiency, as shown 
in Fig. 1(C). A Riemann solver is applied to fulfill the energy communication between the hexahedron subdo-
main and the tetrahedron subdomains. It is worth pointing out that all the mesh plots in this paper only show the 
mesh on the surfaces of the objects and the volumetric meshes are hidden to improve visual clarity. Second, the 
auxiliary differential equations (ADEs) employed to represent the constitutive relations of the dispersive media 
adopt E-J collocation to transform the inversion of matrices into efficient vector manipulation. Third, a hybrid 
scheme is proposed for the time integration. The second order Runge-Kutta (mid-point) method33, 41 is used to 
update the E and B fields as well as the polarization currents of the Drude model. The Newmark method42 is cho-
sen to update the polarization currents of the Lorentzian resonances corresponding to the critical points of the 
band transitions. The two methods are arranged in a proper updating sequence in the coupled system to achieve 
accurate results with efficacy.

The proposed method is applied to three examples of DCP gold nano-architectures: the near-field response 
of a cube, the far-field radar cross section (RCS) of a split ring resonator (SRR), and the mutual coupling between 
two nanoloops. Besides good agreement, a comparison to the results obtained from widely used commercial soft-
ware packages including ANSYS Electronics Desktop (AEDT) and FEKO, indicates that the proposed method is 
more computationally efficient as well as requires less CPU time and memory.

Theory and Methods
System Equations (Maxwell’s Equations and Auxiliary Differential Equations).  The DCP model 
under consideration in this study was first derived by Etchegoin et al.20 and extended by McKinley et al.13, in 
which the relative permittivity is represented as:
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The first two terms correspond to the standard two-pole Drude model. The damping coefficients are 2Γ0 and 
2βΓ0, while the plasma frequencies are ωf p0  and α ωf p0 . The third term is a summation of Lorentzian reso-
nances with critical transitions, where ωm are the critical points, fm are the quantum probabilities of transition and 
Γm are the Lorentz broadening terms.

We can define the ADEs for the polarization currents associated with the two Drude terms and the Lorentzian 
terms as:
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Thus Maxwell’s equations for the DCP medium can be expressed in terms of the field variables E and B and 
the polarization currents given in Eq. 3:
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To solve Eqs 5 and 6, divergence conforming basis functions, denoted by Ψ, are used to discretize B, while curl 
conforming basis functions, denoted by Φ, are used to discretize E, JD,1, JD,2 and JL,m. The expressions and field 
distributions of the 3D curl- and divergence-conforming basis functions can be found in refs 33 and 35.

Using Φ and Ψ to test Eqs 5 and 6, respectively, and applying the Riemann solver to treat the numerical flux 
between adjacent subdomains33, the discretized system equation for the ith subdomain can be obtained as:
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where =u e b[ ; ]i i i  and =u e b[ ; ]j j j  are the unknown field vectors for the ith and the jth (local and adjacent) 
subdomains, respectively. ji is the vector for the impressed current, jD,1, jD,2 and JL,m are the unknown vectors for 
the polarization currents, and Ns is the number of subdomains.

We assume the sizes of ui, jD,1, jD,2 and JL,m are N × 1, and the set of DoF indices of the ith subdomain are 
= …U N{1, 2, 3, , }. The indices of the unknowns for the polarization currents form a subset of U, denoted by 

U′. If we assume the size of U′ is N′, then the size of the matrix Ci is N × N′, where the elemental form is an inner 
product over the volume of an element Ve:

φ φ= ∈ ′p q UC , ,
(8)pq

i
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Similarly, Φ is also used to test Eq. 3. With the help of E-J collocation43, 44 (the system matrices are identical 
and can be canceled) and conversion to the time domain, it follows from Eqs 9 and 10 that the auxiliary equations 
only require vector manipulations:
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where ⊂e ei i is a N′ × 1 vector corresponding to the electric field unknowns in the DCP medium.

Time Integration Scheme.  Equtions 7 and 9 are first order PDEs, and they can be solved by the explicit 
second order Runge-Kutta (mid-point) method. The tableau of coefficients is:

The Newmark-beta method (β = 0) is employed to solve Eq. 10, which is a second order PDE. Assuming the 
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To summarize, within each time step, the polarization currents from the Lorentzian critical points are updated 
twice using the Newmark-beta method, while the electric field, magnetic flux and polarization current from the 

Figure 2.  Geometry, mesh and results of validation case. (A) The center of the DCP gold cube is located 
at the origin and the associated edge length is 2000 nm. The excitation source is a wideband plane wave 
(approximately from 0 to 315 THz), the propagation and E field vectors are [0.6124, 0.6124, 0.5] and [0.35354, 
0.35354, −0.86603], respectively. The probe is located at [1500, 1500, 1500] nm. (B) High order hexahedron 
mesh of physical region (the gold cube and its surrounding space), where L2 = 4000 nm. (C) Comparison of Ey 
at the probe, (D) Comparison of Ez at the probe.
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Drude component are updated with a second order explicit Runge-Kutta method, thus the overall time discreti-
zation retains second order accuracy.

Numerical Results and Discussions
Validation Case with Near-field Response Comparison to Commercial Software.  To prove the 
effectiveness of the spatial discretization and time stepping schemes, the near-field response of a gold cube under 
an incident plane wave illumination (as illustrated in Fig. 2(A)) is considered as a validation case. The gold is 
described by a DCP model13 with the parameters listed in Table 1, where the conversion factor between eV and 
frequency is 4.13821 × 10−15.

The center of this gold cube is located at the origin, and its edge length is 2 µm. The plane wave propagation 
vector is k = [kx, ky, kz] = [0.6124, 0.6124, 0.5] and the electric field polarization vector is [0.35354, 0.35354, 
−0.86603]. The source type utilized for the wideband excitation plane wave is the 1st order derivative of the 
Blackman-Harris window (BHW)45 pulse with a characteristic frequency of 100 THz (−30 dB frequency range is 
about [0, 315 THz]). For sampling the near-zone electric fields, a probe is located at = . . .x y z[ , , ] [1 5, 1 5, 1 5]1 1 1  
µm. The physical region (L2 = 4 µm) consists of the gold cube and its surrounding free space as shown in Fig. 2(B). 
Each hexahedron represents a 4th-order element, and the edge length is 1 µm. To truncate the physical region, one 
layer of 4th-order hexahedrons are extruded to form a perfectly matched layer (PML) (not shown) to absorb the 
outgoing wave. The PML formulations employed in this paper can be found in ref. 33, and we will not derive them 
in detail here.

The total number of simulation steps is 2000 with an interval of 0.05 fs. The fields recorded at the probe are 
normalized and then transformed from time domain to the frequency domain. The same case is simulated using 
the commercial software FEKO (frequency domain integral equation solver based) and AEDT (frequency domain 
finite element solver based) from 30 THz to 270 THz with an interval of 30 THz (9 frequency points in total). The 
y and z components of the electric field at the probe are compared with results from AEDT and FEKO, as illus-
trated in Fig. 2(C) and (D). The maximal differences between the commercial software and DGTD are observed 
to be only about 0.02 V/m and 0.04 V/m (relative errors of 10% and 6.8%), respectively. This good agreement vali-
dates the spatial discretization and time integration schemes for DCP media. It is worth noting that the numerical 
error obviously increases at the higher frequency range (200 THz–250 THz). The reason for this is twofold: first, in 
the DGTD method, the low spatial sampling density at high frequency will result in relatively less accurate results 
compared to those for low frequencies; second, the ultra-wideband excitation source has relatively smaller energy 
in the high frequency range, consequently, the accuracy is more sensitive to the numerical errors.

Radar Cross Section (RCS) Calculation of Split Ring Resonator (SRR) with DCP Gold.  The SRR is 
a typical metamaterial structure that is widely used for different purposes such as achieving a magnetic response 
at optical frequencies. To test the efficiency of the proposed method, the RCS of a SRR composed of DCP gold 
is simulated. Figure 3(A) shows the structure of the SRR46, where d3 = 380 nm, h3 = 350 nm, w3 = 115 nm and 
t3 = 60 nm. The edge length of the physical region (SRR and its surrounding space) is L3 = 2 µm and the corre-
sponding mesh is illustrated in Fig. 3(B).

The plane wave propagation vector is k = [kx, ky, kz] = [0, −1, 0] and the electric field polarization vector is [0, 
0, 1]. The source type utilized for the wideband excitation plane wave corresponds to the 1st order derivative of 
BHW pulse with a characteristic frequency of 200 THz. The total simulation window is 50 fs with 5000 uniform 
time steps, leading to a resolution of 20 THz in the frequency spectrum.

The same case is also simulated in AEDT and FEKO. The frequencies range from 20 THz to 600 THz with a 
step size of 20 THz. In the DGTD method, the electric and magnetic fields are recorded at the six surfaces of a box 
with the edge length of 1.2 µm. After employing a near-to-far-field transformation, the monostatic RCS (θ = 90°, 
φ = 90°) and the bistatic RCS for (θ = 30°, φ = 30°), (θ = 30°, φ = 60°) and (θ = 90°, φ = 270°) are calculated in the 
DGTD method over the frequencies from 20 THz to 600 THz, and then compared to AEDT and FEKO. Good 
agreement is achieved as illustrated in Fig. 3(C–F). For the bistatic RCS at (θ = 30°, φ = 30°) and (θ = 30°, φ = 60°), 
the maximal difference is only approximately 2 dB between commercial software and the DGTD method. For the 
monostatic RCS (θ = 90°, φ = 90°) and the bistatic RCS at (θ = 90°, φ = 270°), the maximal differences are about 
2 dB and 3 dB for FEKO and AEDT, respectively.

The DGTD code, AEDT and FEKO were all run on the same desktop (Intel XEON E5-2609 2.5-GHz four-core 
processor with 24 GB memory). The proposed DGTD method outperforms AEDT and FEKO in both time and 
peak memory consumption as demonstrated in Table 2. The reason for the advantages are four-fold: first, DGTD 
is a time domain approach and it can process the wideband analysis with just one simulation; second, high-order 
hexahedron elements employed in the DGTD method reduce the DoF, the total unknowns is smaller (only 79k) 
than that of AEDT which uses a low-order tetrahedron mesh over the computational region; third, the system 
matrices of the DGTD method are sparse, thus they are easier to solve than the dense matrices from FEKO; and 

f0 f1 f2 f3 Γ0 Γ1 Γ2 Γ3

0.37 0.20 0.35 0.6 0.005 eV 0.60 eV 1.1 eV 2.2 eV

α β γ1 γ2 γ3 ω1 ω2 ω3 ωp

1.54 13.08 4.0 4.0 4.0 2.62 eV 3.7 eV 7.0 eV 9.0 eV

Table 1.  Parameters for gold based on DCP model in Eq. 1.
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Figure 3.  Geometry, mesh and results of SRR case. (A) The center of the DCP gold SRR is located at the 
origin. d3 = 380 nm, h3 = 350 nm, w3 = 115 nm and t3 = 60 nm. The excitation source is a wideband plane 
wave (approximately from 0 to 630 THz), the propagation and E field vectors are [0, −1, 0] and [0, 0, 1], 
respectively. (B) High order hexahedron mesh of physical region (the gold SRR and its surrounding space) with 
L3 = 2000 nm. (C) Comparison of monostatic RCS (θ = 90°, φ = 90°). (D) Comparison of bistatic RCS (θ = 30°, 
φ = 30°). (E) Comparison of bistatic RCS (θ = 30°, φ = 60°). (F) Comparison of bistatic RCS (θ = 90°, φ = 270°).

FEKO AEDT DGTD
Gain wrt FEKO/
AEDT

Total Time (s) 2159.9 654 576.6 3.75/1.13

Peak Memory (MB) 581.9 1710 455 1.28/3.76

Time Steps N/A N/A 5000 N/A

Time Interval N/A N/A 0.01 fs N/A

Cell Size (nm) Triangle 20 Tetrahedron 40 Brick 120 × 120 × 60 N/A

DoFs 8646 368078 78752 0.109/4.673

Element Number 2882 58121 406 7.1/143.2

Table 2.  Computational overhead comparison for the SRR case between the DGTD method, AEDT and FEKO.
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fourth, the proposed Runge-Kutta and Newmark hybrid time integration scheme is efficient, it only takes 0.097 s 
for each time step.

Mutual Coupling of DCP Nanoloops.  Next, the mutual coupling between two nanoloops with DCP 
gold is studied with the proposed method to further exhibit its advantages. The centers of the two nanoloops 
are located at [−500, −500, −900] nm and [500, 500, 900] nm, respectively. The radius R of each nanoloop is 
400 nm and the thickness, 2r, is 80 nm as shown in Fig. 1(A). The hybrid FETD-SETD solver with hp-refinement 
is employed for this example. The nanoloops are meshed with 2nd order tetrahedrons (i.e., p-refinement and the 
FETD solver are employed to capture the curved surfaces of the loops), while the remaining free space in the 
physical region and the PML region are meshed with 3rd order hexahedron elements (i.e., h-refinement and the 
SETD solver are employed to decrease the DoF).

The two nanoloops are fed with lumped ports located at [−100, −500, −900] nm (active) and [900, 500, 900] 
nm (passive), respectively. The input voltage source is a 1st order derivative of a BHW pulse with the character-
istic frequency of 100 THz. The simulation in the DGTD method uses 5000 time steps with an interval of 0.02 fs, 
thus the frequency spectrum resolution is 10 THz. The same case is simulated by AEDT and FEKO, in which the 
frequency sweeps from 10 THz to 250 THz with an interval of 10 THz.

The scattering parameters are calculated and compared in Fig. 4(A). The differences between the DGTD method 
and the commercial software packages are illustrated in Fig. 4(B). Maximal differences for both S11 and S21 are 
approximately 2 dB, which indicates that very good agreement is achieved between the three solvers. The compu-
tational resource overhead is compared in Table 3. The advantage of the proposed method is obvious since it only 
requires about one third of the simulation time of its competitors as well as less memory consumption (approxi-
mately 60% of FEKO and 28% of AEDT). In addition to the four reasons for this computational gain identified in 
the above SRR case, an additional advantage of the DGTD method in this coupling case can be attributed to the 
hp-refinement. Coarse high order hexahedron elements can significantly decrease the DoF in the free space far from 
the nanoloops. Meanwhile the dense tetrahedron mesh for the nanoloops and their surrounding area can capture 
the curved surfaces. Therefore, this cases can be simulated with high accuracy as well as low computational burden.

Conclusions
This paper presents a new DGTD method for simulating the wideband response of nano-architectures comprised 
of DCP dispersive media. It is based on the framework of domain decomposition. The advanced technologies, 
such as hp-refinement and non-conformal mesh are incorporated to decrease the DoF as well as capture the fine 
geometries. An E-J collocation scheme is applied to solve the auxiliary differential equations which converts the 

Figure 4.  Results of nanoloop coupling example. (A) Scattering parameters S11 and S21 from the DGTD 
method, AEDT and FEKO. (B) Differences of scattering parameters S11 and S21 from the DGTD method, AEDT 
and FEKO.

FEKO AEDT DGTD Gain wrt FEKO/AEDT

Total Time (h) 5.44 5.39 1.59 3.42/3.38

Peak Memory (GB) 2.91 9.76 1.74 1.67/3.52

Time Steps N/A N/A 5000 N/A

Time Interval N/A N/A 0.02 fs N/A

Cell Size (nm) Triangle 20 Tetrahedron 40 Brick 500 
Tetrahedron 40 N/A

DoFs (k) 19.52 875.5 445.4 0.044/1.952

Element Number 6656 45914 11561 0.576/3.971

Table 3.  Computational overhead comparison for the nanoloop coupling case between the DGTD method, 
AEDT and FEKO.



www.nature.com/scientificreports/

9Scientific Reports | 7: 2126  | DOI:10.1038/s41598-017-02194-1

inversion of the mass matrices to simple vector manipulations. A hybridization of the second order Runge-Kutta 
and Newmark methods is employed to update the coupled Maxwell’s equations and auxiliary equations in an 
efficient manner. Various examples are simulated by the newly proposed method and compared to commercial 
software packages. The results validate the high accuracy of this method and its advantages in computational 
time and memory consumption. In addition, this approach can be used as a reference in the future study of 
FETD/SETD/DGTD algorithms based on other complex dispersive models. In upcoming research, the proposed 
method could, for example, be extended to include periodic boundary conditions for the simulation of photonic 
metamaterials comprised of DCP media based unit cells.

References
	 1.	 Maier, S. A. Plasmonics: Fundamentals and Applications (Springer Science & Business Media, 2007).
	 2.	 Noginov, M. et al. Compensation of loss in propagating surface plasmon polariton by gain in adjacent dielectric medium. Opt. 

Express 16, 1385–1392, doi:10.1364/OE.16.001385 (2008).
	 3.	 Hendry, E. et al. Optical control over surface-plasmon-polariton-assisted THz transmission through a slit aperture. Phys. Rev. Lett. 

100, 123901, doi:10.1103/PhysRevLett.100.123901 (2008).
	 4.	 Woolf, D., Loncar, M. & Capasso, F. The forces from coupled surface plasmon polaritons in planar waveguides. Opt. Express 17, 

19996–20011, doi:10.1364/OE.17.019996 (2009).
	 5.	 Bian, Y. & Gong, Q. Tuning the hybridization of plasmonic and coupled dielectric nanowire modes for high-performance optical 

waveguiding at sub-diffraction-limited scale. Sci. Rep. 4, 6617, doi:10.1038/srep06617 (2014).
	 6.	 Jia, H., Liu, H. & Zhong, Y. Role of surface plasmon polaritons and other waves in the radiation of resonant optical dipole antennas. 

Sci. Rep. 5, 8465 (2015).
	 7.	 Dikken, D. J. W., Korterik, J. P., Segerink, F. B., Herek, J. L. & Prangsma, J. C. A phased antenna array for surface plasmons. Sci. Rep. 

6, 27503 (2016).
	 8.	 Shalaev, V. M. Optical negative-index metamaterials. Nature Photon 1, 41–48, doi:10.1038/nphoton.2006.49 (2007).
	 9.	 Soukoulis, C. M. & Wegener, M. Past achievements and future challenges in the development of three-dimensional photonic 

metamaterials. Nature Photon. 5, 523–530 (2011).
	10.	 Liu, N. & Giessen, H. Three-dimensional optical metamaterials as model systems for longitudinal and transverse magnetic coupling. 

Opt. Express 16, 21233–21238, doi:10.1364/OE.16.021233 (2008).
	11.	 Kang, L., Jiang, Z. H., Yue, T. & Werner, D. H. Handedness dependent electromagnetically induced transparency in hybrid chiral 

metamaterials. Sci. Rep. 5, 12224, doi:10.1038/srep12224 (2015).
	12.	 Mousavi, S. A., Plum, E., Shi, J. & Zheludev, N. I. Coherent control of optical polarization effects in metamaterials. Sci. Rep. 5, 8977, 

doi:10.1038/srep08977 (2015).
	13.	 McKinley, A., White, T. & Catchpole, K. Theory of the circular closed loop antenna in the terahertz, infrared, and optical regions. J. 

Appl. Phys. 114, 044317, doi:10.1063/1.4816619 (2013).
	14.	 Menzel, C. et al. The spectral shift between near- and far-field resonances of optical nano-antennas. Opt. Express 22, 9971–9982, 

doi:10.1364/OE.22.009971 (2014).
	15.	 Bozhevolnyi, S. I. et al. General properties of slow-plasmon resonant nanostructures: nano-antennas and resonators. Opt. Express 

15, 10869–10877, doi:10.1364/OE.15.010869 (2007).
	16.	 Lin, L. & Zheng, Y. Optimizing plasmonic nanoantennas via coordinated multiple coupling. Sci. Rep 5, 14788, doi:10.1038/

srep14788 (2015).
	17.	 Taflove, A. & Hagness, S. C. Computational Electrodynamics (Artech house publishers, 2000).
	18.	 Hao, F. & Nordlander, P. Efficient dielectric function for FDTD simulation of the optical properties of silver and gold nanoparticles. 

Chem. Phys. Lett. 446, 115–118, doi:10.1016/j.cplett.2007.08.027 (2007).
	19.	 Theethayi, N., Baba, Y., Rachidi, F. & Thottappillil, R. On the choice between transmission line equations and full-wave Maxwell’s 

equations for transient analysis of buried wires. IEEE Trans. Electromagn. Compat. 50, 347–357, doi:10.1109/TEMC.2008.919040 
(2008).

	20.	 Etchegoin, P. G., Le, R. E. & Meyer, M. An analytic model for the optical properties of gold. J. Chem. Phys. 125, 164705, 
doi:10.1063/1.2360270 (2006).

	21.	 Vial, A. & Laroche, T. Comparison of gold and silver dispersion laws suitable for FDTD simulations. Appl. Phys. B 93, 139–143, 
doi:10.1007/s00340-008-3202-4 (2008).

	22.	 Lu, J. Y. & Chang, Y. H. Optical singularities associated with the energy flow of two closely spaced core-shell nanocylinders. Opt. 
Express 17, 19451–19458, doi:10.1364/OE.17.019451 (2009).

	23.	 Lu, J. et al. Retardation-effect-induced plasmon modes in a silica-core gold-shell nanocylinder pair. Physica E 42, 2583–2587, 
doi:10.1016/j.physe.2009.12.010 (2010).

	24.	 Vial, A. Implementation of the critical points model in the recursive convolution method for modelling dispersive media with the 
finite-difference time domain method. J. Opt. A: Pure and Appl. Op. 9, 745–748, doi:10.1088/1464-4258/9/7/029 (2007).

	25.	 Vial, A., Laroche, T., Dridi, M. & Le Cunff, L. A new model of dispersion for metals leading to a more accurate modeling of 
plasmonic structures using the FDTD method. Appl. Phys. A 103, 849–853, doi:10.1007/s00339-010-6224-9 (2011).

	26.	 Vial, A. & Laroche, T. Description of dispersion properties of metals by means of the critical points model and application to the 
study of resonant structures using the FDTD method. J. Phys. D: Appl. Phys. 40, 7152–7158, doi:10.1088/0022-3727/40/22/043 
(2007).

	27.	 Chun, K., Kim, H., Kim, H. & Chung, Y. PLRC and ADE implementations of Drude-critical point dispersive model for the FDTD 
method. Progr. Electromag. Res. 135, 373–390, doi:10.2528/PIER12112207 (2013).

	28.	 Prokopidis, K. P. & Zografopoulos, D. C. A unified FDTD/PML scheme based on critical points for accurate studies of plasmonic 
structures. J. Lightwave Technol. 31, 2467–2476, doi:10.1109/JLT.2013.2265166 (2013).

	29.	 Shibayama, J., Watanabe, K., Yamauchi, J. & Nakano, H. Frequency-dependent formulations of a Drude-critical points model for 
explicit and implicit FDTD methods using the trapezoidal RC technique. IEICE Trans. Electron. 95, 725–732, doi:10.1587/transele.
E95.C.725 (2012).

	30.	 Lesina, A. C., Vaccari, A., Berini, P. & Ramunno, L. On the convergence and accuracy of the FDTD method for nanoplasmonics. 
Opt. Express 23, 10481–10497, doi:10.1364/OE.23.010481 (2015).

	31.	 Prokopeva, L. J., Borneman, J. D. & Kildishev, A. V. Optical dispersion models for time-domain modeling of metal-dielectric 
nanostructures. IEEE Trans. Magn. 47, 1150–1153, doi:10.1109/TMAG.2010.2091676 (2011).

	32.	 Ren, Q., Sun, Q., Tobón, L., Zhan, Q. & Liu, Q. H. EB scheme based hybrid SE-FE DGTD method for multiscale EM simulations. 
IEEE. Trans. Antennas Propagat. 64, 4088–4091, doi:10.1109/TAP.2016.2578308 (2016).

	33.	 Ren, Q., Tobón, L. E., Sun, Q. & Liu, Q. H. A new 3D non-spurious discontinuous Galerkin spectral element time domain (DG-
SETD) method for Maxwell’s equations. IEEE. Trans. Antennas Propagat. 63, 2585–2594, doi:10.1109/TAP.2015.2417891 (2015).

	34.	 Ren, Q., Tobón, L. E. & Liu, Q. H. A new 2D non-spurious discontinuous Galerkin finite element time domain (DG-FETD) method 
for Maxwell’s equations. Progr. Electromag. Res. 143, 385–404, doi:10.2528/PIER13100901 (2013).

http://dx.doi.org/10.1364/OE.16.001385
http://dx.doi.org/10.1103/PhysRevLett.100.123901
http://dx.doi.org/10.1364/OE.17.019996
http://dx.doi.org/10.1038/srep06617
http://dx.doi.org/10.1038/nphoton.2006.49
http://dx.doi.org/10.1364/OE.16.021233
http://dx.doi.org/10.1038/srep12224
http://dx.doi.org/10.1038/srep08977
http://dx.doi.org/10.1063/1.4816619
http://dx.doi.org/10.1364/OE.22.009971
http://dx.doi.org/10.1364/OE.15.010869
http://dx.doi.org/10.1038/srep14788
http://dx.doi.org/10.1038/srep14788
http://dx.doi.org/10.1016/j.cplett.2007.08.027
http://dx.doi.org/10.1109/TEMC.2008.919040
http://dx.doi.org/10.1063/1.2360270
http://dx.doi.org/10.1007/s00340-008-3202-4
http://dx.doi.org/10.1364/OE.17.019451
http://dx.doi.org/10.1016/j.physe.2009.12.010
http://dx.doi.org/10.1088/1464-4258/9/7/029
http://dx.doi.org/10.1007/s00339-010-6224-9
http://dx.doi.org/10.1088/0022-3727/40/22/043
http://dx.doi.org/10.2528/PIER12112207
http://dx.doi.org/10.1109/JLT.2013.2265166
http://dx.doi.org/10.1587/transele.E95.C.725
http://dx.doi.org/10.1587/transele.E95.C.725
http://dx.doi.org/10.1364/OE.23.010481
http://dx.doi.org/10.1109/TMAG.2010.2091676
http://dx.doi.org/10.1109/TAP.2016.2578308
http://dx.doi.org/10.1109/TAP.2015.2417891
http://dx.doi.org/10.2528/PIER13100901


www.nature.com/scientificreports/

1 0Scientific Reports | 7: 2126  | DOI:10.1038/s41598-017-02194-1

	35.	 Tobón, L. E., Ren, Q. & Liu, Q. H. A new efficient 3D discontinuous Galerkin time domain (DGTD) method for large and multiscale 
electromagnetic simulations. J. Computat. Phys. 283, 374–387, doi:10.1016/j.jcp.2014.12.008 (2015).

	36.	 Wong, M. F., Picon, O. & Hanna, V. F. A finite element method based on Whitney forms to solve Maxwell equations in the time 
domain. IEEE. Trans. Magn. 31, 1618–1621, doi:10.1109/20.376343 (2002).

	37.	 He, B. & Teixeira, F. L. Mixed E-B finite elements for solving 1-D, 2-D, and 3-D time-harmonic Maxwell curl equations. IEEE. 
Microw. Compon. Lett. 17, 313–315, doi:10.1109/LMWC.2007.895682 (2006).

	38.	 Donderici, B. & Teixeira, F. L. Mixed finite-elements time-domain method for transient Maxwell equations in doubly dispersive 
media. IEEE. Trans. Microw. Theory Techn. 56, 113–120, doi:10.1109/TMTT.2007.912217 (2008).

	39.	 Marais, N. & Davidson, D. B. Numerical evaluation of high-order finite element time domain formulations in electromagnetics. 
IEEE. Trans. Antennas Propagat. 56, 3743–3751, doi:10.1109/TAP.2008.2007374 (2008).

	40.	 Koning, J., Rieben, R. N. & Rodrigue, G. H. Vector finite-element modeling of the full-wave Maxwell equations to evaluate power 
loss in bent optical fibers. J. Lightw. Technol. 23, 4147–4154, doi:10.1109/JLT.2005.853124 (2005).

	41.	 Butcher, J. C. Numerical Methods for Ordinary Differential Equations (John Wiley & Sons, 2008).
	42.	 Jin, J.-M. The Finite Element Method in Electromagnetics (John Wiley & Sons, 2014).
	43.	 Yu, Y. & Simpson, J. J. An EJ collocated 3-D FDTD model of electromagnetic wave propagation in magnetized cold plasma. IEEE. 

Trans. Antennas Propagat. 58, 469–478, doi:10.1109/TAP.2009.2037706 (2010).
	44.	 Gedney, S. D., Young, J. C., Kramer, T. C. & Roden, J. A discontinuous Galerkin finite element time-domain method modeling of 

dispersive media. IEEE. Trans. Antennas Propagat. 60, 1969–1977, doi:10.1109/TAP.2012.2186273 (2012).
	45.	 Liu, Q. H. The PSTD algorithm: A time-domain method requiring only two cells per wavelength. Microw. Opt. Technol. Lett. 15, 

158–165, doi:10.1002/(ISSN)1098-2760 (1997).
	46.	 Decker, M., Zhao, R., Soukoulis, C., Linden, S. & Wegener, M. Twisted split-ring-resonator photonic metamaterial with huge optical 

activity. Opt. Lett. 35, 1593–1595, doi:10.1364/OL.35.001593 (2010).

Acknowledgements
This work is partially supported by the Penn State MRSEC, Center for Nanoscale Science, under the award NSF 
DMR-1420620.

Author Contributions
D.W., Q.R. conceived the idea. Q.R. designed the algorithm, wrote the code and performed the simulations. 
J.N., L.K., and Y.B. provided the physical models of the DCP medium and the simulation cases. D.W. and P.W. 
provided insight, suggestions and supervised the study. All the authors contributed to the manuscript writing and 
revision.

Additional Information
Competing Interests: The authors declare that they have no competing interests.
Publisher's note: Springer Nature remains neutral with regard to jurisdictional claims in published maps and 
institutional affiliations.

Open Access This article is licensed under a Creative Commons Attribution 4.0 International 
License, which permits use, sharing, adaptation, distribution and reproduction in any medium or 

format, as long as you give appropriate credit to the original author(s) and the source, provide a link to the Cre-
ative Commons license, and indicate if changes were made. The images or other third party material in this 
article are included in the article’s Creative Commons license, unless indicated otherwise in a credit line to the 
material. If material is not included in the article’s Creative Commons license and your intended use is not per-
mitted by statutory regulation or exceeds the permitted use, you will need to obtain permission directly from the 
copyright holder. To view a copy of this license, visit http://creativecommons.org/licenses/by/4.0/.
 
© The Author(s) 2017

http://dx.doi.org/10.1016/j.jcp.2014.12.008
http://dx.doi.org/10.1109/20.376343
http://dx.doi.org/10.1109/LMWC.2007.895682
http://dx.doi.org/10.1109/TMTT.2007.912217
http://dx.doi.org/10.1109/TAP.2008.2007374
http://dx.doi.org/10.1109/JLT.2005.853124
http://dx.doi.org/10.1109/TAP.2009.2037706
http://dx.doi.org/10.1109/TAP.2012.2186273
http://dx.doi.org/10.1002/(ISSN)1098-2760
http://dx.doi.org/10.1364/OL.35.001593
http://creativecommons.org/licenses/by/4.0/

	Efficient Wideband Numerical Simulations for Nanostructures Employing a Drude-Critical Points (DCP) Dispersive Model

	Theory and Methods

	System Equations (Maxwell’s Equations and Auxiliary Differential Equations). 
	Time Integration Scheme. 

	Numerical Results and Discussions

	Validation Case with Near-field Response Comparison to Commercial Software. 
	Radar Cross Section (RCS) Calculation of Split Ring Resonator (SRR) with DCP Gold. 
	Mutual Coupling of DCP Nanoloops. 

	Conclusions

	Acknowledgements

	Figure 1 Geometry and mesh of the nanoloop coupling example.
	Figure 2 Geometry, mesh and results of validation case.
	Figure 3 Geometry, mesh and results of SRR case.
	Figure 4 Results of nanoloop coupling example.
	Table 1 Parameters for gold based on DCP model in Eq.
	Table 2 Computational overhead comparison for the SRR case between the DGTD method, AEDT and FEKO.
	Table 3 Computational overhead comparison for the nanoloop coupling case between the DGTD method, AEDT and FEKO.




