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Abstract

Colonoscopy is an effective tool for early screening of colorectal diseases. However, the application of
colonoscopy in distinguishing different intestinal diseases still faces great challenges of efficiency and accu-
racy. Here we constructed and evaluated a deep convolution neural network (CNN) model based on 117 055
images from 16 004 individuals, which achieved a high accuracy of 0.933 in the validation dataset in identifying
patients with polyp, colitis, colorectal cancer (CRC) from normal. The proposed approach was further validated
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on multi-center real-time colonoscopy videos and images, which achieved accurate diagnostic performance on
detecting colorectal diseases with high accuracy and precision to generalize across external validation datasets.
The diagnostic performance of the model was further compared to the skilled endoscopists and the novices.
In addition, our model has potential in diagnosis of adenomatous polyp and hyperplastic polyp with an area
under the receiver operating characteristic curve of 0.975. Our proposed CNN models have potential in assisting
clinicians in making clinical decisions with efficiency during application.
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Introduction

As a noninvasive examination, colonoscopy is the main
method to screen colorectal diseases, including polyp,
colitis, and colorectal cancer (CRC).1–3 Previous studies
have shown that early intestinal diseases can develop
into advanced CRC without timely treatment, leading to
a high mortality.4–6 Adenomatous polyps are the main
precursor of CRC, and the detection and treatment of
them could help to reduce the risk of CRC.7–9 However,
the diagnosis of intestinal diseases is time-consuming
and approximately 26% of neoplastic diminutive polyps
and 3.5% CRC are missed in a single colonoscopy exami-
nation.10,11 Although several advanced imaging systems,
such as narrow-band imaging, are developed to reduce
the miss rates, the risk of missing suspicious lesion
in colonoscopy examinations still exists.12,13 Moreover,
the effective diagnosis of intestinal diseases is an inter-
minable and time-consuming task. Therefore, the devel-
opment of an AI tool for diagnosis and treatment
of intestinal diseases with accuracy and efficiency is
urgently needed, which are helpful to reduce the risk of
CRC.

In recent years, artificial intelligence (AI) has been
successfully applied throughout human life, from
embryo selection for in vitro fertilization to mortality
prediction.14–16 AI is also widely used in the field of
medical imaging, including diagnosis of breast ultra-
sonography images, pathologic type classification of
esophageal cancer, retinopathy classification, and
COVID-19 pneumonia identification.17–20 In gastroscopy,
AI is mainly used for the detection of early cancer
and the discrimination of pathological characteristics,
such as gastric cancer and esophageal cancer.17,21 Pre-
vious studies applying AI techniques in colonoscopy
have mainly focused on polyp detection, segmentation
and pathological classification.22–24 However, with the
complexity of colorectal diseases, it is challenging for
these models to identify a single disease from normal
cases during clinical application. Additionally, the small
dataset and single-center study also limits the clinical
applicability of the AI system.

By this researsch, we proposed an AI system to
classify colorectal diseases including the polyp, colitis,
CRC and normal, using real-world colonoscopy images
collected from multi-center. The performance of the
AI model was further tested by external validation
datasets and real time diagnostic setting. In addition, we
compared the performance of the AI system with novice
and expert endoscopists. Finally, the performance of our

AI system in discriminating sub-polyp diseases of hyper-
plastic polyp and adenomatous polyp was also validated.

Results
Dataset characteristics and CNN architectures

We retrospectively obtained 117 055 colonoscopy images
(including 84 605 normal, 20 537 with polyp, 7963 with
colitis and 3950 with CRC) from 16 004 individuals
(Fig. 1 and Supplementary Fig. S1). The characteristics
of patients for each cohort are shown in Supplemen-
tary Table S1. For detection of colorectal diseases, the
images in the primary cohort were randomly divided
into training and validation datasets with a ratio of 8:2
(training dataset: 24 978 normal images, 10 255 polyp
images, 3712 colitis images and 2170 CRC images; vali-
dation dataset: 6362 normal images, 2622 polyp images,
908 colitis images and 545 CRC images) (Fig. 1). The typi-
cal images of normal, polyp, colitis and CRC are shown in
Supplementary Fig. S2. Our model (convolutional neural
network 1 (CNN1)) was constructed by ResNet-5025–29 to
identify colorectal diseases using transfer learning (Sup-
plementary Fig. S3).

Performance comparison of CNN models

We first validated the CNN1 model of multi-class clas-
sification accuracy on the validation dataset. The model
showed accurate performance by detecting 97.51% nor-
mal images, 91.08% polyp images, 79.41% colitis images
and 79.45% CRC images with an area under the curve
(AUC) of 0.983 in the validation dataset (Figs. 2A and 2B).
The model achieved a precision of 0.933 (95% confidence
interval (CI): 0.928, 0.938), a recall of 0.934 (95% CI: 0.933,
0.939), an F1-score of 0.933 (95% CI: 0.928, 0.938), an accu-
racy of 0.934 (95% CI: 0.929, 0.939) and a positive predic-
tive value (PPV) of 0.869 (95% CI: 0.859, 0.880) (Table 1
and Supplementary Table S2). In the independent test
dataset, the model showed an accuracy of 0.836, and 84%
images were correctly identified, with an AUC of 0.963, a
precision of 0.898 (95% CI: 0.895, 0.901), a recall of 0.836
(95% CI: 0.832, 0.840), an F1-score of 0.856 (95% CI: 0.853,
0.859) and a PPV of 0.771 (95% CI: 0.761, 0.780) (Figs. 2C
and 2D, Table 1 and Supplementary Table S3). Similarly,
the AI model obtained high accuracy of 0.965 in external
validation dataset (Table 1). The CNN1 model achieved a
diagnostic performance with AUC of 0.940, precision of
0.968 (95% CI: 0.966, 0.970), recall of 0.965 (95% CI: 0.963,
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Figure 1. Illustration of the study dataset. NPV, negative predictive value; PPV, positive predictive value; AI, artificial intelligence.

0.967), F1-score: 0.965 (95% CI: 0.963, 0.967) and PPV of
0.923 (0.915, 0.930) (Figs. 2E and 2F, Table 1 and Supple-
mentary Table S4).

Furthermore, we constructed other two CNN mod-
els based on VGG16 algorithm (CNN2), VGG19 algorithm
(CNN3) in classifying normal, polyp, colitis and CRC. Con-
fusion matrices of classification performance of CNN2
and CNN3 on validation, independent test and exter-
nal validation dataset are shown in Supplementary Figs.
S5 and S6. CNN2 and CNN3 showed high precision,
recall, F1-score and accuracy in identifying the colorec-
tal diseases. Compared with CNN2 and CNN3 models,
CNN1 model showed a better performance in multi-class
diagnosis with accuracy of 0.934 (95% CI: 0.929, 0.939) in
the validation dataset (Supplementary Table S5). Taken

together, the results demonstrated that CNN1 had better
performance compared with CNN2 and CNN3.

Binary classifiers were also implemented to investi-
gate the model’s detailed classification performance of
distinguishing polyp, colitis, and CRC from normal (Sup-
plementary Figs. S7–S9). The CNN1-NPo model correctly
distinguished 6299 of 6362 normal images and 2447 of
2622 polyp images, with an area under the curve (AUC) of
0.992 and an accuracy of 0.966 (Supplementary Figs. S7C
and S7D, Supplementary Table S6). CNN1-NCo correctly
distinguished 6334 of 6362 normal images and 640 of 908
colitis images with an AUC of 0.974 (Supplementary Figs.
S8C and S8D). CNN1-NCa correctly classified 6360 of 6362
normal images and 480 of 545 CRC images yielding an
AUC of 0.995 (Supplementary Figs. S9C and S9D).
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Figure 2. Diagnostic performance of AI model in multi-class classification in multi-center cohort. (A) ROC of CNN1 model in the validation
dataset. (B) Confusion matrix of CNN1 model in the validation dataset. (C) ROC of CNN1 model in the independent test dataset. (D) Confusion
matrix of CNN1 model in the independent test dataset. (E) ROC of CNN1 model in the external validation dataset. (F) Confusion matrix of CNN1
model in the external validation dataset.
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Table 1. Performance of the CNN1 model in different validation and test dataset.

Validation dataset
Independent test

dataset
External validation

dataset P-value

Precision 0.933 (0.928, 0.938) 0.898 (0.895, 0.901) 0.968 (0.966, 0.970) <0.001
Recall 0.934 (0.933, 0.939) 0.836 (0.832, 0.840) 0.965 (0.963, 0.967) <0.01
F1-score 0.933 (0.928, 0.938) 0.856 (0.853, 0.859) 0.965 (0.963, 0.967) 0.001
Accuracy 0.934 (0.929, 0.939) 0.836 (0.832, 0.840) 0.965 (0.963, 0.967) <0.01
Positive predictive value 0.869 (0.859, 0.880) 0.771 (0.761, 0.780) 0.923 (0.915, 0.930) <0.01
Negative predictive value 0.975 (0.971, 0.979) 0.956 (0.954, 0.958) 0.973 (0.971, 0.975) <0.001

95% confidence intervals are included in brackets.

Table 2. Performance of the CNN1-Po model in video dataset.

Data sources Video dataset Accuracy

Dazhou Central Hospital No-polyp video 1 0.932 (0.922, 0.938)
No-polyp video 2 0.902 (0.890, 0.910)

Polyp video 1 0.957 (0.898, 1.000)
Polyp video 2 1.000 (1.000, 1.000)

Public Data CVC-ClinicDB 0.969 (0.955, 0.983)
ETIS-LaribPolypDB 0.821 (0.768, 0.875)

95% confidence intervals are included in brackets.

Real-time diagnosis of the CNN model

Moreover, the performance of the AI model was tested
by real time diagnostic procedure. Commonly, video is
encoded from 25 to 30 frames per second (fps). In our
study, all the CNN1 models could realize real-time lesion
detection (0.004s/frame), which was higher than the
standard frame rate (24 fps) and could meet the require-
ment of real-time assistance software. Furthermore,
we used the colonoscopy videos from Dazhou Central
Hospital and the international public dataset of CVC-
ClinicDB and ETIS-LaribPolypDB to explore the real-time
detection performance of CNN1-NPo in the real world.
In the two full-length without polyp videos, CNN1-NPo
had an accuracy of 0.932 (95% CI: 0.922–0.938) and 0.902
(95% CI: 0.890–0.910), respectively. Similarly, CNN1-NPo
showed excellent diagnostic ability in two polyp videos,
with an accuracy of 0.957 (95% CI: 0.898–1.000) and
1.000 (95% CI: 1.000–1.000), respectively. The accuracy of
CNN1-NPo in CVC-ClinicDB and ETIS-LaribPolypDB was
0.969 (95% CI: 0.955–0.983) and 0.821 (95% CI: 0.768–0.875),
respectively (Table 2).

Performance comparison between the AI model
and endoscopists

We further compared the AI system with endoscopists in
identifying colorectal diseases. We randomly selected 1%
colonoscopy images from external validation dataset to
compare the diagnostic performance of CNN1 and endo-
scopists. We employed endoscopists in three groups:
three novices; four endoscopists in the junior group with
less than 5 years of experience; and six endoscopists
in the senior group with more than 5 years of clini-
cal experience. CNN1 achieved an accuracy of 0.956, the
performance of which was superior to the novices and

junior group with 0.797 and 0.833, respectively. Mean-
while, our CNN model was not inferior to experts from
senior groups with an average accuracy of 0.903. Com-
pared with experts, the novices without the assistant of
CNN model had a relatively poor performance in iden-
tifying the colorectal diseases (Fig. 3). Furthermore, the
accuracy of the novices and junior groups could be sig-
nificantly improved with the assistant of the CNN model
(P < 0.001) (Fig. 3). Taken together, these findings demon-
strated the feasibility that CNN could assist endoscopists
to detect colorectal diseases to achieve more accurate
diagnosis.

Application of the AI model in polyp subgroup
classification

The detection and removal of neoplastic polyp is helpful
to decrease the risk of CRC.7 Hence, the diagnosis of the
adenomatous polyp is essential for precision treatment.
Here, we constructed a CNN1-HA model to perform polyp
subgroup classification for the discriminating of hyper-
plastic and adenomatous polyp for precision treatment.
A total of 5116 polyp images (including 3580 images
with hyperplastic polyp and 1536 images with adenoma-
tous polyp) from the primary cohort were collected and
labeled to develop the CNN1-HA model (Supplementary
Fig. S10). In the validation dataset, CNN1-HA obtained
a recall of 0.942 (95% CI: 0.925, 0.959) and 0.883 (95%
CI: 0.847, 0.919) to detect hyperplastic polyp and ade-
nomatous polyp, respectively. CNN1-HA achieved 0.925
(95% CI: 0.909, 0.941) precision, 0.924 (95% CI: 0.908, 0.940)
recall, 0.924 (95% CI: 0.908, 0.940) F1-score, 0.924 (95% CI:
0.908, 0.940) accuracy and an AUC of 0.975 (95% CI: 0.963,
0.987) in classified hyperplastic polyp and adenomatous
polyp (Supplementary Fig. S11 and Table 3).
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Figure 3. Comparison of diagnostic performance between AI system and endoscopists. (A) Accuracy of AI system and endoscopists. Confusion
matrix of the average diagnostic performance of novices (B), junior (C), senior (D), novices with AI assistance (E), junior with AI assistance (F)
and CNN 1 (G).

Discussion

In this study, a deep learning algorithm was used
to construct a CNN model to diagnose the colorec-
tal diseases. It was developed and evaluated using
117 055 colonoscopy images for endoscopic diagnosis of
colorectal diseases from 16 004 individuals at multiple

institutions. The CNN model demonstrated a high pre-
cision, recall, F1-score and accuracy of diagnosing the
colorectal diseases in multi-center dataset and realized
real-time diagnosis. The high accuracy was superior to
the novices and not inferior to the experts. Moreover, the
CNN model had potential in distinguishing the diminu-
tive hyperplastic polyp and adenomatous polyp images.
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Table 3. Performance of the CNN1-HA model in polyp subgroup.

Datasets Support images Precision Recall F1-score Accuracy AUC

Adenoma 307 0.883 (0.847, 0.919) 0.863 (0.825, 0.901) 0.873 (0.836, 0.910) 0.925 (0.896, 0.954) 0.975 (0.963, 0.987)
Hyperplastic 716 0.942 (0.925, 0.959) 0.950 (0.934, 0.966) 0.946 (0.929, 0.963) 0.924 (0.905, 0.943)
All 1023 0.925 (0.909, 0.941) 0.924 (0.908, 0.940) 0.924 (0.908, 0.940) 0.924 (0.908, 0.940)

95% confidence intervals are included in brackets.

CNN1-HA model represents the ResNet-50 classifying the hyperplastic and adenomatous polyp.

Abbreviations: AUC, area under the curve.

The application of deep learning in colonoscopy
mainly focuses on the field of colonic polyp and ulcera-
tive colitis.30–32 These models face challenges to translate
into routine clinical application due to the binary clas-
sification, single center development, or small sample
validation. With the complexity of colorectal diseases,
multi-class classification is essential for clinical decision.
In this study, our CNN model exhibited satisfactory accu-
racy (from 0.836 to 0.965) in discriminating normal, polyp,
colitis and CRC in different centers. To the best of our
knowledge, this is the first and largest study applying
AI to identify multiple colorectal diseases. Furthermore,
the CNN model could reduce the risk of missing inspec-
tion of colorectal diseases as a result of its high recall,
leading to earlier lesion detection and precision treat-
ment. The detection and removal of adenomatous polyp
are beneficial for reducing the risk of the colorectal can-
cer.33 Therefore, the diagnosis of the adenomatous polyp
is essential for precision treatment. Significantly, our AI
system accurately discriminated hyperplastic polyp and
adenomatous polyp preoperatively with a high accuracy
of 0.924.

We further analyzed the cases of false positive and
false negative in using the AI model. Consistent with pre-
vious studies,10,34 the false detection performance was
mainly caused by the poor quality of bowel preparation,
the small, flat structure, intestinal air inflation and par-
tially behind a fold. In addition, the false positive rate
was mainly due to the false recognition of normal fold
mucosa.

In our study, ResNet-50 CNN was used to extract the
features of each input frame for the multi-class classifi-
cation task. Since deep residual learning was proposed,
it has been widely used in the field of image recogni-
tion for melanoma, pediatric pneumonia, and urine sed-
iment recognition.25,26,35,36 By employing residual net-
work algorithm, our model avoided gradient dissipation
and overcame the problem of reduced accuracy with the
increase of depth. Moreover, the diagnostic performance
of our CNN model based on ResNet-50 was slightly higher
than VGG16 and VGG19.

The CNN model was able to detect colorectal diseases
with a speed of 0.004 seconds per frame, which met
the requirement of real-time assistance software. Con-
sistent with previous study, the diagnostic speed of our
model was significantly faster than that of novices and
experts.24 Meanwhile, our CNN model was superior to
the novices and experts with less than 5 years of experi-
ence in the diagnosis of colorectal diseases, and certainly

not inferior to experts with over 5 years of experience.
Furthermore, the accuracy of the novices and experts
with less than 5 years of experience with the assis-
tant of the CNN model could be significantly improved
(P < 0.001). These findings demonstrated the feasibil-
ity that CNN could support nonexpert endoscopists to
detect colorectal diseases and achieve more accurate
diagnosis. To a certain extent, our model is helpful to
solve the problem of unbalanced medical resources in
grass-roots hospitals and community hospitals.

Despite these remarkable results, there are some lim-
itations in our study. Firstly, this study was validated
in only one real world external validation dataset. More
public data should be collected to further identify the
universality of our model. A further multi-center study
could be designed to optimize the performance of our
model in multi-class classification and improve the gen-
eralizability. Secondly, the colonoscopy images were pro-
duced by a single type of instrument (Olympus). How-
ever, our model can also be applied to other brands
of endoscopes to achieve clinical application according
to the application of previous transfer learning theory
in other types of images.20 Thirdly, the performance of
accurate detecting of CRC was lower than benign dis-
eases, probably due to the less sufficient images of cancer
compared to other intestinal diseases. As the identifica-
tion of CRC is much valuable during clinical application,
we would include more cancer images into our study
to improve its diagnostic performance in the future. In
conclusion, we demonstrated that the CNN model con-
structed by colonoscopy images from multiple centers
could achieve high accuracy in real-time distinguish-
ing normal, polyp, colitis, and CRC. The newly devel-
oped CNN model exhibited an excellent diagnostic per-
formance comparable to that of expert endoscopists and
superior to novices and could improve the accuracy of
nonexperts to a level similar to that of an expert. The
CNN model also showed potential ability in diagnosing
diminutive hyperplastic polyp and adenomatous polyp
to assist endoscopists to make precision clinical diagno-
sis and treatment decisions.

Materials and methods
Patients and images

The images in the primary cohort (normal 31 340, polyp
12 877, colitis 4620 and CRC 2715) used to establish the
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CNN model were from the routine colonoscopy exami-
nation (Olympus EVIS LUCERA CV260 SL/CV290 SL, CV-
V1 and V70; Olympus Corp; Tokyo; Japan) between May
2017 and May 2019 in the Digestive Endoscopy Center
of Dazhou Central Hospital (Fig. 1 and Supplementary
Fig. S1). The typical images of normal, polyp, colitis and
CRC are shown in Supplementary Fig. S2. The primary
cohort images were randomly divided into training and
validation dataset with the ratio of 8:2. The indepen-
dent test dataset included the images from Dazhou Cen-
tral Hospital between June 2019 and December 2019. The
external validation dataset from Quxian People’s Hos-
pital between January 2019 and December 2019 were
used to prove the universality and generalizability of the
model. The 1% images from external validation dataset
were randomly selected to compare the performance of
model with endoscopists and demonstrate the auxiliary
effect of our model on novices. A total of 30 980 images
were acquired using Olympus EVIS LUCERA CV260 from
Quxian People’s Hospital. To validate the real-time detec-
tion ability of our model, we used 2 videos without polyp
in full length and 2 videos with polyps obtained from
patients who underwent colonoscopy examination in
August 2019 from Dazhou Central Hospital, besides the
public data from CVC-ClinicDB and ETIS-LaribPolypDB
(https://polyp.grand-challenge.org/Databases/). Two no-
polyp videos were identified by endoscopists, with 4060
and 3360 still images being output at 24 frames per
second, respectively. The polyp frames from the first
encounter to the last were recorded and output in the
videos. The CVC-ClinicDB includes 612 still images from
29 different sequences acquired from Hospital Clinic of
Barcelona, Barcelona, Spain. The CRC was identified by
the biopsy. Before inputting, these images were con-
firmed by two experts with over 15 years of clinical expe-
rience, combined with clinical examination. This study
was approved by the Ethics Committee of Dazhou Cen-
tral Hospital (IRB00000002-20002) and was conducted at
the hospital’s Clinical Research Center and Digestive
Endoscopy Center. The Ethics Committee waived the
need for patients to sign informed consent.

CNN models

To construct the CNN model, the images in the primary
cohort were randomly divided into training (80%) and
validation (20%) dataset. The images with fecal residue,
numerous air bubbles and blurred images were excluded.
Before inputting the images, all images were pre-treated
through encoding the label of text, performing horizon-
tal flipping, and normalizing the image size (224224). An
open source of software library TensorFlow (version 2.0)
was used to train the CNN model.36,37 We constructed
our CNN model based on the transfer learning tech-
nique pretrained with ImageNet dataset. In our study,
ResNet-50 CNN was used for features learning from each
input frame and realized the multi-class classification.
Since the deep residual learning was proposed, it has
been widely used in the field of image recognition.19 By

employing the residual network algorithm, our model
avoided gradient dissipation and overcame the prob-
lem of reducing accuracy due to the increase of depth.
Moreover, the diagnostic performance of our CNN model
based on ResNet-50 was slightly higher than the VGG16
and VGG19.

Like other deep learning models, CNN1 based on the
ResNet-50 algorithm included convolution layer, pool
layer and full connection layer (Supplementary Fig. S3A).
However, based on the principle of residual learning, it
recasted the original mapping into F(X) + X, which could
skip one or more layers (Supplementary Fig. S3B). CNN1
was established after 18 444 training steps. This model
was run on a TITAN X GPU. After 10 epochs, the model’s
training steps stopped without further improvement of
the cross-entropy loss and accuracy (Supplementary Fig.
S4). To compare the performance of our CNN1 model,
we also used the off-the-shelf VGG16 (CNN2) and VGG19
(CNN3) fine-tuned with our colonoscopy image dataset
to classify the images.38 The polyp subgroup differentia-
tion model was also constructed by classifying the hyper-
plasia and adenomatous polyp. All the polyps were con-
firmed by pathology after biopsy. The names and training
steps for all CNN models are summarized in Supplemen-
tary Table S7.

Quantification and statistical analysis

The accuracy and AUC were the major outcome mea-
sures of diagnostic performance. As the common
indexes of model’s performance, precision, recall and F1-
score were also used to evaluate the model. In addition
to AUC, other metrics were calculated by true positive
(TP), true negative (TN), false positive (FP) and false neg-
ative (FN). If the model labeled a positive image as pos-
itive, we considered the recognition of this image was
TP. Instead, FP meant negative image being identified as
positive. Similarly, TN and FN indicated labling as neg-
ative for actually negative and actually positive images,
respectively.

Accuracy = T P + T N
T P + F N + T N + F P

Precision = T P
T P + F P

Recall = T P
T P + F N

F 1 − score = 2 × precision × recall
precision + recall

P P V = T P
T P + F P

NP V = T N
T N + F N

We evaluated model performance by comparing with
the novices and experts. Four experts with less than 5
years of colonoscopy experience, six experts with over
5 years of colonoscopy experience, and three novices

https://polyp.grand-challenge.org/Databases/
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(medical students studying endoscopic image recogni-
tion), were asked to classify the images, being blinded
to classification data. We randomly selected 1% of the
external validation dataset (normal 198, polyp 34, coli-
tis 13, CRC 3) to compare the performance of the model
and endoscopists.

Supplementary data

Supplementary data is available at PCMEDI online.
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