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Abstract: Alzheimer’s Dementia (AD) is a progressive neurological disorder that affects memory and cognitive function, necessitat-
ing early detection for its effective management. This poses a significant challenge to global public health. The early and accurate 
detection of dementia is crucial for several reasons. First, timely detection facilitates early intervention and planning of treatment. 
Second, precise diagnostic methods are essential for distinguishing dementia from other cognitive disorders and medical conditions 
that may present with similar symptoms. Continuous analysis and improvements in detection methods have contributed to advance-
ments in medical research. It helps to identify new biomarkers, refine existing diagnostic tools, and foster the development of 
innovative technologies, ultimately leading to more accurate and efficient diagnostic approaches for dementia. This paper presents a 
critical analysis of multimodal imaging datasets, learning algorithms, and optimisation techniques utilised in the context of 
Alzheimer’s dementia detection. The focus is on understanding the advancements and challenges in employing diverse imaging 
modalities, such as MRI (Magnetic Resonance Imaging), PET (Positron Emission Tomography), and EEG (ElectroEncephaloGram). 
This study evaluated various machine learning algorithms, deep learning models, transfer learning techniques, and generative 
adversarial networks for the effective analysis of multi-modality imaging data for dementia detection. In addition, a critical 
examination of optimisation techniques encompassing optimisation algorithms and hyperparameter tuning strategies for processing 
and analysing images is presented in this study to discern their influence on model performance and generalisation. Thorough 
examination and enhancement of methods for dementia detection are fundamental for addressing the healthcare challenges posed 
by dementia, facilitating timely interventions, improving diagnostic accuracy, and advancing research in neurodegenerative diseases. 
Keywords: Alzheimer’s Dementia, Machine learning, Deep Learning, Transfer Learning and Generative Adversarial Network

Introduction
Alzheimer’s Dementia (AD) is a common and debilitating neurodegenerative disorder that impacts a substantial part of 
the population.1 AD is a progressive neurological disorder that primarily affects memory, thinking skills, and ability to 
perform daily activities.2 It is the most common cause of dementia and a general term for severe memory loss and 
cognitive decline. AD typically slows, gradually worsens over several years, and eventually becomes severe enough to 
interfere significantly with daily tasks. Alzheimer’s dementia research originated in 1906 with Dr. Alois Alzheimer’s 
identification of the disorder. The main feature of Alzheimer’s Dementia is the presence of plaques and tangles in the 
brain. Typically, Alzheimer’s Dementia is typically divided into three primary phases: mild, moderate, and severe. In the 
early stages, individuals may experience subtle memory lapses, making it challenging to remember names, places, or 
recent events. As AD progresses to the moderate stage, memory loss and confusion intensify, impacting language, 
reasoning abilities, and everyday activities such as dressing and eating. In the severe stage, individuals lose the ability to 
communicate coherently, recognise loved ones, or perform basic tasks.
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Early identification of AD is crucial for effective management and intervention. Although there is no cure for AD, 
early diagnosis allows for the initiation of treatment to alleviate symptoms and slow down the progression of the disease. 
Various diagnostic methods, including cognitive assessment, neuroimaging, and genetic testing, can aid early detection. 
Additionally, a mentally and physically active lifestyle, maintaining a healthy diet, and social engagement are believed to 
contribute to reducing the risk of developing AD and delaying its onset. AD symptoms differ from person to person, 
making early diagnosis challenging because these initial symptoms are typically mild and can be easily mistaken for 
normal aging or other benign conditions, thus delaying the identification of the disease. Indeed, early detection 
significantly enhances the effectiveness of Alzheimer’s dementia treatment and positively impacts the overall quality 
of life of patients. The ability to identify the disease in its early stages allows for timely intervention, enabling the 
initiation of appropriate treatments and strategies to effectively manage AD symptoms.3

Early interventions can help slow the progression of the disease, manage cognitive decline, and maintain functional 
abilities for a longer duration. Moreover, it provides patients and their families with an opportunity to plan and make 
informed decisions about their care, fostering a sense of control and understanding of what can be challenging. 
Ultimately, emphasis on early detection amplifies the potential for a better and more dignified life for individuals with 
this formidable disease. Artificial Intelligence (AI) has significantly impacted the medical field, especially in neuroima-
ging and the diagnosis of diseases such as Alzheimer’s disease. AI is revolutionising healthcare by leveraging data-driven 
insights to enhance diagnostics, personalised treatment plans, and drug discovery. AI algorithms analyse vast amounts of 
medical data, aiding in the early detection of diseases through image interpretation and predictive analytics.4 This 
technology not only improves diagnostic accuracy but also optimises treatment strategies based on individual patient 
profiles.

The present study endeavors to investigate these research concerns by locating all pertinent research findings from 
prior investigations. The research questions addressed in this analysis are as follows:

1. Which medical imaging modalities exist to detect dementia?
2. Which image pre-processing methods are most commonly used to process multimodal images?
3. What type of segmentation techniques have been adopted for medical image processing?
4. Is it possible to apply optimization techniques for pre-processing?
5. What are the different learning algorithms available for analysing multimodality image datasets to detect 

Alzheimer’s dementia?

These research questions are crucial for advancing AI-based Alzheimer’s Dementia detection (ADD). Understanding the 
available imaging modalities aids in selecting appropriate techniques, whereas identifying prevalent pre-processing 
methods ensures data quality. Segmentation techniques pinpoint pathological regions for precise analysis, and optimisa-
tion techniques refine the image quality. Knowledge of diverse learning algorithms enhances AI models for accurate AD 
detection, and offers promise for early diagnosis and management. The fields of medical imaging and neuroimaging are 
rapidly evolving, driven by advancements in technology, computational methods, and artificial intelligence.5 By 
concentrating on studies published within the last five years, we can incorporate the latest techniques and tools that 
may not have been available or widely adopted in earlier years.

Our systematic literature review focused on studies related to our research topic between 2018 and 2023, sourced 
from prominent databases such as Elsevier, IEEE Xplore, Springer, and Google Scholar. We utilised various keyword 
combinations such as “Medical Neuro Image Analysis”, “Medical Image Processing”, “Alzheimer’s Dementia 
Diagnosis”, and “Diagnostic Techniques”. The search yielded 155 articles relevant to the present study.

After removing duplicate articles and filtering based on publication year, we proceeded to the next step of the review. 
We carefully evaluated the titles and abstracts of these studies and identified a new set of keywords, including 
“Alzheimer’s dementia Magnetic Resonance Imaging (MRI) Image Classification”, “Alzheimer’s dementia using EEG 
signals”, “Bio-inspired algorithms”, “AD Machine Learning”, “AD Deep Learning”, “AD Transfer Learning”, and “AD 
GAN (Generative Adversarial Network)”. These refined keywords guided us to articles in the fourth stage of our 
systematic exclusion technique, covering diverse topics and methods related to Machine Learning (ML) and Deep 
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Learning (DL) strategies. Specifically, ML methods were found in,2,3,5–9,11, 12–22 DL strategies in23−41, Transfer Learning 
approaches in,4,42–60 and GAN approaches in.61–80

Ultimately, we selected 105 studies that met our research criteria for in-depth analysis. The final selection not only 
resulted from automated keyword-based selection, but also aligned with our research questions. In this systematic 
literature review, we categorised articles into Machine Learning (ML), Deep Learning (DL), and Generative 
Adversarial Networks to highlight the different methodologies used in medical neuroimaging analysis and Alzheimer’s 
Dementia diagnosis. ML encompasses various computational techniques, whereas DL methods represent a specific 
category of ML techniques characterised by their deep architectures and ability to handle large volumes of high- 
dimensional data effectively. Transfer Learning involves transferring knowledge between tasks, which is useful when 
labelled data are limited. DL methods represent a specific category of ML techniques characterised by their deep 
architectures and ability to effectively handle large volumes of high-dimensional data.42

In this paper, ADD Figure Analysis concentrates on Alzheimer’s Dementia Detection (ADD) through neuro image 
analysis, focusing mainly on MRI, Positron Emission Tomography (PET), and electroencephalography (EEG). Pre- 
processing steps, segmentation, and feature extraction techniques are detailed to enhance the image quality and extract 
relevant features crucial for subsequent analysis, all of which are facilitated by optimised algorithms. In Materials and 
Methods, diverse AI methods are explored, including machine learning, deep learning utilising neural networks, transfer 
learning for leveraging prior knowledge, and GAN for data generation and evaluation, all of which are significant for 
advancing Alzheimer’s detection and analysis in neuroimaging.

ADD Image Analysis
Analysing biomarkers associated with Alzheimer’s dementia using imaging techniques such as Magnetic Resonance 
Imaging, Positron Emission Tomography, and electroencephalography are essential for the early detection and under-
standing of disease progression. MRI is instrumental in capturing structural changes in the brain, such as atrophy and 
alterations in specific regions, aiding in the identification of potential biomarkers. Key modalities employed in the early 
detection of Alzheimer’s Dementia: EEG, MRI, and PET. Each of these diagnostic tools plays a crucial role in the 
assessment and diagnosis of AD during the initial stages.

PET scans, which focus on molecular changes, are pivotal in detecting abnormal protein deposits such as beta- 
amyloid plaques and tau tangles, which are hallmark indicators of Alzheimer’s disease. Additionally, EEG offers 
valuable functional insights by measuring the electrical activity in the brain, detecting abnormalities, and connectivity 
disruptions. Figure 1 shows a diagrammatic view of modalities such as EEG, MRI, and PET images of data used for 
ADD diagnosis, whereas Figure 2 illustrates the ADD diagnosis process for neuroimaging encompassing MRI, PET, and 
EEG scans. The process involves crucial stages such as pre-processing, segmentation, and feature extraction from the 
neuro images.

Figure 1 Modalities used for Alzheimer’s Dementia Detection.

Neuropsychiatric Disease and Treatment 2024:20                                                                              https://doi.org/10.2147/NDT.S496307                                                                                                                                                                                                                       

DovePress                                                                                                                       
2205

Dovepress                                                                                                                                                    Thulasimani et al

Powered by TCPDF (www.tcpdf.org)

https://www.dovepress.com
https://www.dovepress.com


These extracted features are then utilised for classification and prediction, aiding in early ADD diagnosis and 
showcasing a comprehensive pathway towards effective analysis and potential clinical insights. Integration of these 
diverse imaging biomarkers provides a comprehensive view of both the structural and functional changes associated with 
Alzheimer’s, enabling better diagnostic accuracy and potentially facilitating early interventions.

This study provides an extensive overview of datasets frequently employed in Alzheimer’s disease research. The 
Alzheimer’s Disease Neuroimaging Initiative (ADNI) datasets spanning ADNI-1, ADNI-2, and ADNI-3 are notable for 
their longitudinal collection of clinical, imaging, genetic, and biochemical data from individuals across various stages of 
Alzheimer’s disease progression, including those with mild cognitive impairment and cognitively normal controls. These 
datasets provide valuable insights into disease trajectory, biomarker identification, and treatment response. Additionally, 
the Open Access Series of Imaging Studies (OASIS) dataset contains cross-sectional MRI data from individuals with 
Alzheimer’s disease, mild cognitive impairment, and healthy controls, making it a valuable resource for investigating 
structural brain changes associated with neurodegeneration.

Image Pre-Processing
Brain image pre-processing methods in Alzheimer’s dementia research are crucial for extracting meaningful information 
from complex neuroimaging datasets. The common pre-processing steps include intensity normalization for consistent 
brightness, noise reduction to improve clarity, bias correction to address scanner artifacts, skull stripping to isolate brain 
structures, and feature extraction to identify biomarkers relevant to dementia. These techniques enhance image quality 
and analytic accuracy in MRI-based studies. In,81 anatomical data were obtained using a Brain Extraction Tool to remove 
non-brain tissue from T1 anatomical images. This process enhances the accuracy of the subsequent analyses by 
eliminating unwanted elements. Another vital step is image registration, which involves aligning the brain images to a 
standardised anatomical space. This alignment allows for a comparative analysis across different subjects and modalities, 
aiding in understanding the structural and functional changes associated with Alzheimer’s dementia.

Furthermore, the intensity normalisation method utilised in82 ensures uniform intensity levels across images, 
mitigating variations due to diverse acquisition parameters and improving the consistency of the dataset. Voxel-Based 
Morphometry (VBM) is a crucial pre-processing technique that involves segmenting brain images into distinct tissue 
types, such as gray matter and white matter) to quantitatively analyse structural differences. VBM facilitates the detection 
of atrophy and other anatomical alterations characteristic of Alzheimer’s Dementia Further, Region of Interest (RoI) 
process the extraction focus on specific brain regions relevant to Alzheimer’s pathology, like the hippocampus.

Extracting features from the defined RoIs used in39,83 enables targeted analysis and biomarker quantification, aiding 
disease progression. The batch normalisation method is a technique used to improve the training of neural networks by 
normalising the activations of each layer within a mini-batch, aiding in faster convergence, and better generalisation was 
examined in.84 The smoothing technique applied in85 helps reduce noise and enhance image features, whereas the data 

Figure 2 Neuro Image ADD diagnosis process.
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augmentation technique utilised in19 generates additional training samples by applying transformations such as rotations 
or scaling to enhance the robustness of the model. In,86 ZCA whitening was proposed, which is a pre-processing step that 
decorrelates features in images, promotes better representation, and simplifies subsequent learning tasks.

Image Segmentation Methods for ADD
Segmentation is a fundamental concept in digital image processing, and serves as a crucial step in the analysis of images 
by dividing them into distinct regions based on their unique features and properties. The primary objective of 
segmentation is to enhance the clarity and understanding of an image, thus facilitating further analysis and interpretation. 
Among the various segmentation techniques, thresholding is a popular and efficient method, owing to its simplicity and 
effectiveness. In thresholding, an image is separated into different objects or regions by utilising a specific gray value, 
referred to as the threshold. However, applying thresholding to brain images can be particularly challenging, because 
these images often exhibit complex intensity-level distributions. The intricate distribution of intensities in brain images 
makes selecting an appropriate threshold value a nontrivial task, which requires careful consideration and potentially 
more advanced methods to achieve accurate segmentation results.

Kapur and Otsu are thresholding techniques that are used in image processing. Otsu enhances in-class differences, 
whereas Kapur maximises the entropy to identify homogeneous data. Both are suitable for binary segmentation; however, 
when applied to complex intensity distribution images that are better segmented using Multilevel Thresholding (MT), 
they require multiple thresholds, leading to computational complexity. To reduce the computation time, methods such as 
stimulating the activation function computation through iterative mechanisms, including metaheuristic optimisation, have 
been devised. Multi-level thresholding offers benefits, such as avoiding local optima, finding global optimal solutions, 
and maintaining simplicity and versatility in the segmentation process. Various bioinspired optimisation methods are 
pivotal for AD detection, including Genetic Algorithms (GA) inspired by natural selection. Particle swarm optimisation 
(PSO) simulating bird flocking or fish schooling efficiently selects the relevant features. Ant colony optimisation (ACO), 
which mimics ant foraging behaviour, aids in feature selection and image processing optimisation.

Artificial Bee Colony (ABC) algorithms, inspired by honeybee foraging, optimise the selection of critical features or 
weights in machine learning models and refine AD classification and prediction. In,87 brain image segmentation was 
performed using a multi-level thresholding approach, initially using PSO and then enhancing it with a Markov Random 
Field model. In,88 the segmentation of the hippocampal region from the brain subregions was examined using various 
optimisation techniques, including the lion optimisation algorithm (LOA), genetic algorithm, BAT algorithm, particle 
swarm optimisation, and ABC optimisation. The LOA outperformed the others because of its ability to avoid local 
optima. In,89 the authors proposed a hybrid approach for combining GA and PSO along with a deep neural network for 
efficient disease classification using brain MRI images.

In a previous study,90 the author focused on segmenting the corpus callosum and ventricle regions by utilising multi- 
level thresholding methods such as ACO and ABC optimisation techniques. ABC optimisation achieved a higher 
accuracy (93%) than ACO. In,91 multilevel Tsallis-based grey wolf optimisation (GWO) was used to segment brain 
tissues, followed by feature extraction from white matter, grey matter, and cerebrospinal fluid using a Convolutional 
Neural Network. In,92 the Patch Image Differential Clustering (PIDC) principle was employed to initialise cluster 
centres, and PSO was used to enhance the segmentation accuracy. These bioinspired techniques significantly contribute 
to the advancement of Alzheimer’s detection by leveraging natural principles to enhance the computational efficiency 
and accuracy.

In Table 1, researchers have employed bioinspired optimisation algorithms such as particle swarm optimisation, ant 
colony optimisation, artificial bee colony, grey wolf optimisation, and lion optimisation algorithm (LOA) for image 
segmentation. These algorithms have been applied to various datasets, including the ADNI dataset, real-time brain MR 
images, and Open Access Series of Imaging Studies dataset. The modality mainly involved MRI, and segmentation was 
performed using deep-learning techniques and PSO-Segmentation. The accuracy achieved in these studies varied, with 
results ranging from 78% to 97.5%, demonstrating the effectiveness of bioinspired optimisation algorithms in the context 
of medical image segmentation for different datasets and years.
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Feature Extraction Approaches for ADD
In brain image datasets related to Alzheimer’s, the feature extraction process involves identifying and quantifying 
significant patterns and characteristics within the images. This transforms the raw image data into informative features 
that aid in the analysis and diagnosis of the disease. Key aspects include structural features (identification of brain regions 
and atrophy), molecular features (quantification of abnormal proteins), and functional features (capturing changes in 
electrical activity). These extracted features formed the basis for further analysis and diagnosis. In the feature extraction 
process of image datasets, leveraging transfer learning models involves the utilisation of pre-trained neural networks. The 
pre-trained model layers were adapted and fine-tuned to extract the relevant features specific to Alzheimer’s. However, 
the optimisation algorithm, inspired by natural processes such as GA, PSO, and GWO, as mentioned in detail in the 
previous section, extracts distinctive features by biological behaviours. Extracting the features using the CBGWO model 
used in93 reduces the number of features without the loss of significant information and is classified by the Adaptive 
Neuro-Fuzzy Inference System (ANFIS). Detrended Cross-Correlation Analysis (DCCA) of the EEG signals was used94 

for AD detection.
In study,95 Genetic Algorithms were employed to identify the most relevant features with the smallest possible set of 

features for automated assessment of brain PET images. In,96 the authors combined Recursive Feature Elimination (RFE) 
and Genetic Algorithms (GA) with logistic regression and linear support vector machine classifiers using a wrapper 
technique. This combination is used to select highly relevant features from a large dataset. In a previous study,97 the 
group grey wolf optimisation (GGWO) technique was utilised to enhance detection performance. Decision Tree, 
K-Nearest Neighbour, and Convolutional Neural Network classifiers were employed to identify a reduced set of useful 
features without compromising the performance. In,98 the authors utilised binary particle swarm optimisation (BPSO), 
binary grey wolf optimisation (BGWO), and Binary Differential Evolution (BDE) for feature selection. These algorithms 
were compared, and three classifiers, K-Nearest Neighbour, Random Forest, and Support Vector Machine, were used. 
The comparison results showed that BGWO outperformed BABC, which is a competitive method for this purpose.

The study99 introduced the Harris hawk optimisation (HHO) algorithm, referred to as ILHHO, with Kernel Extreme 
Learning Machine (KELM)- ILHHO-KELM model for AD diagnosis, enhancing optimisation, and classification. The 
Multimodal fusion of MRI, PET, and CSF biomarkers achieved superior accuracy, highlighting the importance of 
combining heterogeneous data. A recent study introduced an Enhanced Dementia Detection and Classification Model 
(EDCM), which significantly improved classification accuracy by incorporating a gray wolf optimisation-driven 
approach for feature selection and hyperparameter tuning, achieving up to 97% accuracy post-optimisation.100

Table 2 provides a comprehensive overview of the applications of natural bio-inspired algorithms for feature 
extraction in the context of ADD images. The table includes the reference number, publication year, specific feature 
extraction method used, algorithm employed, imaging modality (eg MRI and PET), dataset used for analysis, and 
accuracy obtained in each study. These bio-inspired algorithms are instrumental in extracting meaningful features from 
medical images, contributing to the accuracy of Alzheimer’s dementia detection, as indicated by reported accuracy 
percentages. In addition, another method called the integrated multiple signal classification and empirical wavelet 

Table 1 Bioinspired Optimization Algorithms for ADD Image Segmentation

Reference No Year Segmentation Dataset Modality Methods Accuracy obtained

[87] 2020 PSO ADNI MRI DNN 97.5%

[90] 2020 ACO 

ABC

ADNI MRI CNN 78%

[91] 2023 GWO ADNI MRI CNN 80.22%

[88] 2019 LOA Real-time brain MR images MRI CNN 95%

[89] 2022 PSO+GA Dhillon Scan Centre, Amritsar MRI CNN 92.5%

[92] 2019 PSO +PIDC OASIS MRI PSO-Segmentation 92%
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transform (MUSIC-EWT) was used in101 to predict AD. Extraction of features for the Eth EEG epoch using Continuous 
Wavelet Transform (CWT), BiSpectrum (BiS), and multi-modal of (CWT+BiS) features are used in13 as input for the 
classifications of machine learning models. A hybrid EEG-fNIRS model was used for AD classification.102 These 
features were extracted using the Pearson correlation coefficient-based feature-selection (PCCFS) model. In,103 we 
employed brain subregions and four optimisation algorithms, GA, PSO, GWO, and Cuckoo Search (CS), and (COA, 
to diagnose Alzheimer’s dementia. GWO yields promising results by selecting the global optimum solution, and deep 
learning classifiers are used for the classification.

Materials and Methods
Machine Learning Approaches for ADD
Machine learning is a branch of artificial intelligence that focuses on creating algorithms and models that enable 
computers to learn and improve their performance on a specific task without explicit programming. This involves the 
use of statistical techniques to enable machines to recognise patterns, make predictions, or optimise decision-making 
based on data. Machine-learning algorithms are designed to learn from data, identify patterns, and generalise to make 
accurate predictions or decisions when faced with new, unseen data. Several types of machine-learning algorithms are 
suited to specific tasks. Supervised learning algorithms learn from labelled data, in which the input data are paired with 
the corresponding output labels to accurately predict future outputs. In machine learning, finding the best model typically 
requires a process of experimentation and refinement.106 Figure 3 shows the framework of unsupervised learning 
algorithms that work with unlabelled data to identify patterns and structures within the data, such as clustering similar 
data points or reducing the dimensionality of the data.

Table 3 summarises the different types of machine learning algorithms used in medical diagnosis. The table includes 
details, such as the reference, publication year, methods or algorithms applied, modality of medical data, dataset source, 

Table 2 Bio-Inspired Algorithms for Feature Extraction Process in ADD Images

Reference No Year Feature Extraction Method Modality Dataset Accuracy Obtained

[97] 2019 GGWO CNN MRI ADNI 96.23%

[96] 2021 GA SVM(RBF) MRI ADNI 95.79%

[98] 2022 BGWO RF MRI ADNI 91.6%

[95] 2022 GA KNN 

NB

PET Real-time brain PET images 86.36% 

95.45%

[104] 2021 PSO+BFA RF MRI ADNI 95.71%

[93] 2019 CBGWO ANFIS MRI a private dataset 
ADNI

86.54%

[105] 2024 COA CO-RNN MRI ADNI 98.11% a

Figure 3 Architectural Framework for Early-Stage ADD using Machine Learning.
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Table 3 Machine Learning Algorithms for the Analysis of ADD

Reference 
No

Year Methods Modality Dataset Utilized Accuracy

[3] 2021 SVM 
KNN

EEG A Real time Data 
(hospital das Clinicas, Sao Paulo Brazil)

95.79% 
97.64%

[6] 2019 Random 
Forest 
SVM 
KNN

MRI MIRIAD 88% 
95.08% 
85.12%

[2] 2022 SVM 
KNN 
Decision 
Tree

EEG I.R.C.C.S. (Istituto di Ricoveroe Cura a Carattere Scientifico) Centro 
Neurolesi Bonino-Pulejo of Messina (Italy)

97% (HC vs AD) 
95% (HC vs MCI) 
83% (MCI vs AD)

[7] 2019 SVM 
MLP

MRI ADNI 77% 
76%

[8] 2021 DT EEG AHEPA General University Hospital of Thessaloniki. 78.5%

[9] 2020 SVM 
LDA 
K-means 
DT

MRI 
PET

ADNI i. 99.95% 
ii. 73.46%

[10] 2019 KNN EEG Sheffield Teaching Hospitals NHS Trust memory clinic 99%

[107] 2019 KNN 
SVM 
RF

MRI NRCD 
ADNI

i. 86.95 
ii.97.36

[13] 2020 MLP 
LR 
SVM

EEG IRCCS Centro, Italy 88% 
69% 
74%

[11] 2019 SVM EEG Physiology Department of All India Institute of Medical Sciences (AIIMS), 
Patna,

89.8% -FTT, 
73.4%-CPT 84.1% 
eye open resting 
state

[14] 2018 KNN 
DT 
NB 
SVM

EEG A real time data from Armed Police Logistics College Affiliated Hospital 96.63% 
93.67% 
94.09% 
96.24%

[15] 2018 SVM 
KNN

EEG Dataset from SKN Medical College and General Hospital 94% 
92%

[12] 2018 LDA 
QDA 
MLP

EEG Data collected from Río Hortega University Hospital (Valladolid, Spain) 76.47% 
78.43% 
78.43% 
(HC vs all) 
74.51% 
74.51% 
76.47% 
(AD vs all)

[16] 2018 KNN EEG Data are collected from Smt. Kashibai Navale General Hospital and Research 
Centre, Pune (India)

94%

[17] 2020 SVM EEG Kanazawa University 81%

[18] 2020 SVM EEG IRCCS Centro, Italy 97%

[19] 2019 MLP MRI ADNI 86%

(Continued)
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and accuracy achieved in the respective studies. These algorithms play a significant role in medical diagnosis across 
different datasets using MRI, PET, and EEG modalities, and demonstrate varying levels of accuracy for different medical 
conditions and tasks. The Support Vector Machine (SVM) used in research works17 and18 is commonly used for 
classification tasks, aiming to find the optimal hyperplane that separates the data into distinct classes. K-Nearest 
Neighbours (KNN) is a simple and effective algorithm for classification and regression that identifies the nearest data 
points and determines the outcomes based on their majority.

Naive Bayes (NB) a probabilistic algorithm widely used for text classification and spam filtering that assumes 
independence between features. Random Forest (RF) and Decision Trees (DT) are ensemble methods, in which RF 
combines multiple decision trees to improve accuracy and robustness, whereas DT splits data based on features to reach a 
decision. Linear Discriminant Analysis (LDA) was used in,21 and Quadratic Discriminant Analysis (QDA) was used for 
classification tasks by finding linear and quadratic decision boundaries, respectively. K-means clustering, a popular 
unsupervised learning algorithm used to group data points into clusters based on their similarities, was utilized in.9 In,3 

the author used Hjorth parameters and three different classifiers (SVM, KNN, and regularised linear discriminant analysis 
(RLDA)) to classify healthy subjects, mild Alzheimer’s, and moderate Alzheimer’s cases.

The research work,15 the proposed SVM and KNN were employed for classification using spectral and wavelet 
features, respectively. In,8 the author utilised decision trees and random forests, with DT (C4.5) achieving a high 
accuracy. In,10 various machine-learning algorithms for FFT and CWT features were compared, and KNN consistently 
showed the best classification accuracy. Examining the study,13 the combination of CWT and BiS features improved 
classification, with the multi-layer perceptron (MLP) classifier outperforming the other models. A previous study12 

explored multiclass classification approaches (LDA, QDA, and MLP) to classify data based on trials and subjects. 
Complexity-based features, such as Spectral Entropy and Zero Crossing Rate, classifying data using the K-nearest 
neighbour, were examined in.16 In study,20 various classifiers, including a multi-layer perceptron, KNN, support vector 
machines, naïve Bayes, and decision trees, were evaluated for whole-brain dynamics. Studies17 and18 used an SVM 
classifier for their research work.

Study94 introduced the DCCA cross-correlation coefficient was introduced as a measure of the cross-correlation 
between EEG electrodes in patients with AD. In a previous study,2 the K-NN was found to be the most effective 
classification algorithm when compared with the SVM and DT classifiers. In study102 employed feature selection was 

Table 3 (Continued). 

Reference 
No

Year Methods Modality Dataset Utilized Accuracy

[5] 2022 SVM, 
Random 
Forest

MRI ADNI 
MIRIAD

i 92%, 85.7% 
ii. 90%, 84.4%

[20] 2019 MLP, 
SVM 
KNN 
NB 
RF 
DT

EEG AHEPA General Hospital of Thessaloniki 80.71% 
74.88% 
66.59% 
46.74% 
77.55% 
88.79%

[21] 2023 SVM 
LDA

EEG Department of Neurology, Xiangya Hospital, Central South University. 70.02% 
70.00%

[22] 2021 SVM PET ADNI 89.22%

[108] 2020 RF 
KNN 
MK-SVM

PET ADNI 1 
ADNI 2

98% 86% 71% 
95%, 78%, 70%

[109] 2018 SVM MRI 
PRT 
CSF

ADNI 96.10% 
86.46%
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employed based on the Pearson correlation coefficient and LDA for classification using EEG- and fNIRS-derived 
features. A previous study14 used KNN, NB, and CART decision tree methods for classification based on specific 
brain connections. For early AD detection, these machine-learning algorithms demonstrate accurate predictions and aid 
in decision accuracy with the broad availability of datasets. Examining the study,13 the combination of CWT and BiS 
features improved classification, with the multi-layer perceptron classifier outperforming other models. The Multi-layer 
Perceptron used in7,19 represents a neural network with multiple layers that is widely used for complex tasks such as 
image recognition through deep learning.

ADD Deep Learning Models
Deep learning is a subfield of artificial intelligence that focuses on creating sophisticated models inspired by the neural 
networks of the human brain. At its core, deep learning employs complex architectures comprising of multiple 
interconnected layers of nodes or neurons. These layers form a neural network with each layer, extracting and 
transforming the features from the data input. The initial layers identify simple features, whereas subsequent layers 
build upon them to discern more intricate patterns. Deep-learning architectures, such as Convolutional Neural Networks 
(CNNs) for image processing and Recurrent Neural Networks (RNNs) for sequential data, excel in learning representa-
tions directly from raw data. Through the iterative process of forward and backward propagation, these architectures 
optimise the model parameters to minimise the difference between the predicted and actual outcomes, thereby allowing 
for highly accurate predictions and complex task executions. Figure 4 illustrates a deep learning-based structural 
framework designed for early-stage Alzheimer’s Dementia Detection. Convolutional neural networks (CNNs), such as 
MRI and PET scans, are commonly employed for AD detection.

Table 4 provides an overview of the deep learning architectures used for early stage ADD with different datasets, 
including MRI, PET, and EEG. The table includes reference numbers, publication years, methods used (eg CNN, RNN), 
modality of medical data, specific datasets employed, and the reported accuracy achieved in each study. These deep- 
learning architectures play a critical role in the early detection of Alzheimer’s Dementia using various imaging modalities 
and datasets. The initial layers in these architectures detect basic features such as edges or textures, whereas deeper layers 
progressively combine these features to recognise more complex patterns indicative of AD. By leveraging the depth and 
computational power of the deep learning model, it is possible to identify subtle biomarkers and anomalies that are often 
early signs of the disease. This early detection potential holds immense promise for timely intervention and improved AD 
management.

Figure 4 Deep Learning-Based Structural Framework for Early-Stage ADD.
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Transfer Learning Approaches for ADD
Transfer learning, a vital concept in machine learning, has been instrumental in advancing the detection of AD. This 
approach involves utilising pretrained deep learning models to enhance the performance of a model on a specific task, 
making it particularly effective in the medical image analysis of MRI, PET, and EEG for AD detection. Notable 
architectures like ResNet, VGG16 used in49, VGG19 was used in42, AlexNet, MobileNet, Inception V3, Inception V4, 
DenseNet, and LeNet have been widely used for this purpose. Research works45,48 and residual networks (ResNet) are 

Table 4 Deep Learning Architectures for Analysis of ADD

Reference No Year Methods Modality Dataset 
Utilized

Accuracy

[23] 2021 CNN EEG A public dataset 82.3%

[24] 2021 ANN EEG 
MRI

A real time dataset 80% 
85% 

89% 

[25] 2020 CNN EEG IRCCS Centro, Italy 85.78% (AD vs HC) 

69.03% (AD vs MCI) 
85.34 % (MCI vs HC)

[26] 2019 Deep Learning Classifier MRI ADNI-GO&2 
AIBL

i 90% 
ii 92.9%

[27] 2021 CNN MRI MRI images 95.23%

[28] 2020 DCNN MRI ADNI 93.84%

[29] 2018 CNN MRI ADNI1 99%

[30] 2018 CNN fMRI, DTI Collected from Beijing Xuanwu Hospital 92.06%

[31] 2020 CNN MRI ADNI 

OASIS

i.73.4% 

ii. 69.9

[32] 2019 CNN rs-MRI NRCD 85.27%

[33] 2019 CNN MRI ADNI 

Milan dataset

99% 

98%

[34] 2020 CNN MRI 

PET

ADNI 

Severance

94.33% 

94.82%

[35] 2023 CNN MRI ADNI 73%.

[36] 2019 CNN MRI ADNI 
GARD

i. 85.55% 
ii. 90.05%

[37] 2019 CNN 
RNN 

CNN+RNN

MRI ADNI 88.99% 
85.01% 

91.33%

[38] 2021 CNN MRI GARD 94.82% 

94.02%

[39] 2019 CNN MRI ADNI 92.5

[40] 2019 RCNN MRI 
CSF

ADNI i. 75 
ii.81

[41] 2019 Deep Feed Forward Neural Network MRI ADNI 
BIOCARD

92%
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known for their ability to train very deep networks using residual learning, addressing the AD classification problem. 
VGG16 and VGG19, which are characterised by their simplicity and depth, have shown remarkable performance in 
various image-related tasks including AD detection. AlexNet, a pioneering deep learning model, has demonstrated 
significant advancements in image-classification tasks4,59.

Inception V3 used in48 and Inception V4 developed in51,57 are architectures that utilise inception modules and 
optimise the computational resources. By leveraging these pre-trained deep learning models and adapting them to AD- 
specific datasets, transfer learning significantly enhances the accuracy and efficiency of AD detection. This approach 
holds immense promise in aiding the early diagnosis and intervention of AD. A detailed examination of the ResNet-18 
architecture has been conducted59. In54, the DenseNet-121 model demonstrated a superior performance for AD diagnosis. 
In57, the InceptionV3 neural network was used with an international AD dataset comprising brain MRI scans. In110, 
transfer learning was employed and a pre-trained AlexNet convolutional network was fine-tuned to classify AD images.

In a research work50, a probability-based fusion method was used to combine 3D-DenseNets with various architec-
tures. Extensive experiments were conducted to assess the performance of the 3D-DenseNet with different hyperpara-
meters and architectural configurations. A deep multitask multichannel Learning (DM2L) framework was proposed in52 

for simultaneous brain disease classification and clinical score regression using MRI data and demographic information. 
In a study55, a novel approach for hippocampal analysis was proposed, integrating global and local features through 
three-dimensional densely connected convolutional networks and shape analysis, with a focus on Alzheimer’s disease 
diagnosis. In the research work56, the authors combined features learned from multi-task CNN and DenseNet models to 
classify the disease status more effectively.

In45, AlexNet, a pre-trained CNN from ImageNet, was employed to address complex classification tasks. In44, the 
authors introduced ResNet29, an end-to-end 3D-CNN, and utilised transfer learning on sMRI scans to train the model. 
In43, the study focused on enhancing Alzheimer’s disease image classification by employing Deep Convolutional Neural 
Networks (DCNN), which included convolutional neural networks such as VGG16 and VGG19, combined with transfer 
learning, using MRI data. In47, VoxCNNs and a random forest classifier were applied separately to address a four-class 
classification problem. In a previous study53, a hybrid model combining convolutional and recurrent neural networks was 
introduced for a more comprehensive analysis of the hippocampus using structural MR images in Alzheimer’s disease 
research. In111, an efficient approach utilising transfer learning fine-tuned a pretrained convolutional network, AlexNet, 
for image classification.

An ensemble learner combining two deep learning networks to evaluate volumetric and grid-based brain scan features 
achieved an average diagnostic accuracy of 91.83% for Alzheimer’s disease detection.112,113 Proposed multi-modal 
imaging approaches for dementia diagnosis utilising deep neural networks to extract structural and functional features 
from both MRI and FDG-PET scans, demonstrating the superiority of multi-modal models over single-modal solutions in 
focusing on diverse features114. The paper presents a deep ensemble learning framework that integrates multisource data 
using deep learning algorithms to achieve improved classification accuracy, outperforming six established ensemble 
approaches by 4% based on experiments conducted with a clinical dataset from the National Alzheimer’s Coordinating 
Centre. The study combined EfficientNetV2S-based transfer learning with densely learned features and achieved 
significant improvements in classification accuracy, demonstrating up to 91.54% accuracy on the OASIS dataset and 
outperforming other methods in validation115. In116, the authors introduced MultiAz-Net, a novel ensemble-based deep 
neural network learning model that integrates diverse information from PET and MRI images to enhance Alzheimer’s 
disease diagnosis.

In study117, focused on developing a simple, low-capacity, high-performance model for Alzheimer’s disease classi-
fication by evaluating 14 commonly used transfer learning models, such as InceptionV3, ResNet101, ResNet101V2, 
ResNet152V2, ResNetRS50, DenseNet121, DenseNet169, DenseNet201, InceptionResNetV2, RegNetX002, 
RegNetX320, MobileNetV2, MobileNetV3Large, EfficientNetB0, EfficientNetB7, and NASNetLarge. The study118, 
developed the transfer learning approach using variance-based pruning and Avg-TopK pooling to optimize models like 
InceptionV3 and DenseNet201 for improved efficiency and accuracy in specific tasks. The MTAP model used in the 
paper119 enhances diagnosis accuracy to 99.69% using ADASYN, pruning, and Avg-TopK pooling for efficient feature 
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extraction. The RGB-Angle-Wheel data augmentation technique enhances deep learning model performance by rotating 
color channels, improving accuracy and generalizability in image processing tasks120.

Table 5 provides an overview of the transfer-learning architectures employed in ADD. Finally, in60, the VGG 
architecture was employed with pretrained weights. It includes details such as the author, publication year, methods or 
architectures used, imaging modality, specific datasets utilised, and the reported accuracy obtained in each study. Transfer 
learning techniques play a crucial role in leveraging pre-trained models to improve the accuracy and efficiency of ADD 
systems, as indicated by the varied accuracy percentages across different studies and datasets. The schematic overview in 
Figure 5 provides insights into the application of transfer learning approaches in ADD, offering a comprehensive 
understanding of how pretrained models can enhance the diagnostic system.

Table 5 Transfer Learning Architectures for Analysing ADD

Author Year Methods Modality Dataset Utilized Accuracy Obtained

[42] 2021 CNN 

Resnet 50 
VGG16 

Modified AlexNet

MRI MRI images 88.89% 

75.25% 
85.07% 

95.70%

[43] 2021 CNN 

VGG-16 

VGG-19

MRI MRI images 71.02 

77.04 

77.66

[4] 2023 Hybrid Methods 

LeNet, 
AlexNet, 

VGG-16,19, Inception v1,2,3, ResNet50, MobileNet-v1, 

EfficientNet-B0 Xception, DenseNet121

SMRI ADNI 

MPRAGE

80.25%, 

71.50%, 
79%,85.25% 

82% 

71.25%, 
86.40% 

73.60% 

86% 
86.55%

[44] 2021 CNN 
ResNet29

MRI ADNI 82.4%

[45] 2019 CNN - AlexNet MRI OASIS 98.41%

[46] 2020 AlexNet(2D+C) 

AlexNet(3D) 
VGG-16(2D+C) 

VGG-16(3D)

MRI ADNI2 

AIBL

92.3% 

89.8% 
89.2% 

88.6%

[47] 2022 CNN 

VGG-C

DTI ADNI 92.6%

[48] 2018 DeepCNN, SMRI OASIS 93.18%

[49] 2019 CNN- AlexNet 
VGG-16 

VGG-19 

ResNet50 
DenseNet50

PET Dong -A university of Korea 76.53% 
77.82% 

79.37% 

81.42% 
80.38%

[50] 2019 DenNet MRI ADNI 97.52%

(Continued)
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GAN Model for ADD
A GAN, or Generative Adversarial Network, is a machine learning framework involving two neural networks, the 
generator and discriminator, engaged in a competitive process to generate and evaluate data. GANs are useful for AD 
detection in data augmentation, improving model generalisation, and simulating disease progression. They generate 
synthetic data to enrich training datasets, enhance model performance across different datasets, and created realistic data 
to train models for early diagnosis. By creating realistic imaging data, GANs improve data diversity and model 
generalization, making them a valuable tool for addressing the challenges of limited dataset size and demographic 
imbalance. An architectural framework was presented for the early detection of ADD using GAN-based methods, 
offering a novel approach for improving diagnostic accuracy.

The GAN method employed in65 was utilised to enhance image quality and improve image-generation performance. 
To predict AD in67, the data were pre-processed by removing noise, and used extraction method was used. The cycle 
GAN model proposed in68 achieved a high Structural Similarity Index Measure (SSIM) and peak signal-to-noise ratio 
(PSNR) when compared with the pix2pix model of PET-FBB images generated by PET-FDG images66. Used MR images 
of second-order statistics by extracting features with tensor-trained high-order pooling and Semi-supervised GAN (THS- 
GAN). A novel fusion of rs-fMRI and DTI data to obtain results with high accuracy of AD prediction using the CT-GAN 
method was examined in63. Deep Convolutional GAN and Super-resolution GAN were used in80 to enhance the 
resolution of MRI scans by using deep learning classifiers to predict AD.

Table 6 shows the utilisation of GAN methods for ADD using various imaging modalities and datasets. GAN-based 
techniques have shown promise in improving the accuracy and quality of medical image processing for ADD tasks. 

Table 5 (Continued). 

Author Year Methods Modality Dataset Utilized Accuracy Obtained

[51] 2018 CNN-Inception V3 PET ADNI 

Aprivate data

82%

[52] 2018 DSML-1 

DSML

MRI ADNI 

MIRIAD 
AIBL

93.7%

[53] 2019 DenseNet 
RNN

MRI ADNI 91.0% 
75.8% 

74.6%

[54] 2022 DNN MRI ADNI 90.22

[55] 2019 LeNet 
VGGNet 

DenseNet

MRI ADNI 92.29%

[56] 2019 LeNet 

VGGNet 

DenseNet

MRI ADNI 83.8 

84.7 

86.6

[57] 2019 CNN- InceptionV3 MRI ADNI 85.7

[58] 2021 CNN – VGG19 MRI ADNI 97

[59] 2019 ResNet18 MRI ADNI 97.92% 

97.88%

[60] 2021 VGG MRI ADNI 98.73

[121] 2024 Custom mode CNN MRI ADNI 
Kaggle

91.35% 
83.77%
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Notable highlights include the DCGAN-based augmentation in the study72, which enhanced the MRI data using CNN 
and VGG16. In71, the authors proposed an innovative Deep Convolutional GAN (DCGAN-ADD) approach for MRI data 
from ADNI and OASIS. A study74 applied data augmentation using a GAN to MRI data. Other approaches, such as 
Multi-Purpose GAN (MP-GAN), medical anomaly detection GAN (MADGAN), and multi-information GAN (mi-GAN) 

Figure 5 A Schematic Overview of Transfer Learning Approaches for ADD.

Table 6 Application of GAN Methods in Analysing ADD

Reference Year GAN method Modality Dataset Methods Accuracy Obtained

[72] 2021 DCGAN- based augmentation. MRI Kaggle CNN 

VGG16

82% 

84% 

87%

[71] 2022 BSGAN-ADD MRI ADNI 

OASIS

CNN 98.6% 

98.3%

[74] 2021 Data augmentation using GAN MRI ADNI MDNN 87.80%

[75] 2022 MP-GAN MRI ADNI MP-GAN

[69] 2021 MADGAN MRI OASIS MADGAN 92%

[76] 2020 MI-GAN MRI ADNI DenseNet 94%

[70] 2019 GAN MRI OASIS UNet 91.7%

[79] 2021 Rev GAN MRI 
PET

ADNI CNN 92.76%

[73] 2020 GAN PET ADNI CNN 71.45%

[61] 2023 GAN MRI ADNI CNN 98.5% 

(Continued)
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in research works,69,75,76 respectively, demonstrate the potential of GANs in advancing MRI data analysis for 
Alzheimer’s disease.

In Figure 6, a framework for early stage ADD is shown, prominently featuring the integration of GAN-based 
methods. This approach allows the GAN to generate synthetic data, thereby enhancing the diagnostic accuracy and 
enabling more effective interventions in the early stages of ADD. Moreover, study70 utilized GAN on MRI data with 
UNet. In79, the author introduced Rev GAN by utilising MRI and PET data from ADNI with CNN. In contrast73 applied 
a GAN to PET data from ADNI using a CNN. In61, a GAN was applied to MRI data by using a CNN. The THS-GAN 
model in66 demonstrated a versatile performance for MRI data. Finally, another study62 adopted GAN-based augmenta-
tion on MRI data from the AIBL, ADNI, and NACC datasets. A novel approach, hypergraph generative adversarial 
network (HGGAN), was introduced in77, incorporating the interactive hyperedge neuron module (IHEN) and Optimal 
Hypergraph Homomorphism algorithm (OHGH) to synthesise multimodal connectivity of the Brain Network from 
combined rs-fMRI and DTI data.

Figure 6 Framework for Early-Stage ADD Using GAN-Based Methods.

Table 6 (Continued). 

Reference Year GAN method Modality Dataset Methods Accuracy Obtained

[66] 2021 GAN MRI ADNI THS-GAN 89.29% 

(MCI vs NC) 85.71% 
(AD vs MCI) 95.92% 

(AD vs NC)

[62] 2021 GAN - Augmentation MRI AIBL 

ADNI 

NACC

GAN and FCN 88% 

84% 

81%

[63] 2022 GAN MRI 

DTI

ADNI GAN- Bidirectional 94.44% 

93.55% 
92.68%

[78] 2022 GAN MRI ADNI GAN- ResNet50 0.954

[64] 2023 GAN MRI ADNI 

NACC

UNet 94.4%

[67] 2021 GAN MRI ADNI UNet 96%

[80] 2023 DCGAN 

SRGAN

MRI ADNI SRGANs- CNN 99.4%
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Discussion
Answer for the research questions that are addressed in this analysis are,

“Q1. Which medical imaging modalities exist for detecting dementia?” Several medical imaging modalities have been 
employed to detect dementia, including magnetic resonance imaging, positron emission tomography, electroencephalo-
graphy, and diffusion-tensor imaging are being analysed in this work. MRI was used in 75 articles that provided detailed 
visualisation of the brain structure and stands as the leading imaging modality in Alzheimer’s research, primarily due to 
its widespread availability in public datasets. PET data were utilized in ten articles to observe the metabolic activity and 
protein distribution. EEG was used in 20 articles that measured electrical brain activity. These modalities play an 
essential role in the diagnosis and treatment of dementia. MRI is the most widely used imaging technique in Alzheimer’s 
research primarily due to its widespread availability in public datasets, which has contributed to its extensive use in this 
domain.

“Q2 Which image pre-processing methods are most used to process multi-modality images?” Image pre-processing 
methods commonly employed for multimodal images include image registration to align different modalities into a 
common coordinate system, intensity normalisation for consistent brightness, noise reduction for improved quality, bias 
correction to address intensity variations, skull stripping for isolating brain structures, and feature extraction to identify 
relevant information. These methods are crucial for enhancing the image quality and ensuring accurate analysis when 
dealing with multiple imaging modalities in medical applications.

“Q3. Which segmentation techniques have been adopted for medical image processing?” Various segmentation 
techniques have been employed for medical image processing in the context of AD detection. These techniques often 
include region-based, edge-based, or deep learning-based segmentation methods, and some studies have integrated bio- 
inspired optimisation algorithms such as genetic algorithms, particle swarm optimisation, and ant colony optimisation. 
These bio-inspired optimisation approaches enhance the accuracy and efficiency of segmenting brain structures and 
pathological regions in AD-related medical images, thereby contributing to a more effective diagnosis and research in the 
field.

“Q4. Is it possible to apply optimisation techniques for pre-processing?” Yes, it is possible to apply bio-inspired 
optimisation techniques in the pre-processing stage of medical image analysis. In some of the studies in this survey, bio- 
inspired optimisation algorithms such as genetic algorithms, particle swarm optimisation, and ant colony optimisation 
were used. are used not only for segmentation and feature extraction but also for optimising the pre-processing steps, 
which can include tasks such as image registration, normalisation, and noise reduction. This approach enhances the 
overall image quality and aids in more accurate segmentation and feature extraction for ADD medical imaging 
applications.

“Q5. What are the different learning algorithms available for analysing multimodality image datasets to detect 
Alzheimer’s dementia?” To analyse multimodality image datasets for Alzheimer’s dementia detection, ML, DL, TL, 
and GAN learning algorithms were applied in this survey. Machine Learning techniques were employed in 20 articles, 
including traditional methods, such as SVM, KNN, and Random Forest. Deep Learning approaches, such as CNNs and 
RNNs, were utilised in another 20 articles, enabling automated extraction of complex features from images. Transfer 
Learning (TL) was a prevalent choice in 20 articles, allowing the adaptation of pre-trained models to medical image 
analysis tasks. Additionally, Generative Adversarial Networks (GANs) have been employed in 20 studies, often for data 
augmentation and improving the quality of multi-modal data. These diverse learning algorithms play a crucial role in 
enhancing the accuracy and efficiency of Alzheimer’s Dementia detection using multimodality image datasets.

This discussion highlights the importance of utilising various imaging modalities and advanced techniques, such 
as image pre-processing, segmentation, and optimisation algorithms, for dementia diagnosis. Continued exploration 
of innovative approaches and collaboration across interdisciplinary domains will be crucial for further advancements 
in dementia detection and understanding of neurodegenerative diseases. While various imaging modalities, such as 
MRI, PET, and EEG, have proven effective in detecting Alzheimer’s dementia, each has inherent limitations. For 
example, MRI provides detailed structural information but lacks the real-time functional insights offered by EEG. 
PET, on the other hand, is excellent for metabolic activity observation but is expensive and less accessible. 
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Moreover, image pre-processing techniques such as intensity normalization and noise reduction improve image 
quality but can introduce variability when applied to datasets from different imaging centres. Segmentation 
techniques, particularly deep learning-based methods, show high accuracy but are computationally expensive and 
require large datasets for training.

Bio-inspired optimization algorithms have been helpful in improving segmentation and feature extraction; 
however, their computational intensity limits their practical application. Current Alzheimer’s datasets often lack 
demographic diversity, which limits the generalization of ML and DL models across diverse populations. Future 
datasets should aim to include broader demographic representation to improve model accuracy and reliability. 
Additionally, data augmentation or synthetic data could help address these gaps temporarily. Future research can 
focus on integrating multimodal data to offset the limitations of single modalities and standardizing pre-processing 
techniques across centers. Additionally, developing efficient segmentation methods and explainable AI models will 
improve clinical applicability.

Conclusion
In conclusion, the field of Alzheimer’s dementia detection has seen remarkable advancements in recent years, largely 
driven by the integration of multimodal imaging datasets, sophisticated learning algorithms, and optimisation 
techniques. Various algorithms and methods have been applied to Alzheimer’s dementia detection using different 
modalities such as MRI, EEG, and PET. In this comprehensive examination of Alzheimer’s Dementia detection, we 
observed that optimisation techniques are integral to the success of the various learning algorithms. Feature 
selection, hyperparameter tuning, and cross-validation are pivotal components that help fine-tune models and reduce 
the risk of overfitting, thereby ensuring the generalisation of algorithms to unseen data. It is worth noting that the 
selection of optimisation methods should be well-matched to the specific characteristics of the dataset and the 
chosen learning algorithm. Machine learning methods have shown notable success in AD detection, with SVM and 
KNN yielding particularly good results, particularly in the context of EEG data. However, deep learning methods, 
which prominently feature CNN-based models, consistently deliver high accuracy, making them strong contenders in 
the field. Several studies have demonstrated their efficiency in AD detection, underlining their potential in advanced 
diagnostics and research.

Transfer learning, which specifically leverages pre-trained models, such as DenseNet, VGG, and CNN, has shown 
significant promise when applied to MRI data analysis. Researchers have improved the accuracy and efficiency of 
Alzheimer’s Dementia detection by leveraging the knowledge encoded by these models. In addition, the relatively new 
domain of Generative Adversarial Networks has shown potential, particularly for data augmentation. The primary 
contributions of this paper include a comprehensive review of existing methodologies for Alzheimer’s dementia 
detection, critical evaluation of imaging techniques and algorithms, and the identification of current gaps in the 
literature. Our work advances the field by highlighting the need for more efficient, standardized approaches and the 
potential for multimodal data integration to improve diagnostic outcomes. The importance of future research focusing 
on explainable AI, including the need for standardized pre-processing protocols, more efficient segmentation algo-
rithms, and further exploration of transfer learning and explainable AI to ensure the clinical applicability of AI-driven 
dementia diagnostics.
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