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COVID-19 was declared a global pandemic by theWorld Health Organisation (WHO) on 11th March 2020.
Many researchers have, in the past, attempted to predict a COVID outbreak and its effect. Some have
regarded time-series variables as primary factors which can affect the onset of infectious diseases like
influenza and severe acute respiratory syndrome (SARS). In this study, we have used public datasets pro-
vided by the European Centre for Disease Prevention and Control for developing a prediction model for
the spread of the COVID-19 outbreak to and throughout Malaysia, Morocco and Saudi Arabia. We have
made use of certain effective deep learning (DL) models for this purpose. We assessed some specific
major features for predicting the trend of the existing COVID-19 outbreak in these three countries. In this
study, we also proposed a DL approach that includes recurrent neural network (RNN) and long short-term
memory (LSTM) networks for predicting the probable numbers of COVID-19 cases. The LSTM models
showed a 98.58% precision accuracy while the RNNmodels showed a 93.45% precision accuracy. Also, this
study compared the number of coronavirus cases and the number of resulting deaths in Malaysia,
Morocco and Saudi Arabia. Thereafter, we predicted the number of confirmed COVID-19 cases and deaths
for a subsequent seven days. In this study, we presented their predictions using the data that was avail-
able up to December 3rd, 2020.

� 2021 Elsevier B.V. All rights reserved.
1. Introduction

The COVID-19 virus has been responsible for �113 million con-
firmed cases and �2.5 million deaths across the world. This virus
has severely affected the economy and the public health status of
the people in various countries. COVID-19 is a new form of coron-
avirus which has affected many people. They are called ‘corona’
viruses because when observed under the electron microscope,
they showed the presence of a ‘solar corona’-like image. In the past,
these viruses had triggered many outbreaks, such as the Extreme
Acute Respiratory Syndrome Coronavirus (SARS-CoV) in China
and the Middle East Respiratory Syndrome Coronavirus (MERS-
CoV) in the Middle Eastern countries. COVID-19 is seen to be an
infectious disease which is caused by Severe Acute Respiratory
Coronavirus 2 (SARS-CoV-2) [1,2]. The COVID-19 virus was initially
identified in China in December 2019, after which it spread across
all the countries in the world when people started coming in con-
tact with the infected people and then travelled to different
regions. It severely affects the lungs and other organs of the respi-
ratory system in the body.
The WHO declared this disease as a pandemic during the initial
phases of its transmission, indicating that it is a very severe and
deadly disease [3]. It is noted that the coronavirus significantly
affects the health of people and even causes death, either directly
or through exacerbating pre-existing health problems. As a large
proportion of people have been affected by the COVID-19 pan-
demic throughout the world, and there is no cure available for
the disease, it becomes important to estimate the number of
potential cases that may occur using available data.

Many researchers, including data scientists, have been working
intensely to determine ways to eradicate this disease. Data scien-
tists can effectively contribute to the research by designing predic-
tion models that highlight the probable activities of this virus,
which can further help in accurately predicting the spread of this
virus. Hence, deep learning (DL) models are regarded as accurate
tools which can help in developing prediction models. Though
many neural networks (NNs) have been described in the past,
the recurrent neural network (RNN) and the long short-termmem-
ory (LSTM) are investigated in the forecasting of COVID-19 as they
can use temporal data [4].

In this study, RNN and LSTM deep-learning networks have been
used. These networks were selected as they could analyse the time
series data and accurately predict future trends [4]. These two
models showed considerable success in forecasting temporal data
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among other traditional methods. Firstly, RNNs have been used for
processing the time series and the sequential data, which are also
helpful in modelling sequence data. Derived from feedforward net-
works, RNNs exhibit similar behaviour to how the human brain
functions. Simply put, RNNs produce predictive results in sequen-
tial data that other algorithms cannot. Then, LSTMs, which have a
sophisticated gated memory unit designed to handle the vanishing
gradient problems in simple RNNs limiting the efficiency, have
been used [5–10].

The main contribution of this paper is that it proposes DL pre-
diction models which can present the best results related to the
prediction of confirmed positive COVID-19 cases and cases of death
attributed to COVID-19 in Malaysia, Morocco and Saudi Arabia
using past and current data. This study uses the Rectified Linear
Unit (ReLU) activation function existing in LSTMs [11]; along with
tanh and sigmoid activation functions presented in the RNN mod-
els [12]. It further predicts the number of coronavirus cases and the
deaths directly resulting from this disease using NNs. These NNs
used the existing datasets that contained all available data related
to the COVID-19 pandemic in countries such as Saudi Arabia, Mor-
occo and Malaysia.

This paper is structured as follows: after this introduction, the
second section covers the main objectives. Section 3 covers related
works on predicting COVID-19. This is followed by an explanation
of the data and the research methodology in the fourth and fifth
sections. The experiment set-up and the analysis of the results
are introduced in Sections 6 and 7, respectively. Section 8 discusses
the results and, finally, the conclusion is given in Section 9.
1 https://www.ecdc.europa.eu/en/publications-data/download-todays-data-geo-
graphic-distribution-covid-19-cases-worldwide.
2. Objectives

This research paper aims to fulfil the following objectives:

1. To compare and assess the performance of two NN prediction
models, i.e., RNN and LSTM, for understanding which model
shows a better performance while predicting the number of
positive COVID-19 cases, COVID-recovered cases, and the level
of mortality caused by the disease.

2. To use an effective activation function that helps in achieving
the best acceptable performance.

3. To estimate the number of potential coronavirus cases for a
subsequent seven days.

3. Related works

Dechter stated that the concept of DL was a complement of
machine learning (ML) [9]. Deep learning was seen to be a subset
of machine learning and even artificial intelligence (AI). The AI
technique allows computers to imitate human behaviour, while
ML displays similar behaviour after using data-driven algorithms.
On the other hand, deep learning is regarded as the component
of machine learning which is influenced by the human brain struc-
ture. This framework is called an artificial neural network (ANN).
While training the model using ML, we need to determine all fea-
tures which are considered by the model while differentiating
between two objects. On the other hand, in DL, these features were
derived by the neural networks without requiring any human
interference. This degree of independence was only achieved after
using a large data volume for training the machines.

For predicting the number of people who would succumb to the
COVID-19 virus in the subsequent ten days, we made use of the
RNN and LSTM algorithms. In an earlier study, we thoroughly
reviewed the prevailing COVID-19 daily cases that used LSTM,
RNN, and Gated Recurrent Unit (GRU) and successfully predicted
the approximate number of deaths over the next ten days [13].
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As an alternative, Zeroual, A. et al., [14] used a technique using
RNN, LSTM, Bidirectional LSTM (Bi-LSTM), and GRUs that required
the daily number of confirmed COVID-19 cases as the input value.
This approach considered the predicted number of new contami-
nated and recovered cases. In another study, the researchers [15]
analysed the confirmed and fatal COVID-19 cases to predict the
next month’s number of cases and deaths using RNN, Stacked
LSTM, Bi-LSTM and Convolutional LSTM. However, the researchers
in [16] proposed an effective COVID-19 prediction model based on
LSTM for the data for daily confirmed cases in both national and
provincial levels in Iran. The model was able to predict the cases
for a subsequent 21 days and it performed better than the other
methods. Abbasimehr and Paki [17] presented a forecast of the
pandemic based on LSTM and CNN with the Bayesian optimization
algorithm. The model’s effectiveness was evaluated using symmet-
ric mean absolute percentage error (SMAPE) which were 0.25 and
2.59 for the short-term (ten days ahead) and for long-term fore-
casting, respectively. A different forecasting model for COVID-19
was also proposed by Wang et al. using LSTM for predicting cases
over the next 30 days [18].

A few machine learning algorithms were also suggested by the
Shahid, F., et al., such as autoregressive integrated moving average
(ARIMA), SVR and deep learning algorithms such as LSTM and Bi-
LSTM to be used for forecasting cases and deaths associated with
COVID-19 where the accuracy accomplished for each model
revealed that Bi-LSTM generated lowest MAE and RMSE values of
0.0070 and 0.0077, respectively. [19]. The LSTM network and fully
connected layer proposed by Kai-chaoMiao, et al. the network
framework consists of an LSTM network and fully connected layer.
In order to make the proposed LSTM framework work, the meteo-
rological element observation data returned hourly is transferred
into time series data [20]. Kai and et. al used deep supervised
learning using self-adaptive auxiliary loss for COVID-19 diagnosis
from imbalanced CT images [21]. Table 1 below summarises the
related work.
4. Dataset description

This research used daily confirmed cases and deaths data from
Saudi Arabia, Morocco and Malaysia, which were available from
the European Centre for Disease Prevention and Control1. Firstly,
this research used data from March 15, 2020, as the date of the first
reported case until December 3, 2020. It contained of 816 records
and its total size was 4.5 MB. The data for that period was used as
follows: 80% for training and 20% for testing [22] of models to find
the appropriate parameters. After training, the next step was testing.
The pattern of daily confirmed cases for Saudi Arabia, Malaysia, and
Morocco - COVID-19 are presented in Figs. 1 and 2 shows the pattern
of daily deaths cases for the three countries.
5. Methods and models

Deep neural networks are seen to be an effective technique,
which could be used for automatically learning the arbitrary com-
plex mappings from inputs to outputs. These processes support
multiple inputs and outputs. Furthermore, these processes are
robust to non-linear, multivariate or noisy inputs and multi-step
forecasts [23]. Fig. 3 summarises the general research methodology
used in this paper to provide COVID-19 predictions using deep
neural networks. The special features of this study are also
described below:

https://www.ecdc.europa.eu/en/publications-data/download-todays-data-geographic-distribution-covid-19-cases-worldwide
https://www.ecdc.europa.eu/en/publications-data/download-todays-data-geographic-distribution-covid-19-cases-worldwide


Table 1
Summarizes of the related work.

Study Year Technique Input Output Accuracy

Time series forecasting of COVID-19
transmission in Asia Pacific
countries using deep neural
networks.

January
2021

LSTM, RNN, and
GRU

Daily Confirmed Cases Next 10 days More than 90%

Deep learning methods for
forecasting COVID-19 time-series
data: A comparative study.

November
2020

RNN, LSTM, BiLSTM,
GRUs algorithms

Daily confirmed and
recovered cases collected from
six countries namely Italy,
Spain, France, China, USA, and
Australia.

Forecasting of
the number of
new
contaminated
and recovered
cases

VAE achieved MAPE values of
5.90%, 2.19%, 1.88%, 0.128%,
0.236%, and 2.04% respectively

Time series forecasting of Covid-19
using deep learning models: India-
USA comparative case study.

November
2020

RNN, Stacked LSTM,
Bi-LSTM and
Convolutional LSTM

Confirmed cases and deaths Next month Two models with error rate ranges
from 2.0 to 3.3 percent

COVID-19 Infection forecasting based
on deep learning in Iran.

November
2020

LSTM Daily confirmed cases in both
national and province levels,
in Iran

Next 21 days LSTM model performed better than
the other methods

Prediction of COVID-19 confirmed
cases combining deep learning
methods and Bayesian
optimization.

January
2021

Multi-head
attention, LSTM,
and CNN with the
Bayesian
optimization
algorithm

Confirmed cases and deaths 10 days ahead The mean SMAPE model is 0.25 for
the short-term forecasting with a
long horizon mean SMAPE of 2.59

Time series prediction for the
epidemic trends of COVID-19
using the improved LSTM deep
learning method: Case studies in
Russia, Peru and Iran.

November
2020

LSTM Daily confirmed cases Next 30 days The proposed method can
accurately analyse the trend of the
epidemic.

Predictions for COVID-19 with deep
learning models of LSTM, GRU and
Bi-LSTM.

November
2020

ARIMA, SVR, LSTM
and Bi-LSTM

Daily confirmed cases and
deaths

Prediction of
confirmed cases
and deaths

Bi-LSTM generates lowest MAE and
RMSE values of 0.0070 and 0.0077,
respectively

Application of LSTM for short-term
fog forecasting based on
meteorological elements

September
2020

LSTM network and
fully connected
layer

Meteorological elements
(temperature (TEMP), air
pressure (AIP), wind speed
(WS) . . .)

Fog forecasting The proposed LSTM framework
achieved 1.1%, 11%, 3%, and 11%
higher performance than the best
traditional machine learning
algorithm.

Deep supervised learning using self-
adaptive auxiliary loss for COVID-
19 diagnosis from imbalanced CT
images

October
2021

Deep supervised
learning with a self-
adaptive auxiliary
loss (DSN-SAAL)

Chest CT Diagnosis of
COVID-19

Outperforms the state-of-the-art
methods and is effective for the
predictions relating to COVID-19 in
varying degrees of data imbalance.
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1. All COVID-19 datasets were considered for training and testing
the predictive models [24].

2. To predict the confirmed cases and deaths related to COVID-19,
we have used two types of DL-NN, i.e., RNNs and LSTMs. We
estimated and compared the performances of the prediction
models using the above NNs.
Fig. 1. Daily confirmed cases for Saudi Arabia, Malaysia, and Morocco - COVID-19.
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3. We determined the performances of the RNNs and the LSTMs
networks, using three types of activation functions, i.e., Relu,
tanh, and sigmoid.

4. The drawbacks of using a simple RNN have been presented
below.
Fig. 2. Daily deaths for Saudi Arabia, Malaysia, and Morocco - COVID-19.



Fig. 3. The general research methodology used in this paper.
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5. The results indicated that the LSTM showed a better perfor-
mance in predicting COVID-19 cases.

5.1. Recurrent neural networks (RNNs)

RNNs have been used for processing the time series and the
sequential data [5]. The RNN structure included three layers, i.e.,
Fig. 4. Framework for the RNN model.
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an input layer (x), output layer (y), and a hidden layer (h). The
advanced feed-forward NNs are generally called RNNs since the
information in the simple feed-forward NNs moves in one direc-
tion, i.e., it is transmitted from the input to the hidden layer and
finally to the output layer. This information never moves in the
reverse direction [6].

However, some ties in the RNNs point backwards and show that
the information can move in both the forward and the backward
directions [7]. These parameters are shared by the RNNs using dif-
ferent time-steps. They consist of loops within the layers, which
indicate that a neuron can receive inputs and generate outputs
for transmitting the outputs again back to itself. Thus, the RNNs
use two forms of input, i.e., existing input which is indicated by
xt and another input which is described as yt-1 and is generated
from the outputs of the earlier time-steps [1].

In this study, we have used RNNs to model time series data
associated with the COVID-19 cases occurring in three countries
for a period ranging between March and December 2020. RNNs
are supported by their characteristic feature of using the time ser-
ies data for making future predictions. Here, we have outlined their
proposed model for creating an accurate prediction model. In this
section, we have investigated the process for predicting new
COVID-19 cases and associated deaths for the subsequent seven
days in three countries: Morocco, Malaysia and Saudi Arabia.
Fig. 4 describes the proposed model and all steps undertaken for
producing the model based on RNN and the exponential moving
average (EMA). The major steps implemented in this model are
shown in Algorithm 1.

Algorithm 1

Input: Load dataset for pre-processing to remove the noise
using EMA

Output: Positive COVID-19 cases and deaths over seven days
Normalize the dataset into values from 0 to 1
Initialize the network

Set the no. of RNN blocks and input activation function
Select training window size
for n epochs and batch size do
Train the network

end for
Run Predictions
Calculate the loss function, MSE, MAE, MAPE and RMSE



Fig. 5. LSTM gates.

Table 2
List of formulae used for every component at the time step, t [26].

Component Formula Purpose

Input Gate it = r (Wi . [ht�1; xt] + bi) Control level of cell state
update

Forget Gate f t ¼ rðWf : ht�1; xt½ � þ bf Þ Control level of cell state
reset (forget)

Cell Candidate gt ¼ rðWg : ht�1; xt½ � þ bgÞ Add information to cell
state

Output Gate ot ¼ rðWo: ht�1; xt½ � þ boÞ Control level of cell state
added to a hidden state

Fig. 6. Framework of the LSTM model proposed in this study.
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Fig. 4 presents an overview of the RNN framework. Here, the model
can assist in determining the number of newCOVID-19 cases and
the resulting deaths due to COVID-19. Step 1, i.e., EMA is imple-
mented for assessing the number of confirmed COVID-19 cases
using the time series for removing all noise. In Step 2, the data is
categorised into two parts, and the data normalisation technique
is used. Here, we carried out data normalisation for adjusting the
numerical values within the dataset based on a standard scale,
while ensuring that the differences within the value range were
not distorted.

Thereafter, Step 3 reshapes the 1-D array in a matrix. This
matrix can again be converted to form an array. Finally, it is impor-
tant to initialise the network, i.e., properly set the outputs for the
neurons which are initially hidden. The RNN is initialised with
the 0-state value, which is also known as the steady state. With
regards to the dynamic system recognition, all the above initialisa-
tion steps indicate that the system that requires modelling is in a
steady state.

5.2. Long short-term memory networks (LSTMs)

RNNs cause the disappearance of the vanishing gradient point
error [8], which leads to the development of a novel model called
the long short-term memory (LSTM) that can handle this issue.
These NNs can record the information for a longer period of time.
The LSTM networks were first developed in 1997 by Horchreiter
and Schmidhuber. They possess a chain-like structure having mul-
tiple repeating modules. It was noted that this RNN learning tech-
nique could effectively tolerate the avoidance of the vanishing
gradient and explosion of the gradient errors by using the
LSTMs-RNN process [9]. However, even this special RNN group
could resolve these issues [10].

After we collected the weak results generated from the model
that was based on the simple RNN technique, we implemented
the LSTM-based prediction model for predicting the COVID-19
cases in the three countries. LSTMs possess certain cell states
which can either selectively forget or remember things. Three
gates are applicable for a cell state. The first forget gate removes
all information from a cell state that it does not need. The second
input gate adds vital information to a cell state. The third output
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gate helps in selecting all vital information and generating output
[25]. The cell can store values from a random time interval, while
the three gates control the complete information flow into and
out of the cell. Fig. 5 describes the LSTM gates [26] while Table 2
presents the formulae used for every component at the time step,
t.

Fig. 6 below presents the prediction model framework that was
based on the LSTM and EMA processes.

Algorithm 2 shows the important steps that were implemented
in the LSTM model as the pseudocode below.

Algorithm 2

Input: Historical Confirmed Covid-19 cases
Output: Predicted next seven days for n Data Points
Data � Historical Confirmed Covid-19 cases
Function Pre-processing (Confirmed cases, sequence_length)
Input: Confirmed cases (Dataset)
Output: The Data is normalised and split to Train and Test
Data_windows � windows(Confirmed cases,

sequence_length)
Function Normalise(Data_windows) Normalised_data = []
For i in Data_windows:
Normalised_window = [((float(p)/float (i[0])) � 1) for p in i]
Normalised_data.append(Normalised_window)
Return Normalised_data
row � 90% of the shape of normalised data
Train_data � [: row, : �1]
Train_label � [: row, �1] //as sequence prediction is done the
same data is divided to
Test_data � [row:, : �1]//train_data, train_label, test_data
and test_label.

Test_label � [row:, �1]
Function model(a, b, epoch, batch_size)
Input: a and b are the Train_Data and Train_label

respectively.
Output: the Trained model is obtained.
Network = sequential ()
Network.add(LSTM(input, output, dropout)) //Input Layer of

LSTM RNN
Network.add(LSTM(cells, activation, dropout))
Network.add (LSTM(cells, activation, dropout))
Network.add(LSTM(cells, activation, dropout))n //Hidden

Layers
Network.add(LSTM(output, output_activation) //Output Layer
Network.compile(loss_function, optimizer) //Defining

Optimisation of the model
Network.fit(a, b, epoch, batch_size, validation) //Training the

model
2 https://www.kaggle.com/sudalairajkumar/novel-corona-virus-2019-dataset/ver-
sion/151.
5.3. Evaluation metrics

We evaluated the results of the above experiments using differ-
ent metrics, i.e., accuracy, mean squared error (MSE), mean abso-
lute error (MAE), mean absolute percentage error (MAPE) and
root mean squared error (RMSE) [27]. Accuracy helps in calculating
how often the prediction was similar to the actual label. MAE and
MSE help in computing the mean absolute error value and mean
squared error that is noted between the y_true and y_pred, respec-
tively. Lastly, MAPE is defined as the measure of the prediction
accuracy of the forecasting technique used in statistics, such as
trend estimation. It is also used as the loss function for regression
problems in ML processes.
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6. Experimental setting

In this work, we have investigated the best parameter settings
such as number of epochs, batch size, and neurons to achieve good
prediction result for cases of and death from COVID-19 over a sub-
sequent seven-say period. These parameters are described as
follows:

� Epochs: The number of epochs is a factor that defines the num-
ber of times that the learning method will function through the
whole training dataset. The number of epochs is the number of
full passes through the dataset of the training.

� Batch size: The size of batch is a factor that defines the number
of samples to work with prior to updating the variables of the
internal model. The batch size refers to the number of samples
processed ahead of the updating of the model.

� Neurons: The number of neurons impacts the network’s learn-
ing capacity. In general, the greater the number of neurons,
the greater the learning of the problem structure at the expense
of a longer learning period. Greater capacity for learning also
results in potential problem of overfitting the data used for
training [28].

Table 3 shows the MAE, MSE, RMSE and MAPE under various
numbers of parameters such as numbers of epochs, batch size
and neurons for RNN and LSTM. A benchmark dataset has been
used to conduct experiments and identify the appropriate vari-
ables. The dataset was obtained from the Kaggle website2. The
results show that 50 epochs with 40 batch sizes for RNN, and 70
epochs with 56 batch sizes and 7 neurons for LSTM provide adequate
training. This means the training process becomes stable, and there
is no benefit in increasing the number of epochs. We looked at the
validation and training losses and track their values. If the validation
loss increases, that means overfitting can happen. Thus, we should
set the number of epochs as high as possible to avoid overfitting.
7. Results

In this section, we have presented the experimental results that
were generated after the implementation and analysis of RNN and
LSTM with EMA proposed prediction models. RNN and LSTM have
been adopted for predicting the two parameters associated with
COVID-19 cases in three countries. We determined the number
of a) Confirmed COVID cases, and the b) Resultant COVID-related
deaths.

We initially implemented the simple RNN model, however, it
was soon discarded as it performed poorly. Thereafter, we used
the LSTM-based prediction model for predicting the COVID-19
cases derived from the datasets. The LSTMs consist of cell states
and actively forget or remember information. The three gates
which worked in the cell state included the forget gate, input
and output gates. Hence, we used these gates for developing three
layers, i.e., the LSTM layer, the Dropout layer and the Dense layer
for developing the LSTM model. Here, we implemented two differ-
ent steps compared to simple RNN. Initially, we set a fixed random
seed for reproducibility and used a rectified linear activation func-
tion (ReLU). Using the ReLU, we estimated the Keras metrics for the
LSTM and derived the best results. Furthermore, we also decreased
the vanishing gradient point error.

Table 4 presents the results of the RNN- and the LSTM-based
prediction models. Figs. 7–18 depict the graphical representation
of the results. The results indicated that the LSTM-based prediction

https://www.kaggle.com/sudalairajkumar/novel-corona-virus-2019-dataset/version/151
https://www.kaggle.com/sudalairajkumar/novel-corona-virus-2019-dataset/version/151


Table 3
Experiments parameters for different models with different activation functions. Bold values indicate the best results.

Experiment Alg. Epochs Batch size Neurons MAE MSE RMSE MAPE%

1 RNN using Sigmoid 10 8 – 5.217 4.579 7.672 85.49%
2 20 16 – 6.489 5.241 8.468 91.61%
3 30 24 – 3.689 5.487 8.568 96.33%
4 40 32 – 5.345 6.023 7.469 85.51%
5 50 40 – 2.121 1.477 1.917 97.34%
6 RNN using Tanh 60 48 – 3.814 6.948 7.861 89.01%
7 70 56 – 3.373 2.326 1.812 96.27%
8 80 64 – 2.932 7.804 7.743 90.95%
9 90 72 – 2.511 8.302 7.714 92.35%
10 100 80 – 2.763 8.766 7.625 93.32%

1 LSTM using ReLU 10 8 1 3.541 1.852 1.412 97.09%
2 20 16 2 4.234 1.894 1.521 98.75%
3 30 24 3 2.402 2.636 1.701 98.15%
4 40 32 4 2.253 3.378 2.516 96.75%
5 50 40 5 1.683 4.121 1.411 97.34%
6 60 48 6 1.114 4.862 1.798 98.01%
7 70 56 7 0.544 1.604 0.726 99.27%
8 80 64 8 2.024 4.346 1.301 98.95%
9 90 72 9 2.594 3.088 1.612 97.05%
10 100 80 10 1.163 4.831 1.704 97.12%
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model showed a 98.53% accuracy, which was 5.13% better com-
pared to the accuracy displayed by the RNN model.
Fig. 7. Saudi Arabia cases (RNN).
8. Discussion

According to the results obtained in the previous section, it
became clear to us that the technique used in the proposed predic-
tion model (LSTM) achieved an accuracy of 98.58%, and this result
is better than the second model (RNN) where there was an
improvement in accuracy by 5.13% and by comparing the results
of the proposed model with other studies, this can be put down
to several reasons.

� Gradient vanishing and exploding problems.
� Training RNN is a very difficult task.
� It cannot process very long sequences if using tanh or relu as an
activation function [29].

Also, we found that the proposed LSTM model achieved better
results, and this was due to the presence of three types of memory,
Table 4
Results of the various metrics used for determining the efficacy of the RNN- and LSTM-based prediction models.

Country Algorithm Day1 Day2 Day3 Day4 Day5 Day6 Day7 MAE MSE RMSE MAPE %

Saudi Arabia Actual 293 295 281 269 262 262 260
RNN Cases Predicted 307 308 295 283 276 276 274 13.750 189.128 13.752 0.950
LSTM Predicted 291 298 296 270 260 256 262 4.617 41.746 6.461 0.983

Saudi Arabia Actual 16 16 15 15 14 14 13
RNN Deaths Predicted 16 16 14 15 14 14 13 0.161 0.026 0.161 0.969
LSTM Predicted 16 16 15 14 14 14 13 0.161 0.026 0.161 0.969

Malaysia Actual 935 1109 1315 1309 1212 1472 851
RNN Cases Predicted 957 1119 1303 1298 1213 1437 876 16.481 381.864 19.541 0.955
LSTM Predicted 942 1111 1323 1310 1210 1485 859 5.857 50.714 7.121 0.994

Malaysia Actual 3 2 1 7 3 3 2
RNN Deaths Predicted 2 2 1 6 2 2 2 0.571 0.571 0.755 0.836
LSTM Predicted 3 2 2 7 3 3 2 0.142 0.142 0.377 0.857

Morocco Actual 4178 4592 4412 4115 2533 3508 4346
RNN Cases Predicted 4094 4474 4310 4035 2509 3462 4249 78.244 7063.968 84.047 0.981
LSTM Predicted 4182 4582 4415 4121 2562 3518 4341 9.571 161.0 12.688 0.997

Morocco Actual 80 70 50 50 57 69 70
RNN Deaths Predicted 78 69 50 50 57 68 69 0.714 1.012 1.021 0.991
LSTM Predicted 82 71 51 51 57 70 70 0.857 1.142 1.069 0.986
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Fig. 8. Saudi Arabia cases (LSTM).

Fig. 9. Saudi Arabia Deaths (RNN).

Fig. 10. Saudi Arabia Deaths (LSTM).

Fig. 11. Malaysia cases (RNN).

Fig. 12. Malaysia cases (LSTM).

Fig. 13. Malaysia Deaths (RNN).
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the first - the Input Gate: decides which values from the input to
update the memory state (take the input from tanh and input
weight and apply the Sigmoid activation, then the output 0 or 1).
Second, the Forget Gate decides what information to throw away
342
from the block. The third is the Output Gate that decides what to
output based on input and the memory of the block.

To improve the forecast results and what was concluded during
the analysis, we noticed through the literature survey that the pro-
cess of removing noise in any data depends on time (time series),



Fig. 14. Malaysia Deaths (LSTM).

Fig. 15. Morocco cases (RNN).

Fig. 16. Morocco cases (LSTM).

Fig. 17. Morocco Deaths (RNN).

Fig. 18. Morocco Deaths (LSTM).
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as many researchers had not paid specific attention to this and
ignored this step, and accordingly, some inaccurate results may
appear. This caught our attention and prompted us to use the
exponential moving average technique to get rid of the confusion
in the data, and the results of the experiments showed better
accuracy.
343
9. Conclusion

The COVID-19 pandemic has severely affected the lives of peo-
ple in every country across the globe. This condition is getting
worse in certain areas. Currently, there is no cure for this disease
and even the odds of predicting the severity of this pandemic are
small. Hence, deep learning models have been applied to make pre-
dictions about this disease. For this purpose, we used the time ser-
ies datasets, collected from all COVID-19-affected countries, for
proposing two DL-based prediction models. Two NN-based predic-
tion models, RNN and LSTM, have been evaluated using time series
data from three datasets. We used the Python language for devel-
oping and implementing the NNs. In step 1, we applied the simple
RNN-based prediction model to the datasets. However, we noted
that the results of the metrics varied for every execution, which
led to an unstable outcome. Whenever implementing the RNN
model, we noted different results, which led to a vanishing gradi-
ent point error. Thereafter, we applied the LSTM-NN process for
developing another prediction model. Their results for the metrics
were very promising and stable, which did not change even after
numerous executions. The proposed LSTM prediction model
showed a 98.53% accuracy with regards to the number of con-
firmed COVID-19 cases and resultant deaths. This model also
decreased the vanishing gradient point error value. In future, we
aim to extend this model for predicting the numbers of COVID-
related cases and deaths in individual countries. We also wish to
compare the DL-based and ML-based prediction models for the
COVID-19 pandemic.
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