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A B S T R A C T   

Context: The COVID-19 virus, exactly like in numerous other diseases, can be contaminated from person to 
person by inhalation. In order to prevent the spread of this virus, which led to a pandemic around the world, a 
series of rules have been set by governments that people must follow. The obligation to use face masks, especially 
in public spaces, is one of these rules. 
Objective: The aim of this study is to determine whether people are wearing the face mask correctly by using deep 
learning methods. 
Methods: A dataset consisting of 2000 images was created. In the dataset, images of a person from three different 
angles were collected in four classes, which are “masked”, “non-masked”, “masked but nose open”, and “masked 
but under the chin”. Using this data, new models are proposed by transferring the learning through AlexNet and 
VGG16, which are the Convolutional Neural network architectures. Classification layers of these models were 
removed and, Long-Short Term Memory and Bi-directional Long-Short Term Memory architectures were added 
instead. 
Result and conclusions: Although there are four different classes to determine whether the face masks are used 
correctly, in the six models proposed, high success rates have been achieved. Among all models, the TrVGG16 +
BiLSTM model has achieved the highest classification accuracy with 95.67%. 
Significance: The study has proven that it can take advantage of the proposed models in conjunction with transfer 
learning to ensure the proper and effective use of the face mask, considering the benefit of society.   

1. Introduction 

COVID-19 is a human-to-human respiratory disease caused by a 
competing agent through aerosol and droplet transmission. It has vital 
importance to bring under the control of this disease’s spread. It is stated 
that controlling or preventing the spread of COVID-19 can be possible by 
observing the social distance and mask rules [1–3]. The World Health 
Organization remarks that people’s wearing face masks as a basic non- 
pharmaceutical intervention (NPI) measure, when they have respira-
tory symptoms or interact with the ones with symptoms, can be used as 
an effective means of preventing respiratory infectious diseases [4–6]. It 
is also stated that even if face masks have a limited protective effect in 
terms of protecting people from large respiratory droplets, it may have a 
great impact on reducing the number of infected people and COVID-19- 
related deaths in society [7–9]. 

Many countries have enacted laws to ensure that face masks are worn 

in common areas and public spaces. Despite that, some individuals still 
refuse to wear face masks, while others do not wear them properly. It is 
known that the protection of even the most effective mask will disappear 
if it is not worn correctly [2,6,10]. Especially in public spaces, it is quite 
difficult to manually detect those who wear the face mask incorrectly or 
do not wear it at all, only by human labor. On the other hand, thanks to 
deep learning, it can be much easier to detect people who wear the face 
mask incorrectly or not at all by automatically processing visual data. 

Recently, thanks to deep learning, the performance of computer 
vision applications has been upgraded. In the field of deep learning, 
convolutional neural networks (CNN) in particular have achieved 
remarkable success in image classification [11–13]. CNN has gain 
popularity in various fields such as image-based content retrieval, 
tracking of various objects, license plate recognition for vehicles, and 
autonomous vehicle applications [14,15]. 

To be used in all areas where it is mandatory to wear a face mask, 
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especially in public areas, with this article, a study has been carried out 
to detect those who wear the face mask incorrectly/undesirably and who 
do not wear a face mask. 

The contributions of this article are as follows; 

A dataset was created in order to be used in the study and to 
contribute to the literature. 
In the dataset, there are a total of 2000 images in four classes, as 
“masked”, “unmasked”, “masked but nose open, and “masked but 
under the chin”. 
Transfer learning has been applied to the dataset of the study 
through CNN-based VGG16 and AlexNet architectures in order to 
determine how people use the face masks. In addition, classification 
processes have been carried out by using these architectures together 
with Long short-term memory (LSTM) and Bidirectional long short- 
term memory (BiLSTM) architectures. 
The comparative results for the methods used after the classification 
process were shared. 

2. The remaining parts of this article are structured as follows; 

In the second chapter, studies on face mask detection by deep 
learning and machine learning is included. In the third chapter, infor-
mation about the dataset and the proposed methodology are presented. 
In the fourth chapter, experimental results are given and the last chapter 
includes the results of the study. 

3. Related works 

Many studies in the literature have revealed the benefits of mask 
usage to prevent the spread of the COVID-19 virus and other respiratory 
viruses. There are many facial recognition technics designed based on 
deep learning and machine learning to detect mask-wearing status. 
Studies based on face mask detection are given below. 

In their studies, Dey et al. [16] proposed MobileNetMask as a deep 
learning-based face mask detection model. The testing and training 
procedures were carried out by using two different datasets with two 
classes, with more than 5200 images. As a result of the test, which uses 
770 verification samples, a classification accuracy was obtained 
approximately 93%. 

Using the YOLOv3 architecture, Bhuiyan et al. [17] YOLOv3 devel-
oped a study to determine whether the individuals are wearing a mask or 
not. A classification accuracy of 96% was achieved at the end of the 
study. 

Loey et al. [18] proposed a hybrid model to detect the status of mask- 
wearing through deep learning and machine learning methods. The 
feature extraction was carried out via ResNet50 which is one of the deep 
learning architectures. Decision Tree (DT), Support Vector Machine 
(SVM) and Ensemble methods were used to perform the classification 
process. During the training and testing stages, the real face masks, fake 
face masks and the datasets, which was created by combining them, 
were used. As a result of the classification, accuracy values varying 
between 92% and 98% were obtained. 

Islam et al. [19] used CNN to identify whether the people are 
wearing a mask or not. In the study, it was detected whether the person 
is wearing a mask or not by instant monitoring with the camera and the 
official was informed. As a result of the study, the developed model 
provided 98% classification accuracy. 

Mohan et al. [20] proposed a model for detecting the mask-wearing 
status. The results obtained from the proposed model were compared 
with the results obtained from the SqueezeNet architecture. A classifi-
cation accuracy of 98.53% was achieved with SqueezeNet while the 
proposed model showed 99.83% accuracy in detecting the face mask. 

Rahman et al. [1] used the deep learning algorithm to detect the 
mask on the person’s face. The study was carried out through a dataset 
that consists of 1539 images and two classes, as masked and unmasked. 

As result of the study, 98.7% classification accuracy was obtained. 
In their studies, Razavi et al. [21] developed an automated system, 

using the R-CNN Inception ResNet V2 architecture, to detect the phys-
ical distances of construction workers and whether they are wearing face 
masks. Pixel values taken from images with Euclidean distance have 
been converted into real distance. They set a limit value of 6 m to detect 
physical distance violations. At the end of the study, it was stated that 
physical distance violations of construction workers were successfully 
detected. Also, the classification accuracy achieved in the detection of 
workers’ face masks was reported as 99.8%. 

Using the ResNet deep learning architecture, Basha et al. [22] 
worked on detecting whether the person is wearing a mask or not. As a 
result of the study, an accuracy of 97%, the highest classification ac-
curacy in the detection of face masks, was achieved. 

With the aim of detecting face masks, Oumina et al. [4] carried out 
classification processes with SVM and K-NN machine learning methods 
by extracting features via VGG19, Xception and MobileNetV2, which are 
among the deep learning architectures. The highest classification accu-
racy, 97.1%, was achieved with MobilNetV2-SVM model. 

Loey et al. [23], in their studies, carried out masked face detection 
with YoloV2 and performed classification processes by extracting image 
features with ResNet-50, which is one of the deep learning architectures. 
With the proposed model, they obtained an average precision value of 
81%. 

Yadav [24] proposed a real-time computer vision system for face 
mask and social distance detection. MobileNet V2 architecture was 
utilized to analyse the video stream. The proposed model was designed 
to run on Raspberry pi 4 and as a result, classification accuracy was 
achieved in the range of 85% to 95%. 

Militante and Dionisio [13] developed a CNN model to determine the 
physical distance between people and to detect whether they are 
wearing a face mask. In the model, Tensorflow and Keras modules were 
used together with VGG-16 architecture. In the study, which obtained a 
classification accuracy of more than 97% in face mask detection, the 
physical distance of the people was also successfully determined. 

Pagare et al. [25] developed an application to detect whether the 
person is wearing a face mask or not, and their suitability for social 
distance. Within the scope of the study, MobileNet architecture was used 
in face mask detection while YOLO object detection algorithm was used 
in social distance detection. It was stated that the study became suc-
cessful in both detecting face masks and determining social distance 
compliance. 

Sanjaya and Rakhmawan [26] used CNN-based MobileNetV2 for face 
mask detection. In the study, the highest classification accuracy, 
96.85%, was obtained on a dataset with two classes, as masked and 
unmasked. 

In order to automate the recognition of people who do not wear 
masks, Chowdary et al. [27], proposed a transfer learning model. 
InceptionV3 architecture is used for the proposed model. In the study 
using a simulated dataset, 100% classification accuracy was achieved. 

Sandesara et al. [28] proposed a CNN-based model for face mask 
detection. In the proposed model, 95% classification accuracy was 
achieved in determining whether people are wearing a mask or not. 

Chavda et al. [29] presented a deep learning-based model to detect 
people who do not wear face masks properly. In their study, where 
NasNet-Mobile, DenseNet-121 and MobileNetV2 architectures were 
used, the highest classification accuracy has been achieved via 
DenseNet-121 architecture, with 99.49%. 

In the study conducted by Said [12], a face mask detection system, 
which is using YOLO object detection algorithm and CNN, has been 
proposed. It was stated that a classification accuracy of 97% was ach-
ieved in the tests performed on the dataset used with the proposed 
system. 

Aiming at detecting multi-scale face masks in real-time, Addagarla 
et al. [15] proposed two different models. YOLOv3, NasNetMobile and 
ResNet-SSD300 algorithms were used in the proposed models. As a 
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result, the recall rates were reported as 98% and 99% for both models. 
Militante and Dionisio [30] used deep learning techniques for facial 

recognition besides predicting whether the person is wearing a mask or 
not. Moreover, they have developed a Raspberry Pi-based system that 
will alarm in case a person without a mask are detected. It was stated 
that a classification accuracy of 96% was achieved in face mask 
detection. 

In the study by Vijitkunsawat and Chantngarm [31], MobileNet deep 
learning architecture and K-NN and SVM machine learning algorithms 
were used to determine whether people are wearing face masks. As a 
result of the study, it was reported that the highest classification accu-
racy, 94.2%, was achieved via CNN-based MobileNet. 

A comparative summary of the studies found in the literature based 
on face mask detection is given in Table 1. 

When the studies in the literature are examined, it can be seen that a 
major part of the datasets used in face mask detection consists of 
collected or simulated images. In addition, it is seen that two-class 
datasets, “masked” and “non-masked”, have been used. 

4. Material and methods 

Deep learning-based artificial intelligence applications, recently, are 
obtaining significant success in computer vision. CNN, which is a deep 
learning method, is highly preferred in different discipline applications 
at present since it can easily distinguish small details that the human eye 
cannot notice in image recognition applications. The fact that they do 
not require much preprocessing and recognize visual patterns directly 
from pixel images is the most important feature of CNNs [32–35]. 

CNN architectures AlexNet and VGG16 were used within the scope of 
the study. In addition to these architectures, models were created using 
LSTM and BiLSTM. Training and testing processes of these models were 
performed through the MATLAB application. 

4.1. AlexNet 

AlexNet, which is a version of the traditional LeNet, was presented in 
the ImageNet Large Scale Visual Recognition Challenge (ILSVRC) in 
2012 by Krizhevsky et al. [36], and showed the best performance in this 
challenge. It utilizes large-scale ImageNet [37] training dataset and 
GPUs that provide approximately 10 times acceleration in terms of 
computing power [38]. 

AlexNet has five convolutional layers, three fully connected layers, 
and a Softmax output layer. Following each convolutional layer, there is 
the Straightened Linear Unit (ReLU) activation function [39]. Each 
convolution layer has maximum pooling to reduce network size. After 
the convolutional layer at the end of the network, there are two fully 
connected layers with 4096 outputs. Finally, there is one more fully 
connected layer to classify input data. This last layer classifies 1000 
objects with using the Softmax function [40]. 

4.2. Vgg16 

VGG was presented by Simonyan and Zisserman [41] in the ILSVRC 
2014 challenge and came in second. Small filters (3 × 3) existing in each 
convolutional layer of VGG show improved performance. This is due to 
the fact that multiple small filters in order can mimic the effects of larger 
ones. The simplicity of using small-size filters throughout the network 
results in very high performance of generalization. Therefore, today, 
multiple versions of VGG are still widely available since it has simplicity 
and high generalization performance. 

VGG16, which is one of the most popular versions [38,42], contains 
thirteen convolutional layers, three fully connected layers and a Softmax 
output layer. After each convolutional layer, there is the ReLU activation 
function. Each convolution layer has maximum pooling to reduce mesh 
size. After the convolutional layer at the end of the network, there are 
two fully connected layers with 4096 outputs. Finally, there is one more 
fully connected layer to classify the input data. This last layer classifies 
1000 objects with using the Softmax function [43–46]. 

4.3. Long Short-Term memory (LSTM) 

LSTM, which is a kind of artificial neural network, has a different 
structure compared to the traditional neural networks. It is a special type 
of Recurrent Neural Networks (RNN) [47] that can learn long-term re-
lationships between data. LSTMs were developed to prevent the long- 
term dependency problem experienced in repetitive neural networks. 
RNNs are in the form of a chain of repeating modules of a neural 
network. This module, which is repeated in standard RNNs, has a simple 
structure just like the tanh activation layer. The structure of this dupli-
cate module in LSTMs is different. LSTMs remember information for a 
long time and perform this process through learning. LSTM architecture 
uses hidden units, called memory cells, in cases where long-term de-
pendencies are required. It stores inputs that need to be remembered in a 
long time interval in these memory units. It decides whether this in-
formation is important, via the doors it hosts in its architecture [48–50]. 
Fig. 1 shows the example LSTM architecture. 

RNN and LSTM, having the same network structures, has only one 
node with different content. Different from input and output connec-
tions, an LSTM block contains three different gates that are input gate, 
output gate and forget gate. Data from the gates pass through a specific 
activation function (tanh or sigmoid). Subsequent values go through 
certain operations (multiplication, addition, etc.) with the input content 
and exit the node as output [49,50]. In Fig. 2, LSTM cell structure is 
illustrated. In Fig. 2, i represents the input gate, C cell state, O output 
gate, f forget gate. 

As a consequence, an LSTM structure is the case that an RNN cell 
works together with memory. With this memory, information from the 
previous time is received and transmitted to the next time. It is decided 
by training which information will or will not be evaluated. LSTM is 

Table 1 
Comparative summary of the studies found in the literature based on face mask 
detection.  

Model The 
Number of 
classes 

The 
Number of 
images 

Classification 
Accuracy (%) 

References 

MobileNetMask 2 3835 
1376 

93 
100 

[16] 

YOLOv3 2 600 96 [17] 
ResNet50 + SVM 2 15,000 

1570 
13,000 

between 92 and 
98 

[18] 

CNN 2 1376 98 [19] 
CNN 2 135,849 99.83 [20] 
CNN 2 1539 98.7 [1] 
R-CNN Inception 

ResNet V2 
2 1853 99.8 [21] 

ResNet 2 95,000 97 [22] 
MobilNetV2 +

SVM 
2 1376 97.1 [4] 

YoloV2 + ResNet- 
50 

2 1415 81 (Precision) [23] 

MobileNet V2 2 3165 between 85 and 
95 

[24] 

VGG-16 2 20,000 97 [13] 
MobileNetV2 2 3846 96.85 [26] 
InceptionV3 2 1570 100 [27] 
Yolo + CNN 2 – 95 [28] 
DenseNet-121 2 7855 99.49 [29] 
CNN 2 95,000 

24,771 
500,000 
65,617 

97 [12] 

YoloV3 
NASNetMobile 

3 
2 

680 
1400 

98 
99 

[15] 

VGG-16 2 25,000 96 [30] 
MobileNet 2 3216 94.2 [31]  
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frequently used in various data fields and artificial intelligence appli-
cations, such as analysis of time series data, speech recognition, natural 
language processing, financial analysis, language translation, text 
compression, and etc. [51,52]. 

4.4. Bi-directional long Short-Term memory (BiLSTM) 

BiLSTM, is the bi-directional RNN modified with the LSTM archi-
tecture. Bi-directional RNN consists of two independent RNN layers that 
process input signals back and forth, respectively [53]. In Fig. 3, the bi- 
directional RNN structure is illustrated. x represents the inputs, y rep-
resents the outputs, t represents the state time, h represents the hidden 
state. Furthermore, t-1 refers to previous, and t + 1 refers to next. 

RNNs, which have a simple neural network structure, usually show 

poor performance caused by the disappearing gradient problem [53]. In 
order to overcome this problem, LSTM, which is a special RNN cell, is 
proposed [54]. The hidden state in a one-way forward LSTM captures 
only previous features and does not consider the future. Combining the 
Bi-directional RNN with the LSTM ensures that previous and future 
features are used effectively. Dissimilar to the LSTM network, network 
has two parallel layers in both propagation directions. Previous features 
are extracted by a forward LSTM layer while future features are captured 
by a backward LSTM layer [55,56]. In Fig. 4, BiLSTM sample architec-
ture is given in 3 consecutive steps. 

The main idea in BILSTMs is to provide two separate hidden layers, 
forward and backward, to capture past and future information respec-
tively. Following that, the two hidden states are combined to create the 
final output [57]. 

Fig. 1. LSTM architecture.  

Fig. 2. LSTM cell structure.  
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4.5. Dataset description 

The dataset used in the study consists of four different classes, and 
there are 2000 images in total, 500 for each class. Images of people from 
3 different angles were collected in the dataset. The necessary permis-
sions were obtained from the people whose images were collected and 
filed. The detailed information on the dataset is given in Table 2. 

4.6. The proposed models 

This study proposes six different models using the architectures of 
AlexNet and VGG16 that are the convolutional neural networks. In 
Fig. 5, the block diagram of the proposed models is given. Each proposed 

model will be detailed under the following headings. 

4.6.1. TrAlexNet 
In this proposed model, the images in the face mask dataset, were 

extracted by using modified AlexNet architecture at first, and then the 
classification process was carried out. The last three layers of the Alex-
Net model have been removed and modified in order to properly classify 
the face mask dataset. The classification process was carried out with the 
four outputs taken from the fully connected fc_optimized layer. Fc_op-
timized layer is the layer where the output size in the fully connected 
layer is set to the output size in the study due to the use of the transfer 
learning method in the study. In Fig. 6, TrAlexNet architecture is given. 

The parameters of the remaining layers of the AlexNet model have 
been preserved, except for the last three layers. The layers and their 
parameters used in the model are given in Table 3. 

4.6.2. TrAlexNet + LSTM 
In this proposed model, the images in the face mask dataset, were 

extracted by using modified AlexNet architecture. The features taken 
from the last fully connected layer of AlexNet, fc8, were transferred via 
the flatten layer, to the LSTM layer which was added to the network 
later. The classification process was carried out with the four outputs 

Fig. 3. Bi-directional RNN structure.  

Fig. 4. The example of BiLSTM architecture in 3 consecutive steps.  

Table 2 
Dataset features.  
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taken from the fully connected fc_optimized layer. In Fig. 7, TrAlexNet 
+ LSTM architecture is given. 

In this model, the parameters of the AlexNet model’s remaining 
layers have been preserved, except for the layers added after the last 
connected layer, fc8. The layers and their parameters used in the model 
are given in Table 4. 

4.6.3. TrAlexNet + BiLSTM 
In this proposed model, the images in the face mask dataset were 

extracted by using a modified AlexNet architecture. The features taken 
from the fc8 layer, the last fully connected layer of AlexNet, were 
transferred to the BiLSTM layer via the flatten layer added to the 

network later. The classification process was carried out with the four 
outputs taken from the fully connected fc_optimized layer. In Fig. 8, 
TrAlexNet + BiLSTM architecture is given. 

In this model, the parameters of the remaining layers of the AlexNet 
model have been preserved, except for the layers added after the last 
connected layer, fc8. The layers and their parameters used in the model 
are given in Table 5. 

4.6.4. TrVGG16 
In the proposed model, firstly, the images in the face mask dataset 

were extracted by using the modified VGG16 architecture, and then 
classification process was performed. The last three layers of the VGG16 

Fig. 5. Block diagram of the proposed models.  

Fig. 6. TrAlexNet architecture.  

Table 3 
Layers and parameters of the proposed TrAlexNet.  

Layer Name Layer Type Filter Size Stride Padding Output Channel Activation Function 

conv1 convolution 2d 11,11 4,4 0 96 relu 
pool1 max pooling 2d 3,3 2,2 0 96 – 
conv2 grouped convolution 2d 5,5 1,1 2 256 relu 
pool2 max pooling 2d 3,3 2,2 0 256 – 
conv3 convolution 2d 3,3 1,1 1 384 relu 
conv4 grouped convolution 2d 3,3 1,1 1 384 relu 
conv5 grouped convolution 2d 3,3 1,1 1 256 relu 
pool5 max pooling 2d 3,3 2,2 0 256 – 
fc6 fully connected – – – 4096 relu 
fc7 fully connected – – – 4096 relu 
fc_optimized fully connected – – – 4 softmax  
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model were removed and modified in order to classify the face mask 
dataset appropriately. The classification process was carried out with 
the four outputs taken from the fully connected fc_optimized layer. 
Fc_optimized layer is the layer where the output size in the fully con-
nected layer is set to the output size in the study due to the use of the 
transfer learning method in the study. TrVGG16 architecture is given in 
Fig. 9. 

The parameters of the VGG16 model’s remaining layers have been 
preserved, VGG16 model, except for the last three layers. The layers and 
their parameters used in the model are given in Table 6. 

4.6.5. TrVGG16 + LSTM 
In this proposed model, the images in the face mask dataset were 

extracted by using the modified VGG16 architecture. The features taken 
from the fc8 layer, the last fully connected layer of AlexNet, were 
transferred to the LSTM layer, which was added to the network later, 
through the flatten layer. The classification process was carried out with 
the four outputs taken from the fully connected fc_optimized layer. In 
Fig. 10, the architecture of TrVGG16 + LSTM is given. 

In this model, the parameters of the remaining layers of the VGG16 
model have been preserved, except for the layers added after the last 
connected layer, fc8. The layers and their parameters used in the model 
are given in Table 7. 

Fig. 7. TrAlexNet + LSTM architecture.  

Table 4 
Layers and parameters of the proposed TrAlexNet + LSTM.  

Layer Name Layer Type Filter Size Stride Padding Output Channel Activation Function 

conv1 convolution 2d 11,11 4,4 0 96 relu 
pool1 max pooling 2d 3,3 2,2 0 96 – 
conv2 grouped convolution 2d 5,5 1,1 2 256 relu 
pool2 max pooling 2d 3,3 2,2 0 256 – 
conv3 convolution 2d 3,3 1,1 1 384 relu 
conv4 grouped convolution 2d 3,3 1,1 1 384 relu 
conv5 grouped convolution 2d 3,3 1,1 1 256 relu 
pool5 max pooling 2d 3,3 2,2 0 256 – 
fc6 fully connected – – – 4096 relu 
fc7 fully connected – – – 4096 relu 
fc8 fully connected – – – 1000 relu 
flatten flatten – – – – – 
lstm lstm – – – – – 
fc_optimized fully connected – – – 4 softmax  

Fig. 8. TrAlexNet + BiLSTM architecture.  
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4.6.6. TrVGG16 + BiLSTM 
In this proposed model, the features of the images in the face mask 

dataset are extracted by using the modified VGG16 architecture. Fea-
tures obtained from the fc8 layer, the last fully connected layer of 
VGG16, were transferred to the BiLSTM layer via the flatten layer, which 

was added to the network later. The classification process is carried out 
with the four outputs taken from the fully connected fc_optimized layer. 
In Fig. 11, the architecture of TrVGG16 + BiLSTM is given. 

In this model, the parameters of the remaining layers of the VGG16 
model have been preserved, except for the layers added after the last 

Table 5 
Layers and parameters of the proposed TrAlexNet + BiLSTM.  

Layer Name Layer Type Filter Size Stride Padding Output Channel Activation Function 

conv1 convolution 2d 11,11 4,4 0 96 relu 
pool1 max pooling 2d 3,3 2,2 0 96 – 
conv2 grouped convolution 2d 5,5 1,1 2 256 relu 
pool2 max pooling 2d 3,3 2,2 0 256 – 
conv3 convolution 2d 3,3 1,1 1 384 relu 
conv4 grouped convolution 2d 3,3 1,1 1 384 relu 
conv5 grouped convolution 2d 3,3 1,1 1 256 relu 
pool5 max pooling 2d 3,3 2,2 0 256 – 
fc6 fully connected – – – 4096 relu 
fc7 fully connected – – – 4096 relu 
fc8 fully connected – – – 1000 relu 
flatten flatten – – – – – 
bilstm bilstm – – – – – 
fc_optimized fully connected – – – 4 softmax  

Fig. 9. TrVGG16 architecture.  

Table 6 
Layers and parameters of the proposed TrVGG16.  

Layer Name Layer Type Filter Size Stride Padding Output Channel Activation Function 

conv1_1 convolution 2d 3,3 1,1 1 64 relu 
conv1_2 convolution 2d 3,3 1,1 1 64 relu 
pool1 max pooling 2d 2,2 2,2 0 64 – 
conv2_1 convolution 2d 3,3 1,1 1 128 relu 
conv2_2 convolution 2d 3,3 1,1 1 128 relu 
pool2 max pooling 2d 2,2 2,2 0 256 – 
conv3_1 convolution 2d 3,3 1,1 1 256 relu 
conv3_2 convolution 2d 3,3 1,1 1 256 relu 
conv3_3 convolution 2d 3,3 1,1 1 256 relu 
pool3 max pooling 2d 2,2 2,2 0 256 – 
conv4_1 convolution 2d 3,3 1,1 1 512 relu 
conv4_2 convolution 2d 3,3 1,1 1 512 relu 
conv4_3 convolution 2d 3,3 1,1 1 512 relu 
pool4 max pooling 2d 2,2 2,2 0 512 – 
conv5_1 convolution 2d 3,3 1,1 1 512 relu 
conv5_2 convolution 2d 3,3 1,1 1 512 relu 
conv5_3 convolution 2d 3,3 1,1 1 512 relu 
pool5 max pooling 2d 2,2 2,2 0 512 – 
fc6 fully connected – – – 4096 relu 
fc7 fully connected – – – 4096 relu 
fc_optimized fully connected – – – 4 softmax  
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Fig. 10. TrVGG16 + LSTM architecture.  

Table 7 
Layers and parameters of the proposed TrVGG16 + LSTM.  

Layer Name Layer Type Filter Size Stride Padding Output Channel Activation Function 

conv1_1 convolution 2d 3,3 1,1 1 64 relu 
conv1_2 convolution 2d 3,3 1,1 1 64 relu 
pool1 max pooling 2d 2,2 2,2 0 64 – 
conv2_1 convolution 2d 3,3 1,1 1 128 relu 
conv2_2 convolution 2d 3,3 1,1 1 128 relu 
pool2 max pooling 2d 2,2 2,2 0 256 – 
conv3_1 convolution 2d 3,3 1,1 1 256 relu 
conv3_2 convolution 2d 3,3 1,1 1 256 relu 
conv3_3 convolution 2d 3,3 1,1 1 256 relu 
pool3 max pooling 2d 2,2 2,2 0 256 – 
conv4_1 convolution 2d 3,3 1,1 1 512 relu 
conv4_2 convolution 2d 3,3 1,1 1 512 relu 
conv4_3 convolution 2d 3,3 1,1 1 512 relu 
pool4 max pooling 2d 2,2 2,2 0 512 – 
conv5_1 convolution 2d 3,3 1,1 1 512 relu 
conv5_2 convolution 2d 3,3 1,1 1 512 relu 
conv5_3 convolution 2d 3,3 1,1 1 512 relu 
pool5 max pooling 2d 2,2 2,2 0 512 – 
fc6 fully connected – – – 4096 relu 
fc7 fully connected – – – 4096 relu 
fc8 fully connected – – – 1000 relu 
flatten flatten – – – – – 
lstm lstm – – – – – 
fc_optimized fully connected – – – 4 softmax  

Fig. 11. TrVGG16 + BiLSTM architecture.  
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connected layer, fc8. The layers and their parameters used in the model 
are given in Table 8. 

4.6.7. Experimental setup 
All models proposed in the study were trained by using 8 GB mem-

ory, 2.20 GHz Intel I7-8750H processor and NVIDIA GTX 1050 Ti 
graphics processing unit (GPU). Table 9 shows the training parameters 
of network, common to all proposed models. In addition to that, 
Fc_optimized layer parameters are given in Table 10, and LSTM and 
BiLSTM layer parameters are given in Table 11. 

5. Experimental results 

Using the MATLAB application, suggested models were created and 
the results were calculated. Fig. 12 shows training and verification 
charts of all created models. 

According to Fig. 12, validation curves in graphs for TrVGG16 
models increased faster in the 0–100 iteration range than validation 
curves for TrAlexNet models. Furthermore, in parallel with this result, 
the loss curve also decreased more rapidly. This may indicate that higher 
success will be achieved in subsequent iterations than in the model. The 
validation curves of TrVGG16 models are more stable in the 800–1000 
iteration range than the validation curves of TrAlexNet models. This can 
also be interpreted as an indication that the model is well trained. The 
Train and Validation curves are similar in all models. This indicates that 
the models created do not fall into underfitting and overfitting states. 

The training set was determined as 80% and the validation set 
determined as 20%, for all models used in the study. In addition, the 
number of epochs was determined as 8 and the number of iterations as 
1016. The classification accuracy of the trained models has been 
calculated according to Eq. (1). Classification accuracies of the created 
models and training times of the network are given in Table 12. 

Accuracy =
Numberofcorrectlydetected

Totalnumberofsamples
(1) 

Examining Table 12, it is seen that the results obtained from all 
models are successful in determining how the person uses the mask. 
Besides, it can be stated that adding LSTM and BiLSTM layers to TrA-
lexNet and TrVGG16 models improves the classification accuracy. The 
highest classification accuracy of 95.67% has been achieved through the 
TrVGG16 + BiLSTM model. The impact of the network structure of 

architectures used in the study can be seen when considering the 
training times. It is possible to point out that the long time for the 
training performed with the VGG16 architecture depends on the number 
of convolutional layers in the network and the filter size of this layer. It 
has been observed that the use of LSTM and BiLSTM layers as the clas-
sification layer of CNN is more effective in solving long-term de-
pendency problems. It is thought that this is due to the repetitive 
training of the LSTM and BiLSTM layers compared to the fully connected 
layer. Using the TrVGG16 + BiLSTM model, which has the highest 
classification success, average classification success as well as classifi-
cation accuracy for each class was obtained. The results are shown in 
Table 13. 

6. Conclusion and discussion 

This article aims to use transfer learning to determine whether 
people are wearing the face mask correctly, based on the fact that face 

Table 8 
Layers and parameters of the proposed TrVGG16 + BiLSTM.  

Layer Name Layer Type Filter Size Stride Padding Output Channel Activation Function 

conv1_1 convolution 2d 3,3 1,1 1 64 relu 
conv1_2 convolution 2d 3,3 1,1 1 64 relu 
pool1 max pooling 2d 2,2 2,2 0 64 – 
conv2_1 convolution 2d 3,3 1,1 1 128 relu 
conv2_2 convolution 2d 3,3 1,1 1 128 relu 
pool2 max pooling 2d 2,2 2,2 0 256 – 
conv3_1 convolution 2d 3,3 1,1 1 256 relu 
conv3_2 convolution 2d 3,3 1,1 1 256 relu 
conv3_3 convolution 2d 3,3 1,1 1 256 relu 
pool3 max pooling 2d 2,2 2,2 0 256 – 
conv4_1 convolution 2d 3,3 1,1 1 512 relu 
conv4_2 convolution 2d 3,3 1,1 1 512 relu 
conv4_3 convolution 2d 3,3 1,1 1 512 relu 
pool4 max pooling 2d 2,2 2,2 0 512 – 
conv5_1 convolution 2d 3,3 1,1 1 512 relu 
conv5_2 convolution 2d 3,3 1,1 1 512 relu 
conv5_3 convolution 2d 3,3 1,1 1 512 relu 
pool5 max pooling 2d 2,2 2,2 0 512 – 
fc6 fully connected – – – 4096 relu 
fc7 fully connected – – – 4096 relu 
fc8 fully connected – – – 1000 relu 
flatten flatten – – – – – 
bilstm bilstm – – – – – 
fc_optimized fully connected – – – 4 softmax  

Table 9 
Training parameters for all proposed models.  

Solver Initial Learn 
Rate 

Validation 
Frequency 

Max 
Epochs 

Mini Batch 
Size 

sgdm  0.0001 5 8 11  

Table 10 
Parameters of fc_optimized layer for all proposed models.  

Weight 
Learn Rate 
Factor 

Weight 
L2 Factor 

Bias 
Learn 
Rate 
Factor 

Bias L2 
Factor 

Weight 
Initializer 

Bias 
Initializer 

10 1 10 0 glorot zeros  

Table 11 
Parameters of LSTM and BiLSTM layer for all proposed models.  

Number Hidden 
Units 

Output 
Mode 

State Activation 
Function 

Gate Activation 
Function 

100 last tanh sigmoid  
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mask usage can be an effective tool in preventing respiratory tract 

infectious diseases. Within the scope of the study, AlexNet and VGG16 
CNN architectures have been used since the transmitted CNNs require 
less data compared to pre-trained CNNs. 

The data used in the study consists of real images that have not been 
simulated, or collected over the web. The literature usually contains 
datasets consisting of images containing masked and unmasked situa-
tions. These datasets are datasets that are not created specifically, but 
are combined with different combinations within studies using publicly 
shared datasets. In addition, it is seen that the images used in many 
studies are also reproduced by data augmentation. The dataset used in 
this study was created specifically. It contains four different classes: 
Masked, No_masked, Masked but under the chin, Masked but nose open. 
From the face mask dataset, 1600 images were used for training and 400 
images were used for testing, and necessary adjustments have been 
made to recognize 4 classes. Although there are 4 classes in the dataset 
created, it can be said that high success rates are achieved in contrast to 
other studies in the literature. However, due to the fact that the char-
acteristics of the datasets found in the literature are different, the final 
state of the datasets obtained after data augmentation or various com-
binations of datasets has not been made public, our model could not be 
compared with other studies. 

Among the proposed models, the highest classification accuracy of 

Fig. 12. Training and validation graphs of model.  

Table 12 
Classification accuracies of models and training times of the network.  

Model Accuracy (%) Training time 

TrAlexNet  90.33 8 min 38 sec 
TrAlexNet + LSTM  90.55 7 min 25 sec 
TrAlexNet + BiLSTM  91.17 7 min 43 sec 
TrVGG16  94.00 74 min 55 sec 
TrVGG16 + LSTM  94.17 74 min 23 sec 
TrVGG16 + BiLSTM  95.67 75 min 23 sec  

Table 13 
Classification accuracy achieved by the TrVGG16 + BiLSTM model 
for all classes.  

Class Accuracy (%) 

Masked  95.65 
No_Mask  98.55 
Masked but nose open  94.3 
Masked but under the chin  94.2  
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95.67% was achieved with the TrVGG16 + BiLSTM model. Classifica-
tion accuracy was also obtained for each of the 4 classes with this model. 
Because the Masked but nose open class is similar to the Masked class in 
the images contained in the dataset, classification accuracy has been 
negatively affected. The classification accuracy of the Masked but nose 
open class was achieved by 94.30% and the Masked class by 95.65%. 
Classification accuracy has been negatively affected because the Masked 
but under the chin class is similar to the No_mask class. The classification 
success of the Model masked but under the chin class was achieved by 
94.2% and the No_mask class by 98.55%. The study has proven that it 
can be benefited from the proposed models besides transfer learning, to 
ensure the correct and effective use of the face mask, taking into account 
the public interest. 

Although the proposed models have achieved success in face mask 
recognition, in future studies, different models, based on deep learning 
will be proposed, aiming at maximum success. Additionally, it is thought 
that the success will further increase by increasing the number of tagged 
data in the dataset. Moreover, it is aimed to detect violations in the use 
of face masks via real-time video recordings. 
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