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Abstract
Model- informed precision dosing (MIPD) approaches typically apply maximum a 
posteriori (MAP) Bayesian estimation to determine individual pharmacokinetic (PK) 
parameters with the goal of optimizing future dosing regimens. This process com-
bines knowledge about the individual, in the form of drug levels or pharmacodynamic 
biomarkers, with prior knowledge of the drug PK in the general population. Use of 
“flattened priors” (FPs), in which the weight of the model priors is reduced relative 
to observations about the patient, has been previously proposed to estimate individual 
PK parameters in instances where the patient is poorly described by the PK model. 
However, little is known about the predictive performance of FPs and when to apply 
FPs in MIPD. Here, FP is evaluated in a data set of 4679 adult patients treated with 
vancomycin. Depending on the PK model, prediction error could be reduced by ap-
plying FPs in 42– 55% of PK parameter estimations. Machine learning (ML) models 
could identify instances where FPs would outperform MAPs with a specificity of 81– 
86%, reducing overall root mean squared error (RMSE) of PK model predictions by 
12– 22% (0.5– 1.2 mg/L) relative to MAP alone. The factors most indicative of the use 
of FPs were past prediction residuals and bias in past PK predictions. A more clini-
cally practical minimal model was developed using only these two features, reducing 
RMSE by 5– 18% (0.20– 0.93 mg/L) relative to MAP. This hybrid ML/PK approach 
advances the precision dosing toolkit by leveraging the power of ML while maintain-
ing the mechanistic insight and interpretability of PK models.

Study Highlights
WHAT IS THE CURRENT KNOWLEDGE ON THE TOPIC?
Model- informed precision dosing (MIPD) can improve attainment of pharmacoki-
netic (PK) targets and patient outcomes. However, it is unclear how to apply MIPD to 
patients that are not well- described by PK models.
WHAT QUESTION DID THIS STUDY ADDRESS?
This study evaluated the use of flattened priors during Bayesian estimation of indi-
vidual PK parameters.
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INTRODUCTION

Model- informed precision dosing (MIPD) has shown in-
creased adoption at the point of care over recent years, aid-
ing clinicians in tailoring prescriptions to their patients for a 
variety of drugs, including antibiotics,1- 4 bone marrow trans-
plant conditioning regimens,5,6 monoclonal antibodies,7,8 
and chemotherapeutics.9 Most MIPD systems in use apply 
some form of Bayesian estimation of the individual patient’s 
pharmacokinetic (PK) parameters based on a population PK 
(PopPK) model.10 In Bayesian estimation, knowledge about 
the distribution of parameters for the general population (i.e., 
the model priors), is combined with observations about the 
patient, typically one or more drug serum levels and/or one 
or more pharmacodynamic measurements. The model prior 
acts as an anchor, preventing PK parameter estimates from 
deviating too far from expected values. Often, this smoothing 
effect is desirable, making predictions more robust in the face 
of noisy clinical measurements until sufficient evidence is 
available to justify more unusual PK parameter estimates. In 
some instances, however, a patient may not be well- described 
by a model prior, for example, due to fluid overload or unu-
sual levels of muscle mass that are not captured in the struc-
tural model. In these instances, it may be desirable to reduce 

the weight of the model priors during PK parameter estima-
tion, or in other words, “flatten” the distribution of model 
priors for the particular patient.

A hypothetical example of this approach is shown in 
Figure 1. Here, a level of 15 mg/L is collected at 22 h after 
the first dose. Using maximum a posteriori (MAP) Bayesian 
model prior weighting, the concentration- time curve (blue 
line) is simulated to lie somewhere between the measured 
value (solid circle) and the population prediction (green line). 
By using a flattened priors (FPs) approach, the PK parame-
ter estimates are allowed to drift further from the population 
estimates, and the concentration- time curve (orange line) 
passes closer to the measured value. In this example scenario, 
a second level collected at 47 h is better predicted by the FP 
approach compared to MAP.

Although this approach may improve the predictive ability 
of models used in MIPD for some subset of patients that devi-
ate substantially from the population average,11 to our knowl-
edge, there has not yet been a large- scale evaluation of the 
performance of FPs, nor an assessment of when this approach 
could prove beneficial. Here, we assess the predictive per-
formance of FPs on a large data set of adult patients treated 
with vancomycin for three different PK models. Second, we 
trained machine learning (ML) models to identify in which 

WHAT DOES THIS STUDY ADD TO OUR KNOWLEDGE?
Flattened priors (FPs) improve PK prediction accuracy for some patients. Machine 
learning (ML) models can identify clinical decision points benefitting from FPs.
HOW MIGHT THIS CHANGE DRUG DISCOVERY, DEVELOPMENT, AND/
OR THERAPEUTICS?
This work demonstrates how hybrid ML and Bayesian PK approaches can augment 
clinical decision making at the point of care while maintaining clinician autonomy 
and PK explainability.

F I G U R E  1  Schematic illustrating a patient in which using flattened priors (FPs) would have improved prediction precision of the second drug 
level relative to maximum a posteriori (MAP) Bayesian estimation. In this hypothetical scenario, the first level collected (the solid circle at 22 h) 
was 15 mg/L, and was used to inform MAP Bayesian estimation of the individua’s pharmacokinetic (PK) parameters (shown in the overlaid table) 
using either FP or MAP. These PK parameters were then used to simulate concentration- time curves, shown in the graph, and to predict the drug 
level at 47 h (solid square; 19 mg/L)
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scenarios the FP approach would lead to more accurate de-
scriptions of patients’ future drug concentrations. Finally, 
we benchmarked the hybrid ML/PK approach against a pre-
viously described continuous learning approach, in which 
PopPK models are retrained on collected PK data.

METHODS

Data source

De- identified data collected during routine clinical care of 
adult patients treated with vancomycin and entered into the 
MIPD clinical decision support software InsightRX Nova 
between January 1, 2018, and October 30, 2020, were used 
as a data source and analyzed retrospectively. Records were 
included in the analysis if they described patients greater than 
or equal to 18 years old from whom at least two vancomycin 
serum levels were collected within a single vancomycin treat-
ment course (defined here as vancomycin administered inter-
mittently with no more than a 14- day gap in between doses). 
Records were excluded if data recording issues seemed likely 
(for example, biologically implausible heights or weights, or 
doses of vancomycin greater than 6 g, or vancomycin serum 
trough levels greater than 50 mg/L), or if the data could not 
be unambiguously interpreted (for example, multiple simul-
taneous doses).

Pharmacokinetic modeling

PK models from literature were implemented in the InsightRX 
software. For each model and for each vancomycin treatment 
course, vancomycin serum levels were iteratively predicted. 
Using the first n levels, individual PK parameters were esti-
mated using MAP Bayesian estimation, minimizing the log 
likelihood of the posterior distribution given the distribution 
of the random effect parameters (i.e.. essentially optimizing 
� to minimize): 

where � is the vector of m random effects estimated for that 
individual, yi is a measured vancomycin serum concentration, 
ŷi is the corresponding predicted concentration given the es-
timated values of � and the PK model, �2 is the variance of 
the residual error for the observation, and �2

j
 is the variance 

of the interindividual variability for the jth estimated PK pa-
rameter. Concentration- time curves were simulated using these 
parameter estimates to predict the (n + 1)th concentration. 
Time- varying patient covariates (weight and serum creatinine) 

were censored to include only data available at the time of the 
nth level to avoid data leakage. PK parameter estimations were 
performed by multiplying the 

∑m

j= 1

�j

�2
j
 term in the equation 

above by the following values: 1.0, 0.6, 0.3, 0.125, or 0.02. The 
value of 1.0 produces conventional MAP estimates, the value of 
0.02 produces an extremely low level of model prior weighting, 
and the middle three values correspond approximately to lev-
els of FP available in the InsightRX Nova software. Maximum 
likelihood estimation was performed using the R package 
bbmle12 and concentration- time curves were simulated using 
PKPDsim.13

The predictive performances of the two estimation meth-
ods were assessed by the root mean squared error (RMSE) 
and mean percent error (MPE) of these iterative model pre-
dictions relative to observed values, defined as:

where yi is a measured vancomycin serum concentration, ŷi is 
the corresponding predicted vancomycin serum concentration 
for that individual, and N is the total number of measured drug 
levels across all patients. Variability in RMSE and MPE was 
assessed across 1000 bootstraps.

Machine learning model development

The ML task was defined as predicting at the time of collec-
tion of each drug level whether FP or MAP would produce 
a more accurate prediction of the subsequent drug level. We 
term these time points “decision points” because they ap-
proximately align with dose adjustment decision timing at 
the MIPD point of care. We defined FP as producing a more 
accurate prediction if the absolute value of the FP predic-
tion residual (calculated as (yi − ŷi)) was at least 2.5 mg/L 
OR 15% lower than the absolute value of the MAP predic-
tion residual, as this was considered a clinically relevant 
difference.

The data set was split into three folds: a test data set 
(23% of patients) used only for final evaluation of model 
performance, a training data set (58% of patients) used for 
model development, and a cross- validation data set (19% of 
patients) used for evaluation of model performance during 
model development. Twenty- nine derived features hypothe-
sized to be predictive of when to use FPs were calculated for 
each decision point, using only information available at the 
time of collection of the drug level. These features, detailed 
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in Table  S1, included information related to: patient char-
acteristics, such as age and body mass index; the collected 
level, such as the time elapsed between levels and the value of 
the most recent level; historical predictive performance of the 
PK models, such as the RMSE and MPE of past predictions; 
and how informative drug levels were toward MAP Bayesian 
estimation, such as the Mahalanobis distance and the reduc-
tion in uncertainty in PK parameters given the most recently 
collected level. Data were handled to avoid “data leakage” 
of future observations (such as future serum creatinine lab-
oratory results) into the data available at the time of a deci-
sion point. Correlation between the features was confirmed 
to be under 90% for all features. Features were scaled to be 
approximately normally distributed and range from −1 to 1 
(continuous variables) or have a value of 0 or 1 (categorical 
variables) to allow for comparison of feature weighting in 
models.

Three types of ML models were developed in R14: logis-
tic regression (LR; using R’s stats::glm), penalized logistic 
regression (PLR; glmnet package15), and XGBoost (XGB; 
xgboost package16). The LR and PLR models were fit using 
first- order interaction terms, and the PLR hyperparameter 
lamba was determined using 15- fold cross- validation. The 
XGB model was trained using fivefold repeated cross vali-
dation with five repeats and grid search for hyperparameter 
tuning. Cross validation during model training was per-
formed using the glmnet package and caret (Kuhn, 2020). 
A probability threshold of 50% was selected for recommen-
dation of FP.

Additionally, several “minimal models” were developed 
using only two features: (1) cumulative bias in MAP residu-
als and (2) the value of the last MAP residual (i.e., predicted 
value –  observed value). A PLR model was then fit using 
these parameters as described previously.

The performance of these ML models was assessed using 
the metrics accuracy, recall (sensitivity) and precision (speci-
ficity). These metrics were calculated as follows:

where FPTRUE is the number of decision points correctly classi-
fied as benefiting from FP using the threshold described above, 
FPFALSE is the number of decision points incorrectly classified 
as benefiting from FP when MAP would have performed bet-
ter, MAPTRUE is the number of decision points correctly clas-
sified as MAP and MAPFALSE is the number of decision points 

identified as MAP when FP would have been more predictive. 
Because these terms are defined requiring an improvement of at 
least 2.5 mg/L or 15% for FP to be selected, we noted that many 
of the FPFALSE instances were examples where FP indeed out-
performed MAP but by a threshold of less than 2.5 mg/L and 
by less than 15%. We therefore also define an additional metric 
termed effective precision, calculated as:

where FPBest refers to decision points where FP was recom-
mended and produced a smaller residual than MAP, and FPWorse 
where FP was recommended but produced a larger residual 
than MAP. During model development, we prioritized effective 
precision over recall, or, in other words, we prioritized the pro-
portion of recommendations to use FPs that were correct at the 
expense of missing some scenarios where FPs would have been 
more appropriate than MAP. We viewed this as the more con-
servative mode of failure, because we considered the standard 
of care for MIPD in clinical practice to be MAP.

The performances of the ML models were also assessed 
by the RMSE and MPE of PK model predictions if the rec-
ommendations of the ML models were followed at each de-
cision point. RMSE and MPE were calculated as described 
above.

Benchmark to continuous learning

Continuous learning (CL), in which the model priors are 
iteratively updated to refine an existing PopPK model re-
peatedly, has been previously proposed by us as a method 
to improve PK predictive performance for precision dosing 
applications.11,17 To benchmark the performance of the hy-
brid ML/PK strategy described here to CL, we re- estimated 
the model parameters of the three PK models on the training 
dataset. The PK models were implemented in NONMEM. 
Model coefficients, interindividual variability, and resid-
ual error were re- estimated using NONMEM version 7.4.3 
(ICON plc, Ellicott City, MD) for each model using the train-
ing data set, without altering covariate structure or model 
structure. Predictive performance of these re- estimated (RE) 
models was assessed by the RMSE and MPE of iteratively 
predicted drug levels using MAP.

RESULTS

Patients and data collection

There were 4679 patients in the de- identified data set that 
met the inclusion criteria. Patient records were randomly 

Accuracy =
FPTRUE + MAPTRUE

FPTRUE + MAPTRUE + FPFALSE + MAPFALSE

Recall =
FPTRUE

FPTRUE + MAPFALSE

Precision =
FPTRUE

FPTRUE + FPFALSE

Effective Precision =
FPBest

FPBest + FPWorse
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split into a training set, a cross- validation set, and a test set 
for final evaluation of the models. Patient characteristics for 
each of these data sets are summarized in Table 1. Of note, 
only 43% (2007/4679) of patients had more than two vanco-
mycin serum levels collected over the course of treatment. As 
a result, half (4610/9052) of the predictions are based on PK 
parameters estimated from a single drug level.

Predictive performance of flattened priors

Three previously published PK models were selected for 
evaluation. The Thomson model18 was selected as an exam-
ple of a PopPK model that performs well in a general adult 
patient population.19,20 The Goti model21 was selected as an 
example of a PopPK model that generally performs well19 
but produces known biases in its predictions.22 The Buelga 
model23 was selected as an example of a model with less pre-
dictive performance relative to other more recently published 
models.19,20 Furthermore, this model has a known misspeci-
fication; it is a one- compartment model, whereas the general 
consensus in the literature is that vancomycin follows two- 
compartment kinetics.

Prediction error (RMSE) was lowest for each PK model 
when using a model prior weight of 0.3– 0.6 (Figure  2a). 
However, in individual instances, lower or higher amounts 
of prior weighting often improved prediction precision 
(Figure 2b). Extremely low model prior weights (e.g., 1/50th 
of that of MAP) produced markedly higher RMSE relative 
to MAP: whereas in 26– 35% of individual decision points, 
these predictions were more precise, occasional highly erro-
neous predictions inflated the imprecision in aggregate. For 
subsequent analyses, we set the model prior weight for FP 
to one- eighth, balancing a substantially different and often 
improved prediction relative to the MAP estimate while not 
perilously ignoring the model prior.

Prediction error (RMSE; Figure  2c) and bias (MPE; 
Figure 2d) were higher for the Buelga model relative to the 

Goti model and the Thomson model, consistent with find-
ings reported elsewhere.19,20 For the Buelga model, predic-
tion accuracy and bias could be reduced by always using 
FP instead of MAP: in the majority of decisions (55%), 
FP would produce a more accurate prediction (Figure 2e). 
For the Goti model and the Thomson model, prediction ac-
curacy was similar overall for both MAP and FP. In 46% 
and 42% of decision points for the Goti model and the 
Thomson model, respectively, prediction error could have 
been reduced by using FPs. If the “best” estimation method 
had been selected at each decision point, RMSE would 
have been reduced by 20% for the Goti model (from 4.5 
to 3.6 mg/L) and 16% for the Thomson model (from 4.3 to 
3.6 mg/L). Prediction bias was lowest when naively apply-
ing FP. This finding is expected given that bias related to 
the anchoring effect of the model priors would be greatly 
reduced when using this method.

Applying machine learning to select model 
prior weighting

Given the potential improvement in predictive capacity by 
accurately identifying when to reduce the weight of the 
model priors, we wondered if traditional ML methods could 
aid in decision making. The ML task was structured as a 
classification problem: for a given drug level, should FP 
or MAP be used to most accurately predict the subsequent 
drug level?

Of the three types of ML models assessed, the XGBoost 
models were the most predictive, with accuracies ranging 
from 75 to 77% (Table  2). ML model effective precision 
was considered to be of particular importance, because this 
metric reflects the proportion of recommendations that rec-
ommend a change from standard practice that were correct. 
For the XGBoost model trained for the Buelga model, ef-
fective precision was 86%, indicating that six out of every 
seven decisions where FP was recommended were indeed 

T A B L E  1  Patient characteristics in training, cross- validation and testing data sets

Unit Training Cross- validation Testing

Patients N 2700 888 1091

Drug levels N 5153 1732 2167

Levels per patient N 2 (2– 6) 2 (2– 6) 2 (2– 6)

Percent female % 40% 42% 40%

Age (years) years 64.2 (31.2– 87.5) 64.5 (30.8– 88.6) 63.4 (33.1– 87.6)

Weight (kg) kg 84.2 (52– 153.4) 85.6 (52.5– 155.5) 86.4 (52.4– 158.2)

BMI kg/m2 28.1 (19– 47) 28.7 (18.8– 46.8) 28.6 (19– 49.2)

Serum creatinine mg/dl 0.9 (0.5– 2.6) 0.9 (0.5– 2.3) 0.9 (0.5– 2.3)

Abbreviation: BMI, body mass index.
Values indicate median (5th– 95th percentile) where appropriate.
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best served by using FP. ML model performance was similar 
for the Goti model and the Buelga model. The performance 
of the ML models trained for the Thomson model were lower, 
perhaps reflecting this PK model’s generally good predictive 

performance. If the recommendations of these ML models 
had been followed, the RMSE of PK predictions would have 
been reduced by 11– 22% relative to MAP (Figure 3a) and the 
MPE would have been reduced by 42– 74% relative to MAP 

F I G U R E  2  Effect of model prior weight on prediction precision. (a) Root mean squared error (RMSE) for each of the three pharmacokinetic 
(PK) models, using different model prior weights. (b) Proportion of clinician decisions for which the most precise prediction using a given model 
was made using that particular model prior weight. (c) RMSE using maximum a posteriori (MAP) estimation, flattened priors with a prior weight of 
one- eighth (FP) or the best of MAP and FP for each of the three models. (d) Mean percent error (MPE) using MAP, FP, or the best of MAP and FP 
for each of the three models. (e) Proportion of decision points in which FPs would have resulted in a more accurate precise prediction than MAP. 
Bar height indicates median RMSE, MPE, or proportion for 1000 bootstraps, error bars indicate the 2.5th– 97.5th percentiles of these quantities
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(Figure  3b). The presence of highly erroneous predictions, 
as assessed by outliers on a measured value- predicted value 
plot, was similar between MAP and the ML/PK hybrid ap-
proach (Figure S1).

The most predictive features showed good agreement be-
tween the PK models. For all three XGBoost models, the two 
most predictive features were cumulative bias in residuals 
and the value of the last residual (Figure 4). These features 

were also heavily weighted in the logistic regression and pe-
nalized logistic regression models (Figure S2).

These reductions in prediction error were benchmarked 
against RE versions of the PK models, in which the model 
priors were updated to reflect the data in the training data 
set. All three models minimized successfully, and the pre-
cision of the parameter estimates was good (Table S2). For 
all three PK models, the RE models were more predictive 

Model Accuracy Recall Precision
Effective 
precision

Buelga

Logistic regression 70.6 75.2 73.6 80.1

Penalized logistic regression 71.3 75.7 74.2 81.0

XGBoost 77.0 79.8 79.7 86.3

Goti

Logistic regression 70.8 62.6 72.6 77.7

Penalized logistic regression 72.1 61.5 75.7 81.7

XGBoost 75.3 70.0 76.6 82.6

Thomson

Logistic regression 70.1 57.8 66.8 74.3

Penalized logistic regression 69.3 53.3 67.1 74.9

XGBoost 74.8 65.9 72.0 81.2

T A B L E  2  Performance of the machine 
learning models for each of the three 
pharmacokinetic models, evaluated on the 
test data set

F I G U R E  3  Reduction in (a) root mean squared error (RMSE) and (b) mean percent error (MPE) for the three machine learning (ML) models 
(logistic regression [LR]; penalized logistic regression [PLR]; and extreme gradient boosting [XGB]), and the re- estimated (RE) PK models 
compared to maximum a posteriori (MAP) Bayesian estimation, to naively using flattened priors (FP), or to using the best of MAP and FP. Bar 
height indicates median RMSE or MPE for 1000 bootstraps, error bars indicate the 2.5th– 97.5th percentiles of these quantities
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than the published models and approximately matched the 
performance of the ML/PK hybrid approaches (Figure  3). 
For the Buelga and Goti models, re- estimation reduced pre-
cision bias considerably, consistent with these models having 
known prediction bias or misspecification.

A minimal model for guiding clinical 
decision making

Because two features were consistently identified as im-
portant for ML model performance, we wondered if a min-
imal model, using just these two features, could achieve 
similar performances. The minimal model was trained 
on data from all three PK models using penalized logis-
tic regression. Expressed as a formula for calculating the 

probability that FP should be used (P(flattened)) this model 
translates to:

where X1 is the value of the most recent residual (i.e., the 
value predicted less the value measured), capped to a max-
imum of 25 mg/L and a minimum of −25 mg/L, and X2 is 
calculated from the MPE of all prior residuals as follows:

and capped to a minimum of −1 and a maximum of 3. 
These data transformations were selected empirically to 
approximate a normal distribution with few extreme outli-
ers in the training data set.

Overall, the predictive performance of this minimal 
model was surprisingly good despite its simplicity, with 
an accuracy of 65% and an effective precision of 76% 
(Table S3). Prediction error, as measured by RMSE, was 
higher than for the XGBoost models, but lower than that of 
MAP (Figure 5).

To evaluate the generalizability of these results across PK 
models, we next retrained the minimal model on data consist-
ing of pairwise combinations of the PK models, evaluating 
these models on the third, unseen PK model. The accuracy 
(59– 66%) and effective precision (71– 81%) of these minimal 
ML models was similar to the minimal model trained on data 
consisting of all three PK models (Table S3), although recall 
was considerably lower (27– 52%). RMSE was similar to that 
observed with the general minimal model (3.7– 4.5  mg/L; 
Supplementary Figure S3).

DISCUSSION

PopPK models are a powerful tool for informing precision 
dosing, however, not all patients are well- described by model 
priors. Here, we show that reducing the weight of the model 
prior during Bayesian estimation of individual PK parame-
ters improves PK predictions for some patients. We combine 
this FP approach with traditional ML techniques to recom-
mend when to downweigh model priors, identifying past pre-
diction errors and consistent bias in prediction errors as PK 
model- independent factors to consider when deciding to use 
FP. This hybrid ML/PK approach is, to our knowledge, the 
first application of ML to improve PK modeling within an 
MIPD context.

y = 0.0289X1 − 0.812X2 + 0.210X1X2 − 0.539

P (flattened) =
exp (y)

1 + exp (y)

X2 =

�
−
√
�MPE� if x<0√
MPE if x≥0

F I G U R E  4  The 10 most important features for the XGBoost 
models trained to predict the need for flattened prior for the Buelga, 
Goti. and Thomson pharmacokinetic models. Feature importance is 
the fractional contribution of that feature to the model. CL, clearance 
learning; eGFR, estimated glomerular filtration rate; RMSE, root mean 
squared error; SCr, serum creatinine
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Applications of ML to MIPD to date have found that ML 
models are often able to accurately estimate past drug ex-
posure,24,25 predict future drug exposure,26– 28 or select dos-
es.29– 32 However, the improvement in accuracy from these 
earlier approaches comes at the expense of pharmacological 
interpretability and the ability to simulate patient response to 
alternative dosing regimens.24,33,34 An advantage of the com-
bination of ML and PK models as described here is that clin-
ical decision making is augmented by ML while maintaining 
the ability to forecast patient PKs and extract mechanistic 
insight from PK parameter estimates. Improving predictive 
performance for patients with unusual PKs by allowing more 
flexibility in individual PK parameters has been proposed be-
fore.35,36 Our approach differs in that it allows reduction of 
the prior weight at each decision point rather than introduc-
ing flexibility over time.

Application of FP ameliorates one of the primary draw-
backs of Bayesian dosing approaches: the requirement that 
the prior model should match the patient well to allow ac-
curate predictions, especially in cases with limited sam-
pling. Because FP downweighs the prior, it relies less on the 
model development population, and more on the individual 
patient’s data. However, the risk of this approach when ap-
plied in clinical practice is that the model may overfit the 
data. Responsible implementation of MIPD requires clinical 

judgment to assess the possibility of errors, such as data entry 
issues, measurement error, medical considerations not cap-
tured by the PK model, or other possible explanations when 
a model returns an extreme or unexpected prediction. This 
clinical judgment is particularly important when applying FP, 
because the anchoring effect of the model prior is minimized. 
This study provides guidelines to consider when choosing 
whether to use MAP or FP.

This study was conducted on vancomycin PKs in adults, 
and it will be interesting to see how well it generalizes to other 
populations and drugs. PK model covariates, such as creatinine 
clearance and weight, were not heavily weighted by the ML 
models for recommending FP, likely because these covariates 
already inform PK model predictions. Instead, the ML models 
relied predominantly on metrics related to past predictive per-
formance, and a minimal model trained only on two features 
related to past PK predictive performance nearly matched the 
performance of more complex ML models in terms of reduc-
ing PK prediction RMSE. The minimal models evaluated on 
unseen PK models also performed quite well. Together, these 
data suggest that past prediction residuals and bias in past pre-
dictions are important indicators of when to use FP, and that 
these results likely generalize to other PK models.

As an example of the application of the minimal model 
in practice, consider again the hypothetical patient shown 
in Figure  1. The first level was predicted to be 8.15  mg/L 
(using population estimates, because no drug levels were 
available yet), however, the first level was measured to be 
15  mg/L. In the minimal model presented above, with 
X1 = 8.15 − 15 = − 6.85 and X2 = −

√
6.85∕15 = − 0.676, 

the probability that FP should be used for estimating PK pa-
rameters is 69%. Because this probability is greater than 50%, 
the minimal model would recommend FP here. Upon verify-
ing that the patient’s dosing and laboratory result history was 
recorded accurately, the clinician could then use FP rather 
than MAP when adjusting the patient’s dose. This minimal 
model could easily be incorporated within existing MIPD 
clinical decision support software, allowing for automated 
detection of the best estimation method. It will, however, 
be important to validate this approach prospectively before 
adoption of this heuristic into clinical practice.

All FP predictions made here used a factor of one- eighth 
to downweigh model priors, allowing the ML task to be 
posed as a simple binary classification problem. Future more 
sophisticated applications of the hybrid ML/PK approach 
could recommend a range of model prior weights, including 
more conservative or more aggressive flattening, or estimate 
the optimal model prior weighting.

Predictive performance was evaluated iteratively, using 
the first n levels to predict the (n + 1)th level. The improved 
predictive performance of the hybrid ML/PK approach 
likely reflects a more accurate estimation of individual PK 
parameters. As a result, past exposure estimations made 

F I G U R E  5  Performance of the minimal model for recommending 
the use of flattened priors, as measured by (a) root mean squared error 
(RMSE) and (b) mean percent error (MPE) relative to the median 
performance of maximum a posteriori (MAP) Bayesian estimation, 
and the full XGBoost predictive model (XGB) for each PK model. Bar 
height indicates median RMSE or MPE for 1000 bootstraps, error bars 
indicate the 2.5th– 97.5th percentiles of these quantities
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using these individual PK parameters would also likely be 
more accurate.

Finally, we benchmarked the performance of RE model pri-
ors against the performance of the ML models for predicting FP. 
In a previous study,17 we found that this continuous learning ap-
proach improved the predictive performance of PK models, but 
that this improvement was particularly noticeable for population 
(or a priori) estimates, before drug levels have been collected. 
In contrast, in the present study, we evaluated only the perfor-
mance of a posteriori predictions made using at least one drug 
level to inform parameter estimates, because FP is not applica-
ble to a priori estimation. For the Goti and Buelga models, RE 
outperformed or matched the ML models in reducing prediction 
error, however, the RE Thomson was outperformed by the ML 
models. This finding is consistent with the Thomson model’s 
already good performance in a general adult population and 
shows there is likely an additive benefit of joint application. A 
data- driven continuous learning MIPD system could therefore 
incorporate both approaches: RE to update a model to best re-
flect a particular population and ML to identify patients that are 
still poorly reflected by these model priors.
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