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Abstract: There is a trend towards using wireless technosogme networked control
systems. However, the adverse properties of thie cdhnnels make it difficult to design
and implement control systems in wireless enviramseTo attack the uncertainty in
available communication resources in wireless obnglystems closed over WLAN, a
cross-layer adaptive feedback scheduling (CLAFS)es® is developed, which takes
advantage of the co-design of control and wire@samunications. By exploiting cross-
layer design, CLAFS adjusts the sampling periodsasftrol systems at the application
layer based on information about deadline missoratid transmission rate from the
physical layer. Within the framework of feedbackeduling, the control performance is
maximized through controlling the deadline missorakey design parameters of the
feedback scheduler are adapted to dynamic change®e ichannel condition. An event-
driven invocation mechanism for the feedback scleedis also developed. Simulation
results show that the proposed approach is efficiendealing with channel capacity
variations and noise interference, thus providingeaabling technology for control over
WLAN.
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1. Introduction

With recent advances in wireless technologies, lesge control systems (WCSs) are attracting
increasing attention from both academia and ingiyd#4]. In a WCS, spatially distributed nodes of
sensors, controllers and/or actuators are inteextied with wireless links. The use of wireless
technologies in control applications has many athges compared to wired networked control
systems that are dominant at the moment. For iostamireless networks allow flexible installation
and maintenance, mobile operation, and monitoring eontrol of equipments in hazardous and
difficult-to-access environments. Another importéattor that instigates the deployment of wireless
sensor/actuator networks is their relatively cheapsts.

However, wireless communications raise new cha#engr control system analysis and design.
Wireless channels have adverse properties, sugbaths loss, multi-path fading, adjacent channel
interference, Doppler shifts, and half-duplex ofieres [1]. While traditional wired networks usually
have fixed communication capacity, the link capaoitwireless channels may vary significantly over
time [5-7]. Because the operations of wirelessdtaivers are half-duplex, wireless systems cannot
support non-destructive medium access control (MAtocols. From the control point of view,
communication networks introduce problems relaedielay, packet losses, and jitters. Compared
with wirelines, wireless links make these problemsre pronounced [8,9]. For instance, the bit error
rate of a wireless channel is typically severalesnhigher than that of a wired connection [10]. SEhe
phenomena degrade the quality of control (QoC),eeen cause system instability in extreme
circumstances [5,11].

The area of WCSs is still in its infancy. The shiliay of diverse wireless technologies for control
applications has been studied through both sinmrat[12-14] and experiments [7,10,15]. A number
of proposals on modifying established communicatieechanisms for wireless networks to achieve
real-time guarantees have been presented, e.@7]L&ome other researchers, mostly from the cbntro
community, attempt to design controllers robughtemporal non-determinism of wireless networks,
for example, [6,18].

In contrast to all these papers, the focus of wigk is on co-design of real-time control and
wireless communications. Because of its interdls@py nature, this co-design is complicated, with
limited results reported in the literature. Liu a@dldsmith [19] introduced the methodology of cross
layer design into WCS design, and presented al&yer framework. But adaptation of the sampling
periods of control loops is not considered. Throsgidying the impact of varying fading wireless
channels on control performance, Mostofi and Mur@ly suggested that the controller parameters
should be dynamically adapted with respect to ceboonditions. An offline approach to optimize the
stationary performance of a linear control systgmjdintly allocating communication resources and
tuning parameters of the controller is presented2b]. Different methods for adapting sampling
periods at runtime have been developed in e.g1]1P]]. All these methods are based on algorithms
with fixed parameters. Consequently, the effectyarfying channel conditions such as changes in
network transmission rates are not attacked. Inrecent work [3,4,9], we presented several design
methods for control systems over wireless netwodks. integrated framework that adjusts the
maximum number of allowable data retransmissioangpts and tunes the controller parameters is
given in [22]. Different approaches to dynamic bamih allocation through dynamically adjusting
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sampling periods are presented in [23,24] for wieehetworked control systems. Additionally, almost
all existing solutions for online sampling periadjwstment are time triggered.

Considering WCSs closed over IEEE 802.11b WLANSs thaper develops a cross-layer adaptive
feedback scheduling (CLAFS) scheme [25] that dywaltyi adjusts the sampling periods with respect
to variable channel conditions. The primary objextis to provide QoC guarantees for WCSs via
flexible resource management in dynamic environsémat feature noise interference and variability
of the network transmission rate. Based on crogs-ldesign, this scheme takes advantage of sharing
and exchanging of information across the physiegled and the application layer within the
communication protocol stack of WLAN. The samplpeyiods of control loops are adapted online to
control the deadline miss ratio (DMR). To cope witynamic variations of the link capacity, the
feedback scheduler uses a simple proportional @bmigorithm with adaptive parameters. Since
interference and node movement in wireless systams stochastic and unpredictable in most
situations, it is usually hard to select an apgedprinvocation interval for a time-triggered feadk
scheduler. To address this problem, an event-diiwepcation mechanism for the feedback scheduler
is suggested. This mechanism contributes not anhgduction of overheads (on average), but also to
quick responses to changes in communication res@wailability, resulting in further improvement of
practical performance of the feedback scheduler.

This paper is organized as follows. Section 2 dessrthe architecture of the control system
considered. The case used as an illustrative exathppughout the paper is also given. In Section 3
the employed cross-layer design methodology isrdest, followed by an analysis of the temporal
properties of the studied WCS in terms of DMR. Tliea CLAFS scheme is presented along with
relevant algorithms. Section 4 presents the evewed invocation mechanism for the feedback
scheduler. In Section 5 the effectiveness of thepgsed approach is validated by simulations
highlighting its advantages. Finally, Section 6 dades with discussions on possible extensions over
the proposed approach.

2. System Model

Consider a WCS shown in Fig. 1, where, besidesnéerfering loop, there are altogethir
independent control loops. Each control loop cdssié a smart sensor (S), a smart actuator (A), a
controller (C) and a physical process (P) to betrotied. To facilitate time synchronization, assume
that the sensor and the actuator run on top o$ange clock platform. The nodes communicate using
the IEEE 802.11b protocol. The computation timealbtontrol tasks on the controllers are assumed
to be negligible relative to communication delalise total delay within a control loop is conseqiyent
equal to the sum of the communication delay of dathdata from the sensor to the controller and the
communication delay of control command from thetoaler to the actuator, including both waiting
delays and transmission delays.

In the context of wireless control, there are kalidwo classes of deadline misses. The firstxlas
is that the sample data or the control commanullg kost during the course of transmission dubeito
errors, noise interference, low received signargjths, etc. In contrast, in the second class adlde
misses, the control command is actually receivethbyactuator, but the communication delay exceeds
the deadline, which equals the sampling period.
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Figure 1. Architecture of a wireless control system.

2.1. Communication over WLAN

IEEE 802.11b protocol [26] specifies two medium essc coordination functions, the mandatory
distributed coordination function (DCF) that is edn Carrier Sense Multiple Access with Collision
Avoidance (CSMA/CA) and the optional point coordioa function (PCF). Unlike wired nodes,
wireless nodes cannot detect collisions becauseateehalf-duplex, i.e. they cannot send and receiv
signals at the same time. CSMA/CA delivers a b#stteservice, thereby providing no bandwidth and
delay guarantees.

In IEEE 802.11, each node senses the medium bsffartng a transmission. If the medium is idle
for at least a DCF interframe space (DIFS), thekptics transmitted immediately. If the medium is
sensed busy, the node waits for the end of therutransmission and then starts the contentico, al
called backoff process. The node selects a randackolf time. During the backoff process, the
backoff timer is decremented in terms of slot tiaselong as the medium is idle. When the medium is
busy, the timer is frozen. When its backoff timgpiees, if the network is still idle, the data patks
sent out. The node having the shortest contengbaydvins and transmits its packet. The other nodes
just wait for the next contention. If another cgiin occurs, a new backoff time is chosen and the
backoff procedure starts over again until some timé is exceeded.

2.2. Case Study

There are three identical control loops in the WIGSN = 3. Each of the processes under control is
an independent DC motor [27] modelled in continutoee form:

6() = 2020.826
(s+26.29)6+ 2.296 (1)

The controllers use the PID (Proportional-Inted@dakvative) control law with a continuous-time

form G, ,(s) =K, +%+KDS. The controller parameters af¢ = 0.1701,K, = 0.378, anKp = 0.

Digital controllers are designed by discretizinghtbouous-time controllers. As sampling periods are
changed, the controller parameters of digital cilrs are updated accordingly.
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Due to node movement, the communication distantedas the controller and the process (where
the sensor and the actuator are attached) may etdurghg runtime. According to the properties of
wireless signal transmission, the received sigriegngths drop with increasing communication
distances. When the signal-to-noise ratio of tleeiked signals is below a certain level, IEEE 80B8.1
will make the trade-off between speed and commtinicaeliability by reducing the transmission rate,
for example, from the usual maximum value of 15.f® 2, or even 1 Mb/s [10]. This inherent feature
of 802.11b gives rise to variability of channel aeijpy, a crucial issue that should be taken inttmant
when designing control systems closed over WLAN.

Apart from the changes in channel capacity, angthablem that needs to be addressed is the effect
of noise interference on QoC. In the subsequeniose; a general solution for these problems wall b
proposed and validated, while using this case akkuatrative example.

3. Cross-Layer Adaptive Feedback Scheduling

To enable wireless control in dynamic environmethis,feedback scheduling technology is adopted.
It has been shown that feedback scheduling is guidenising in managing uncertainties in resource
availability [28,29]. This motivates the use ofsthechnology in dynamic management of the variable
communication resources in WLAN. To cope with theexse properties of wireless communications,
the cross-layer design methodology, a techniqueishgaining increasing importance in networking
applications, is incorporated with feedback schiedul

3.1. Cross-Layer Design Methodol ogy

The design of wireless networks is often based @myered network protocol stack, and the design
and operation of different network layers are safeat. As shown in Fig. 2, IEEE 802.11b specifies
two layers, i.e., the physical layer and the MA®-fayer, among the seven-layer OSI reference model.
At the physical layer 802.11b specifies four difier levels of transmission rates, i.e., 1, 2, ary
11Mb/s. At the MAC layer 802.11b exploits CSMA/C@ $olve resource contention among multiple
nodes. In the context of wireless control, it iguitive that the control applications are at the
application layer.

Figure 2. Cross-layer design framework for wireless contystams.
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systems at the application layer. To maximize Qs necessary to take advantage of dynamic
interactions between the physical layer and thelicgimn layer. Cross-layer design should be
exploited to achieve application adaptation [19,30]

In this paper, the sampling periods of control Bape chosen as the parameters of the application
layer. The main reason behind this choice is thatsampling periods influence not only the QoC but
also the workload on the network, which affectsadbenmunication delay and the DMR. In a sense, the
DMR can be regarded as an indicator for link quadissociated with the physical layer. Since the
transmission rate may change at runtime, it ndyubelcomes another parameter at the physical layer.
Consequently, the basic role of feedback scheduhag exploits cross-layer design is to adjust the
sampling periods of control systems at the apptioalayer based on information about DMR and
transmission rate from the physical layer.

In wireless networked systems, a straightforwardigie objective of feedback scheduling is to
control the DMR at a desired level. Since WLAN doed support non-destructive communication
protocols, it is impossible to analyse the systamedulability for WCSs. Therefore, the network
utilization is not a suitable choice for the cotird variable for feedback scheduling. Without la$s
generality, the DMR of all control loops is usedtls controlled variable of the feedback scheduling
system. Actually, because WLAN employs a MAC protofeaturing random medium access, the
DMR of control loops also reflects the level of DMRinterfering signals.

3.2. Analysis of Deadline Misses over WLAN

Before designing the feedback scheduling algorittha,temporal behaviour of WLAN in terms of
DMR needs to be studied. In the following, the etfeof the transmission rateand the sampling
periodh on the DMRp are analysed through simulation experiments.

Figure 3. Deadline miss ratio of the wireless control system.
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Assume that there is no interfering signal in thigteam shown in Fig. 1, and the sizes of all data
packets to be transmitted over the network are 1 KiB. 3 depicts the DMR of the system with
different transmission rates and different samplegiods. For each pair of transmission rate and
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sampling period, the simulation is run 10 timeshefor 3 seconds. Each value given in Fig. 3 is the
arithmetical mean of the DMRs recorded separatetiieése 10 runs.

Since the three control loops in the system arepbetely identical, every change in sampling
period shown in Fig. 3 implies that the samplingqus of all three control loops are adjusted at th
same time. With a given transmission rate, the Didi&Rreases as the sampling period increases, and
the rate of the change also decrease gradually.

When the sampling period is relatively small, thework traffic is heavy, resulting in frequent
collisions among communication nodes. As a resiéi, communication delay of a data packet may
become large, even go beyond the deadline, or &t plcket may be dropped due to too many
retransmission attempts. In such situations, theRDMII be large. Enlarging the sampling period can
reduce the DMR. The reasons behind can be explaisi¢éallows.

* Firstly, the increase of sampling period reducesamount of network traffic and hence the
probability of node collisions. Consequently, themtnunication delay of data packets
decreases on average, and the possibility of datkeps being dropped also decreases thanks
to the reduction in the number of retransmissioenapts.

* Secondly, as the sampling period increases, thdlidea of data packets to be transmitted
increase accordingly. Consequently, longer comnatioic delays are allowed. Both of these
effects result in reduced DMRs.

Comparing the results for= 5.5 Mbps and = 11 Mbps, it can be seen that larger transmissita
benefits the reduction of DMR, especially when ¢benmunication resources are scarce. For instance,
when h = 12 ms, the DMRs for=5.5 and 11 Mbps age= 77.6% and 2.7%.

3.3. Adaptive Feedback Scheduling Algorithm

From the above analysis, the basic idea of feedbels&duling of WCSs can be stated as follows:
with the goal of maximizing QoC, dynamically adjuste sampling periods of control loops to
maintain the DMR at a desired level. From the adnperspective, lower DMRs are always better.
Therefore, large sampling periods should be usedda deadline misses.

However, it is not easy to completely avoid deagllmisses in a typical wireless environment. As
also shown in Fig. 3, in order to reduce the DMR twear-zero level, quite a large sampling periagl h
to be assigned to each control loop. Unfortunatatyording to sampled-data control theory, such a
large increase in sampling period could degrad€xh@ remarkably. In this context, the resulting QoC
of the system may be adversely deteriorated, réggdf the decrease in the DMR. Therefore, in
WCSs it is favourable to maintain the DMR at anrappgate non-zero level [10,21].

Within the framework of feedback scheduling, we assimple proportional control algorithm to
adjust the sampling period:

Ah(j) = K [&(]j) 2)

where K is the proportional coefficieng(j)=p(j)-pr is the difference between actual DMR and its
desired value, angl is the index of the invocation instant of the feeck scheduler. Taking into
account the constraint on the maximum allowable pdizugp period hyax Of the control loops, the
sampling period gtth instant is then calculated by:
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h(j) =min{h(j -1) + K&(}), h..} 3)

In the above algorithm, the proportional coeffiti&hand the DMR setpoint; are two key design
parameters. Related design considerations areilbeddrelow.

3.3.1. Proportional Coefficient

As shown in Fig. 3, when the DMR is at a high lefrelative to the desired level), changes in the
sampling period will affect the DMR significantlyhe DMR could then be brought back to the desired
level by only a small change in the sampling periddcordingly, the value oK should be set
relatively small. Otherwise, when the DMR is atoavllevel, the effect of the change in sampling
period on the DMR is less significant. To achidve tlesired level of DMR more quickly, the value of
K should be set larger.

In this work, a simple yet illustrative algorithnivgn by (4) is used to adakit

Ko/2 p (Kp, &p"
K=.Ke  pDpo-<p (K< p p (4)
2K, p (K bpo-

whereKy can be obtained from simulation experimeig; andAp- are user-specified parameters.

Generally Ko inversely relates to the slope of the curve of DMR the operation point, and
consequently changes with the transmissionrrated the DMR setpoint;.

Besides the above equation, there are other addamigerithms that could potentially be more
efficient in adjustingK, for example, the gain scheduling method from #dapcontrol theory.
However, these complex algorithms also add burdenenline computations associated with the
feedback scheduler, thus causing larger overheads.

3.3.2. Deadline Miss Ratio Setpoint

For a given control system, the effects of samplpegiod and DMR on QoC are deterministic,
while the DMR is related to the sampling periodefi@fore, for a given system setup, there exists an
optimal operating point, sal( pr), at which the system will in principle achieve thest QoC. Ideally,
the best feedback scheduling performance couldchewed by setting the desired level of DMR to
this optimal point. In practice, the relationshipgween the QoC, the DMR, and the sampling period
are complicated, and therefore cannot be explidiégcribed. Most often a DMR setpoint close to the
optimal one could be chosen through simulation@nelperimental studies.

Suppose the point A, pr1) in the schematic diagram Fig. 4 is the setpant £ 5.5 Mbps, which
is (very close to) the optimal operating point. Whke transmission rate changes, e.g., from 513.to
Mbps, the operating point of the system will becoBi&,, pr1) if a fixed DMR setpoint is used.
Clearly, the sampling period at point B decreasdative to A. Since trade-offs should be made
between DMR and sampling period so as to achiegdist QoC, it is still possible to improve the
QoC relative to the operating point B by propergreasing the sampling period, which reduces the
DMR. Therefore, if A is the optimal operating poifor r = 5.5 Mbps, then the optimal sampling
period forr = 11 Mbps will be some value, shy, that falls in the intervah{,, h;1). This suggests that
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when the transmission rate increases, the QoC dmuidhproved through decreasing the value,pf
for example, using,, as the new setpoint.

Figure 4. Schematic diagram for adapting deadline miss satpoint.
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Based on this observation, we propose to adapDMR setpoint to different transmission rates.
The setpoints used in this paper are simply set to:
_[10% if r=5.t
5% it =t ®)

Since only two cases, i.e.= 5.5 and 11 Mbps, are considered in our simulaggperiments,
Equation (5) gives only the corresponding two valig p,. Since practical control systems are always
designed capable of tolerating some level of DMRsye is often a considerably large room for
choosing the value of;. Alternatively, compensation methods, e.g. [4];, packet losses can be
adopted in control loops to alleviate the negagiffect of deadline misses on QoC.

Figure 5. Pseudo code for cross-layer adaptive feedback athgd

Cross-Layer Adaptive Feedback Scheduling {
/IDetermine hyax, Ko at pre-runtime
Measure deadline miss ratio p;

Measure transmission rate r;
//Adapt parameters if necessary
IF r changes

Update Ky

Update p; using (5)
END
Determine K using (4);
//Compute new sampling periods
Calculate e—p-py;
Calculate Ah using (2);
Reassign sampling periods according to (3);
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Fig. 5 gives the pseudo code for the above-destifbedback scheduling algorithm. It can be seen
that this algorithm exhibits online adaptability two aspects: 1) the adaptation of the proportional
coefficientK to deal with the nonlinear relationship betwees ElMR and the sampling period; 2) the
adaptation of the DMR setpoint to deal with therges in the transmission rate.

4. Event-Triggered I nvocation

Feedback schedulers are usually time triggeredol®ous advantage of this mode is that it makes
it convenient to design and analyse the feedbatlediders using feedback control theory and
techniques. In wireless environments where therenmental changes including noise interference
and node movement are irregular and bursty, howeverould be very difficult to choose an
appropriate invocation interval for time-triggerfeg@dback schedulers.

On one hand, the invocation interval cannot beteetsmall because accurate DMRs would be
impossible to obtain. Therefore, the feedback saleedvith a large invocation interval will not be
capable of coping with, in a timely fashion, inednce and node movement that occur between two
consecutive invocation instants. On the other hamein a relatively small invocation interval is dse
it is possible that the system stays in steady $tatquite a long time, when there is actuallyneed
for sampling period adjustment. In this situatibme-triggered feedback schedulers could potegtiall
waste resources in periodic execution of feedbatieduling algorithms and unnecessary update of
system parameters.

To address this problem, an event-triggered invocatmechanism is proposed to improve the
efficiency of feedback schedulers. Discussed bétdwow to implement this mechanism.

4.1. Design Methodol ogy

The schematic diagram of the event-triggered inttosamechanism is depicted in Fig. 6. With a
structure similar to event-based controllers [3hgre are basically two parts in this invocation
mechanism [28], the event detector and the feedbelo&duling algorithm. The event detector is time-
triggered with a period ofgp, while the feedback scheduling algorithm is triggeby theexecution-
request event issued by the event detector.

Figure 6. Schematic diagram of event-triggered invocation.

Execution
Event Request Feedback
Detector Sched_uhng
Algorithm
Time-Triggered Event-Triggered

The design of the event detector is a key issueani@glementing the event-triggered invocation
mechanism. The major role of the event detecttw decide under what conditions the system needs to
execute the feedback scheduling algorithm. Intelyivwhen the DMR is in or close to a steady state,
there is no need to execute the feedback schedallgogithm. If the DMR deviates significantly from
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the desired level, it becomes mandatory to rurfébdback scheduler to adjust system parameters. In
this paper the following condition is used for isgutheexecution-request event:

lpk)-p, RO (6)

According to (6), the feedback scheduling algorittuii be executed if and only if the absolute
difference between the actual DMR and its desiesllis no less than a specific thresh@ldn this
way, the disadvantages of the time-triggered inttonanechanism with respect to response speed and
overhead are avoided. Furthermore, the negativaxtefif measurement noise on the DMR may be
alleviated naturally.

There are two important parametefgp andd. Generally speaking, choosing these parameters
demands careful trade-offs between quick responddaav overhead. Thanks to the small amount of
computations of (6), it is possible to assign gaitemall periodlgp to the event detector to achieve
quick response while keeping the feedback schegluimernead small. The magnitude of the
measurement noise should be taken into account déeding the value af. A ¢ value that is slightly
bigger than the magnitude of measurement noiseldmilused to reduce the times of execution of the
feedback scheduler, which results in smaller ovathe

5. Performance Evaluation

To evaluate the performance of the proposed eviggered CLAFS scheme, this section conducts
simulation studies for the case given in Sectiarsidg Matlab along with the TrueTime toolbox [12].
Consider the following two scenarios:

* Scenario I: The controller and the process areedlo®ach other, WLAN operates at 11 Mbps,
there is no interfering signals= 0.03,Ko = 0.018;

* Scenario Il: Due to increased distance betweerdh&oller and the process, the transmission
rate drops to 5.5 Mbps, the interfering transmigends a data packet of 1 KB to the
corresponding receiver every 10 mis; 0.06,Ko = 0.008.

It can be seen that differefitvalues have been used in these two scenarios.isThiecause: 1) the
DMR setpoints for different transmission ratesdifierent, 2) this makes it convenient to compée t
event-triggered feedback scheduling and time-trigiéeedback scheduling, see Subsection 5.2.

Some parameters used in the simulations are asv&llithe nominal sampling peridg = 15 ms,
hmax = 50 ms.Tep = 500 msAp” = 0.1, and\p™ = 0.08. It is worth mentioning that completely itieal
results cannot be guaranteed for each run of thalation even with the same system setup. This is a
natural consequence of the inherent stochastiareaif communications over WLAN. All results
given below are the only representative ones amuengy obtained from a variety of simulation runs.

5.1. Feedback Scheduling vs. Traditional Design Method

In the first set of simulations, the proposed CLAR®thod and the traditional design method
without any feedback schedulers (denoted Non-F&)campared. Since the three control loops are
identical and WLAN adopts a random medium accesgrab mechanism without distinguishing
between them, all loops are equivalent in principleerefore, only the responses of one control loop
are given below.
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Figure 7. Control performance Figure 8. Control performance with CLAFS.
without feedback scheduling.
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Fig. 7 depicts the step responses of loop 1 unidfereht scenarios when the traditional method is
used. It can be seen that the system performs galiewhen the transmission rate of WLAN is 11
Mbps. However, under the second scenario, i.e.nvthe transmission rate drops to 5.5 Mbps with
interfering signals, the system finally becomedainie.

Fig. 8 shows the system performance when CLAF@lapt@d. The system not only performs well
under Scenario |, but also achieves good QoC uadenario .

The sampling periods and the DMRs under differasitemes are shown in Figs. 9 and 10,
respectively. With the traditional method, the singpperiods of all control loops are fixed at rume,
i.e., h=15 ms. When WLAN runs at 11Mbps (i.e., under Sdeny the DMR is small with a mean of
0.9%. Consequently, the QoC is good. Under Scerlaribe DMR remains nearly 100% when time
t > 2s, implying that almost all data packets traited on the WLAN miss their deadlines. This
inevitably gives rise to system instability.

Figure 9. Sampling periods. Figure 10. Deadline miss ratio.
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As can be seen from Figs. 9 and 10, the CLAFS seheffiectively controls the DMR through
dynamically adjusting the sampling periods. Undeertario |, the sampling periods of the control
loops decrease from time t = 0, and remain at adgtéevel i.e. around 8 ms after time t =5 s. The
DMR also keeps at a low level, with a mean of 1.Pally, it approaches its setpoint 5%. The levels
of the DMR under both schemes are close, but thpkiag periods are smaller when CLAFS is used.

Under Scenario Il, CLAFS successfully avoids higMRs by increasing the sampling periods
gradually. After a transient process, the DMR kemaind the setpoint 10%. It can be seen that both
the sampling periods and the DMR increase on aeewader Scenario |l relative to Scenario |, which
may have some negative effects on the QoC. Constdguthe QoC is slightly worse in Scenario |
than in Scenario I, as shown in Fig. 8.

The above simulation results show that the prop@ie®FS scheme is able to effectively attack the
problem of transmission rate changes and ambieise noterference, thus improving the quality of
control of the whole system.

5.2. Event-Triggered vs. Time-Triggered

In the second set of simulations, the performarfcevent-triggered and time-triggered CLAFS
methods is compared. To facilitate comparisons wighevent-triggered scheme simulated in the first
set of experiments, the invocation interval for tinee-triggered feedback scheduler is seT@as Tep
=500 ms.

Fig. 11 depicts the step responses of loop 1 ubd#r scenarios when the time-triggered CLAFS
scheme is applied. The QoC is pretty good. Comgdfig. 11 with Fig. 8, it can be seen that the time
triggered and event-triggered CLAFS achieve coniparQoC.

Figure 11. Control performance with time- Figure 12. Sampling periods and deadline
triggered feedback scheduling. miss ratio for time-triggered feedback
scheduling.
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The sampling periods and the DMRs for the systemgusme-triggered CLAFS are presented in
Fig. 12. They vary in the same manner as undertdxiggered CLAFS. The main difference between
them is that with event-triggered feedback schadulhe sampling periods remain unchanged at some
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consecutive sampling instants (see Fig. 9), whigplies that the feedback scheduler does not agtuall
execute, whereas the sampling periods are updateseay sampling instant when time-triggered
feedback scheduling is used (see the upper p&igofl2).

To this point only the QoC is examined, whichidsal in that the effect of feedback scheduling
execution is not taken into account. That is, ia #bove simulation experiments the overhead of
feedback scheduling is neglected. For the purpdseomparison, thetimes of execution of the
feedback scheduler is used as a simple criterioméasuring the feedback scheduling overhead.

Table 1. Comparison of event-triggered and time-triggereacations.

Scenario | Scenario Il

Time-Triggered Event-Triggered Time-Triggered &iv&riggered

SIAE 1.131 1.127 1.295 1.293
Times of Execution 16 10 16 4

Table 1 compares the total control costs of theesygcalculated by the sum of the integral of
absolute error of each control loop) and the timfesxecution of the feedback scheduler with differe
invocation mechanisms. For different invocation hatdsms the overall QoC remains almost identical
in both scenarios. In Scenario 1, the times of aken of the feedback scheduler decreases 37.5806 wit
event-triggered CLAFS as compared to the time-&tigd case. In Scenario Il it reduces from 16 to 4,
with a relative reduction of 75.0%.

The above results show that the proposed evemfetggl invocation mechanism yields significant
reduction in feedback scheduling overheads whileviding comparable feedback scheduling
performance, thus improving the efficiency of theAES scheme. Furthermore, by simply selecting a
smallerTgp value, the event-triggered invocation mechanismlm&used to achieve quicker response
associated with the feedback scheduler, withoubdhicing too large overheads.

6. Concluding Remarks

This paper deals with dynamic management of thenwanication resources in WCSs. A cross-
layer adaptive feedback scheduling scheme, whiaturfes co-design of real-time control and wireless
communications, has been developed. With this sehéme effects of noise interference and changes
in link capacity on QoC can be addressed effegtjiublus enabling wireless control in dynamic and
uncertain environments. To avoid the difficulty tine-triggered invocation in making trade-offs
between response speed and overhead in wirelessoranents, an event-triggered invocation
mechanism has also been proposed, which improegwr#ictical performance of feedback scheduling.

The proposed scheme could be extended in sevguattas One possibility is generalizing the
cross-layer design framework. For example, in otdelake into account the effect of different MAC
protocols, the MAC sub-layer may be included in th@mework. In cases where the energy
consumption of the nodes is a concern, physic&rl@arameters such as the transmit power may be
made available for other upper layers. Another ipddyg is improving the adaptive feedback
scheduling algorithm. Given that the behaviourha wireless network with respect to deadline miss
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ratio could be modelled with sufficient accuraayy instance, it is possible to obtain analytically
optimized adaptive feedback scheduling algorithmgiselevant control theory and techniques.

Our future work in this direction includes develogmh of an experiment system for WCSs over
WLAN, which will be used to assess the performaotéhe proposed scheme with more extensive
results. Another topic is to conduct theoreticalbgity analysis of WCSs that employ the proposed
feedback scheduling scheme.
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