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Abstract

Objective: The aim is to investigate the determinants and mechanisms that influence user’s highly sensitive privacy disclos-
ure intention (HSPDI) in home intelligent health service system (HIHSS).

Methods: This study improves the privacy calculus theory by considering the influence of service providers’ trust enhance-
ment mechanism besides benefit and risk factors and investigates their impact on users’ HSPDIs. This study takes perceived
valence and perceived security as the trade-off result among perceived benefits, perceived risks, financial trust enhancement
mechanism, and the technical trust enhancement mechanism and suggests that perceived valence and perceived security
further affect users’ HSPDI in HIHSS. Moreover, the common and differential effects of the perceived justice of privacy vio-
lation compensation (PJOPVC) and the perceived effectiveness of privacy protection technologies (PEOPPTs) are studied. The
structural equation model is used to analyze 204 valid samples to test the proposed model.

Results: The results show that perceived benefits and perceived risks are important predictors of perceived valence and per-
ceived security, and further affect users’ HSPDI. We find PJOPVC has a greater impact on perceived valence while PEOPPT has
a greater impact on perceived security.

Conclusions: We recommend that the HSPDI of users with low perceived valence can be improved by providing privacy vio-
lation compensation while the HSPDI of users with low perceived security can be enhanced by popularizing relevant knowl-
edge of privacy protection technologies.
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Introduction
With the deepening of population aging, the number of the
elderly, the lonely elderly and the disabled elderly in China
is increasing rapidly,1 and the demand for home intelligent
health service is also increasing. To improve the sense of
access, well-being and security of the elderly, it has
become a valuable attempt to promote home intelligent
service systems based on new technologies in the
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community context, such as fall detection systems based on
the Internet of Things2 and smart technologies as well as
remote service monitoring systems based on block chain.3

However, an important issue facing the home intelligent
health service industry is the highly sensitive privacy dis-
closure of users, for example, private information relating
to the user’s body and information about the user’s behavior
in sensitive situations (e.g., bathroom and bedroom). On the
one hand, service providers need to capture this highly sen-
sitive privacy to provide useful and personalized home
intelligent health services to users. On the other hand,
users’ privacy concerns may reduce their willingness to dis-
close such highly sensitive privacy, which in turn may
affect the adoption and promotion of smart health services
at home. According to a 2021 survey, 52% of respondents
expressed concern that intelligent products in healthcare
could lead to threats to security and privacy.4 In today’s
modern healthcare system, the management and security
of healthcare data have gained paramount importance.5

With the rapid advancement of healthcare information tech-
nology, the tasks of storing, transmitting, and analyzing
medical data have become more streamlined and user-
friendly. However, this progress also introduces potential
vulnerabilities, particularly when it comes to the issues of
healthcare data breaches and infringements on privacy.6,7

Recent research has been dedicated to harnessing com-
putational techniques to assess the repercussions of
healthcare data breaches. Almalawi et al.8 proposed an
innovative encryption approach named “Lionized Remora
Optimization-Based Serpent” to fortify the protection of
sensitive data. This approach not only alleviates privacy
violations and cyber threats from unauthorized users and
hackers but also optimizes the efficiency of data encryption
and decryption, thereby elevating the standards of privacy
safeguards. Based on these technological backgrounds, ana-
lyzing privacy sharing intentions from the perspective of
user privacy sharing decision-making mechanisms has
also attracted the attention of scholars. In this regard, in
addition to the direct risks and benefits of privacy disclos-
ure, it is found that privacy control enhancement mechan-
isms such as privacy protection policies and privacy
setting functions provided by service providers can
improve users’ privacy disclosure intention.9 Moreover,
in order to improve users’ privacy disclosure intention,
service providers often provide trust enhancement mechan-
isms to enhance users’ trust, such as privacy violation com-
pensation and efficient privacy protection technologies, but
there is still a lack of discussion in this field. Therefore, in
order to improve users’ willingness to disclose highly sen-
sitive privacy under the trust enhancement mechanism of
service providers and to promote the application of intelli-
gent health services in home scenarios, this study investi-
gates the factors and mechanisms influencing users’
intention to disclose highly sensitive privacy in home intel-
ligent health service systems (HIHSS).

Privacy calculus refers to the cognitive process of evalu-
ating the trade-off between the benefits of sharing personal
information and the potential risks of privacy infringement
when individuals make decisions to disclose or conceal
privacy in various situations. Privacy calculus theory is
widely used in the study of privacy disclosure behavior in
the field of health services,10,11 and it is the main theory
to explain the privacy disclosure behavior of users in the
internet platforms. According to the privacy calculus
theory, the privacy disclosure behavior depends on the
user’s trade-off between the benefits of privacy disclosure
and the risks of privacy disclosure.12,13 The first goal of
this study is to study the user’s highly sensitive privacy dis-
closure intention (HSPDI) in the HIHSS from the perspec-
tive of privacy calculus. Unlike other systems, home
intelligent health services systems require users to disclose
more sensitive and private information. Such private infor-
mation is often related to personal freedom, dignity, and
reputation. If the privacy information is disclosed, it may
cause long-lasting and irreversible damage to the users’ per-
sonality.14 This study helps to clarify the impact of privacy
disclosure benefits privacy disclosure risks on users’ inten-
tion to disclose highly sensitive privacy in the home intelli-
gent health service scenarios, and furthermore, to provide
scientific recommendations and guidance for enhancing
users’ intention to disclose highly sensitive privacy in the
context of home intelligent healthcare service systems. In
addition, understanding the risk and benefit factors that
influence users’ intention to disclose their privacy can
help home intelligent health service providers to allocate
resources appropriately to increase users’ intention to
make highly sensitive privacy disclosures and facilitate
the adoption of intelligent health service systems in the
home environment.

The second objective of this study is to investigate the
common and differential effects of financial trust enhance-
ment mechanism and technical trust enhancement mechan-
ism on users’ intention to make highly sensitive privacy
disclosure. Privacy calculus theory only explains users’
privacy disclosure behavior from the perspectives of
expected benefits and potential risks brought by privacy
disclosure behavior, ignoring the influence of other import-
ant factors.15,16 Literature suggests that users are more
willing to disclose personal privacy when they have
higher trust in service providers.17,18 In services that
require users to disclose privacy, service providers usually
adopt two trust enhancement mechanisms to strengthen
users’ trust: financial trust enhancement mechanism and
technical trust enhancement mechanism. The financial
trust enhancement mechanism refers to that the service pro-
vider provides users with interest protection through
privacy violation compensation commitment while the
technical trust enhancement mechanism means that the
service provider provides privacy security guarantee for
users through privacy protection technologies.19 Although
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previous privacy-related studies have recognized the
importance of financial and technical trust enhancement
mechanisms,20,21 how these two mechanisms specifically
affect users’ privacy disclosure intention has not received
much attention.

To remedy the shortcomings of the existing studies,
this study proposes a research model to explain the
HSPDI of users in a HIHSS. And, first of all, based on
privacy calculus theory, this study will transfer privacy
disclosure benefits and privacy disclosure risks operation
into perceived benefits and perceived risks, perceived
valence and perceived security respectively as a user
in the cognitive and emotional balance of perceived
benefits and the perceived risks, and suggest that perceived
valence and perceived security further affect users’willing-
ness to disclose highly sensitive privacy in HIHSSs.
Then, considering the influence of trust enhancement
mechanism, this study incorporates financial trust enhance-
ment mechanism (privacy violation compensation) and
technical trust enhancement mechanism (privacy protec-
tion technologies) into the research model, explores the
common and differential effects of the perceived justice
of privacy violation compensation (PJOPVC) and the per-
ceived effectiveness of privacy protection technologies
(PEOPPTs) on users’ willingness to disclose highly sensi-
tive privacy.

This study tested the above research model using struc-
tural equation model. The results show that perceived ben-
efits and perceived risks are important predictors of
perceived valence and perceived security, and perceived
valence and perceived security further influence users’
intention to disclose highly sensitive privacy. PJOPVC
and PEOPPTs have common effect and difference effect
on promoting users highly sensitive privacy disclosure,
PJOPVC and PEOPPTs promote users’ disclosure HSPDI
by establishing good perceived valence and security, but
PJOPVC has a greater impact on perceived valence,
PEOPPTs has a greater impact on perceived security.
This study expands privacy calculus theory and provides
guidance for home intelligent health service providers to
collect and use users’ highly sensitive privacy information,
and promotes the application of smart health services in
home scenarios.

The rest of this study is organized as follows. The litera-
ture review about privacy calculus theory is presented in the
literature review section. The research models and hypoth-
eses are described in the research model section. The
research method is showed in the method section. The stat-
istical analysis is presented in the statistics analysis section.
The results of the experiments are provided in the results
section. The discussion of this study is shown in the discus-
sion section. Finally, the conclusion of the study is elabo-
rated in the last section.

Literature review
Privacy calculus theory is a common theory used to explain
users’ privacy disclosure behavior, and privacy leakage risk
and privacy disclosure benefit are the two core concepts of
this theory.12,13 Privacy leakage risk refers to the extent to
which users believe that privacy disclosure will cause them
loss, which is a belief that hinders privacy disclosure behav-
ior.13 Privacy disclosure benefits refer to the benefits that
users believe that privacy disclosure behavior will bring
to them, which is a belief that encourages privacy disclosure
behavior,13 and the specific form it takes depends on the
context in which the disclosure occurs. The privacy calcu-
lus theory posits that individuals make disclosure decisions
based on a balance of perceived risks and benefits of dis-
closing sensitive information, along with factors such as
trust and perceived control, information needs, and context-
ual influences. The framework of privacy calculus theory
aids in comprehending the decision-making process of
users when disclosing sensitive information, as well as
their concerns and deliberations concerning personal
privacy rights. The behavior of privacy disclosure is posi-
tively affected by the expected privacy disclosure benefits
and negatively affected by the potential privacy disclosure
risks.

Research in the context of privacy calculus has mainly
focused on considering the impact of risk, benefit, social
and ease of use on privacy disclosure. For example, Sun
et al.22 conducted a study on user privacy disclosure behav-
ior in social e-commerce, and found that hot topic inter-
activity and group buying experience had a significant
negative impact on privacy concern and a significant posi-
tive impact on perceived benefits, and privacy concern had
a negative impact on information disclosure behavior while
perceived benefits had a positive impact on information dis-
closure behavior. In the privacy calculus theory of social
network, social benefits are given increasing amount of
attention, such as establishing social relationships, obtain-
ing social emotional support and self-expression.23–26 In
the privacy calculus theory of mobile applications, the use-
fulness and ease of use of applications are emphasized.27

In addition, there exists some researches considering
the influence of users’ trust perception and service pro-
viders’ ability to protect and manage personal informa-
tion on users’ privacy disclosure behavior and privacy
disclosure-related behavior. For example, Bol et al.17 and
Leon et al.18 considered users’ trust in service providers
and used it as a factor other than risk and benefit factors
to influence users’ privacy disclosure behavior and
privacy disclosure-related behavior. Nguyen et al.28 inves-
tigated the relationship among perceived psychological
benefits, online trust, and personal information disclosure
behavior when users shop online in Vietnam, and found
that perceived psychological benefits had the greatest
impact on customers’ online trust while both perceived
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psychological benefits and online trust affected customers’
personal information disclosure behavior. Dienlin et al.29

considered the user’s perception of personal privacy protec-
tion ability, and included privacy self-efficacy (individual’s
belief in their own privacy protection ability) into the
privacy calculation model to explain the self-disclosure
behavior and self-withdrawal behavior of Facebook users.
In addition to considering privacy concerns and perceived
benefits, Kim et al.26 also considered the influence of
users’ trust in social networking service providers and
their belief in the ability of service providers to manage per-
sonal information on users’ behavior of disclosing personal
information on social networking sites.

The sustainable development of online health communi-
ties requires users to constantly disclose their health-related
privacy, so online health communities are also one of the
key scenarios for the study of user privacy disclosure
behavior. Zhang et al.30 explored the antecedents and con-
sequences of health information privacy concerns in online
health communities and found that privacy concerns were
negatively affected by two coping assessments (i.e.,
response efficacy and self-efficacy) and positively affected
by two threat assessments (i.e., perceived vulnerability and
perceived severity). Perceived health status mitigates the
effects of privacy concerns and information support on indi-
viduals’ willingness to disclose health information to
varying degrees. Li et al.,31 based on the privacy calculus
theory, constructed the online health community users’
privacy disclosure behavior. The results showed that
users’ privacy disclosure behavior mainly depended on
the perceived benefits such as information quality and
service quality, and the perceived risks had a negative
impact, but to a lesser extent. Taking the privacy calculus
theory as the framework, combined with the social
exchange theory and the trust theory, Wang10 constructed
the influencing factor model of health information privacy
disclosure intention of users in the virtual health
community.

The impact of privacy concerns and information sensi-
tivity on users’ willingness to disclose personal health
information has become a focus of research in the field of
healthcare and wellness.32 According to existing research,
privacy concerns and information sensitivity have been
found to affect users’ willingness to disclose information.
Relevant studies have revealed individuals’ high concern
for privacy protection,33 and sensitive information, such
as medical history, disease diagnosis, and genetic data,
particularly triggers users’ privacy concerns. Therefore,
individuals typically weigh the risks and benefits when
considering disclosing such sensitive information.16

Personal and health information of users is generally con-
sidered highly sensitive, involving privacy rights and per-
sonal security. Research indicates that higher information
sensitivity is associated with more cautious information
sharing decisions, as individuals are more cautious when

disclosing personal health information. Information sensi-
tivity is also closely related to trust and satisfaction, as
users are more willing to trust healthcare service providers
who can ensure information security.34 Based on existing
studies, privacy concerns and information sensitivity can
influence users’ willingness to disclose information.
Generally, individuals with higher levels of privacy con-
cerns and information sensitivity tend to be more cautious
in their decision-making and inclined to protect their per-
sonal information.35 In HIHSSs, a large amount of highly
sensitive user privacy information needs to be collected.
This study focuses on how to improve users’ intension to
disclose privacy in this scenario.

Although privacy calculus theory is a common theory to
explain privacy disclosure behavior, it only explains user
privacy disclosure behavior from the perspective of
expected benefits and potential risks, ignoring the influence
of other important factors such as service providers’ trust
enhancement mechanisms (i.e., mechanisms that enhance
user trust) in addition to risk and benefit factors. In order
to fill the research gap, based on the privacy calculus
theory, this study considers the influence of service provi-
ders’ trust enhancement mechanism besides benefit and
risk factors.

Many scholars believe that trust has multiple dimen-
sions, and study the dimensions of trust. Lui et al.36

divided trust into two dimensions: ability and goodwill.
In their study, competence included characteristics such
as good reputation and capital, and goodwill included char-
acteristics such as fairness and credit in negotiations. Mayer
et al.37 divided trust into three dimensions: integrity, com-
petence, and goodwill. Among them, integrity referred to
the honesty and trustworthiness of the trusted party, compe-
tence indicated the ability of the trusted party to meet the
needs of the client, and goodwill represented the trust
party’s concern for the interests of the trusting party.
McAllister38 divided trust into cognitive trust and affective
trust. Cognitive trust was defined as an individual’s belief in
the reliability, integrity and honesty of the trusted party.
Affective trust reflected the responsibility, care, and
concern for the welfare of the trusted party. Although
there are differences in the current division of trust dimen-
sions, many researchers believe that trust should include at
least two dimensions.39–41 One dimension describes the
benevolent or “willing to do” aspect of the trustworthiness
of the trusted party, also known as goodwill-based trust.42

Another dimension describes the ability or “can-do”
aspect of the trustworthiness of the trusted party, also
known as competency-based trust.43

In services that require users to disclose their privacy, the
goodwill of service providers is mainly reflected by provid-
ing financial compensation for users after privacy violations
while the ability of service providers is mainly reflected by
providing privacy protection technologies for users.
Financial trust enhancement mechanism and technical
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trust enhancement mechanism are two main mechanisms
for service providers to enhance user trust in services that
require users to disclose their privacy.44,45 This study con-
siders the impact of trust enhancement mechanism on users’
disclosure intention of highly sensitive privacy in HIHSS
and incorporates financial trust enhancement mechanism
(privacy violation compensation) and technical trust
enhancement mechanism (privacy protection technologies)
into the research model. Furthermore, this study studies the
common and differential effects of PJOPVC and PEOPPTs
on users’ disclosure intention of highly sensitive privacy in
HIHSS.

Research model
The research model of this study is shown in Figure 1.
The impact of privacy calculus and trust enhancement
mechanisms on user privacy disclosure intention in
HIHSS is studied. Firstly, this study uses perceived
risks and perceived benefits to represent the risks of
privacy disclosure and the benefits of privacy disclosure,
respectively, takes perceived valence and perceived
security as the trade-off results between perceived risks
and perceived benefits, and explores the impact of
privacy calculus on users’ willingness for privacy dis-
closure. Secondly, this study uses PJOPVC and PEOPPTs
to represent the financial trust enhancement mechanism
and the technical trust enhancement mechanism, respect-
ively, and explores the common and differential effect of
the financial trust enhancement mechanism and the tech-
nical trust enhancement mechanism on users’ privacy dis-
closure intention.

Privacy calculus

The study considers perceived valence and perceived secur-
ity as privacy disclosure risk and privacy disclosure benefit
trade-off results. In the context of HIHSS privacy disclos-
ure, the potential mechanism that mediates the relationship
between the independent and dependent variables is the
privacy calculus theory. Traditional privacy calculus
theory emphasizes that individuals weigh the benefits of
information sharing against privacy risks when deciding
whether to disclose privacy information. However, our
research innovatively proposes using perceived valence
and perceived security as mediating variables to balance
the risks and benefits of privacy disclosure. Perceived
valence emphasizes users’ subjective perception and evalu-
ation of data privacy protection, rather than just evaluating
the benefits of using the service. By considering users’ per-
ceived valence of privacy protection as a personalized deci-
sion basis, we aim to better meet users’ privacy protection
needs. In privacy calculus, the innovation of perceived
security, relative to the traditional risk-benefit trade-off,
lies in its emphasis on users’ subjective perception and
evaluation of privacy protection, as well as the consider-
ation of individual sense of security. Perceived security
highlights the importance of user participation and
control. In privacy calculus, users can participate in the
data processing and decision-making process through
authorization, permission management, and other means.
These control measures can increase users’ sense of security
and trust.

Perceived valence refers to how people think things are
beneficial or unfavorable to them, reflecting the overall

Figure 1. Influence mechanism model of user’s highly sensitive privacy disclosure intention in home intelligent health service system.
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attractiveness of things to the user.46 In this study, per-
ceived valence refers to the degree to which users believe
that disclosing personal highly sensitive private information
to the HIHSS is beneficial or detrimental to themselves
as a whole. Home intelligent health services include fall
detection,47–49 assisting elderly or patient bathing50 and
changing clothes.51,52 In order to provide these services
effectively, users need to allow smart devices to collect
private information related to the user’s body and sensi-
tive behavioral information in specific scenarios (such
as toilets). Although sharing these highly sensitive
privacy information poses potential risks, users can get
personalized, intelligent health services. This kind of
privacy leakage risk and privacy disclosure benefit trade-
off helps users to form an overall favorable or unfavor-
able perception of the disclosure of highly sensitive
privacy information. Users are more likely to disclose
highly sensitive private information to the HIHSS when
the disclosure of highly sensitive information can bring
them a high level of perceived valence. Therefore, the
hypothesis is:

H1: Perceived valence positively affects highly sensitive
privacy disclosure intention

Akalin et al.53 described perceived security as the user’s
perception of the level of danger while interacting with the
robot, and the user’s comfort level during the interaction
while investigating key concepts in human–computer inter-
action problems. In this study, based on this description,
perceived security is defined as the user’s perception of
danger and comfort in disclosing highly sensitive private
information to the HIHSS. Home intelligent health services
have the characteristics of personalized and intelligent, and
can effectively meet the different needs of users. This con-
sistency of service and demand will make users have a
sense of security. Perceived security is an emotional
response, a high level of perceived security means that con-
sumers view the provision of highly sensitive private infor-
mation to an HIHSS as emotionally safe and comfortable,
thereby increasing the likelihood of disclosing highly sensi-
tive private information. The existing study has also shown
that users’ affective responses affect the level of effort asso-
ciated with cognitive processing, which in turn influences
user behavior.54 Therefore, we infer that:

H2: Perceived security positively affects highly sensitive
privacy disclosure intention

In this study, perceived benefits of users disclosing
highly sensitive privacy to the HIHSS are used to represent
the benefits of privacy disclosure, that is, the health service
provided by the HIHSS based on users’ highly sensitive
privacy information. In HIHSSs, when users make deci-
sions to disclose highly sensitive information, they consider

potential benefits such as personal health monitoring, custo-
mized services, and improved medical decision support.
Home based smart health services rely on the ability to
collect data from a variety of sources, including the envir-
onment and the patient themselves. By using various
sensors to collect highly sensitive privacy information
of users, service providers can provide users with more
accurate and intelligent services to meet the health
service needs of specific users, such as indoor fall detec-
tion needs,55 auxiliary dressing demands,56 and auxiliary
bathing requirements.50 Users with a high level of per-
ceived benefits have a higher demand for the services
they can obtain, and are more inclined to make a positive
judgment on the overall value of disclosing highly sensi-
tive privacy information to the HIHSS. Therefore, it is
assumed that:

H3: Perceived benefits positively affect perceived valence

In this study, perceived benefits may affect perceived
security. On the one hand, as a favorable belief, perceived
benefits may offset users’ privacy concerns,57,58 thus
increasing users’ perception of privacy security in disclos-
ing highly sensitive private information to the HIHSS. On
the other hand, the high level of perceived benefits shows
that the HIHSS can meet the needs of users, provide intel-
ligent and personalized health services for users. In the case
that this demand can be met, the user’s satisfaction with the
HIHSS may increase, and then produce a good psycho-
logical state. Therefore, it is assumed that:

H4: Perceived benefits positively affect perceived security

In this study, perceived risks of users disclosing highly
sensitive privacy information to the HIHSS are used to
represent the risks of privacy disclosure, that is, the user’s
estimation of the possible loss of privacy caused by disclos-
ing highly sensitive privacy information to the HIHSS.59 In
HIHSS, users consider potential risks when deciding to dis-
close highly sensitive information, including privacy
breaches, data misuse, information security threats, identity
theft, and unauthorized access. Users are less likely to
realize the value of privacy disclosure to others when
they are exposed to the risk of privacy disclosure in infor-
mation exchange.59,60 In our research scenario, highly
sensitive private information, such as user behavior infor-
mation in sensitive environment and image information
related to the user’s body, will often damage the user’s
dignity and cause serious psychological harm to the user
if exposed to others.61 A high level of perceived risks
means that users believe that disclosing their highly sensi-
tive privacy information will cause a serious loss of
privacy, which leads to a low level of overall value assess-
ment of highly sensitive privacy disclosure. Therefore, we
infer that:
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H5: Perceived risks negatively affect perceived valence
Perceived risks may also affect the perceived security of

users disclosing highly sensitive privacy information to the
HIHSS. A high level of perceived risks implies that users
lack confidence in the service provider’s ability and willing-
ness to protect their highly sensitive private information.62

Compared to users with a low level of perceived risks, users
with a high level of perceived risks are more worried about
the disclosure of highly sensitive privacy information and
unauthorized use and access,61 and have a lower assessment
of their overall privacy status.63 These concerns about
privacy information may lead to users’ psychological
state of anxiety and discomfort, and reduce users’ perceived
security. Therefore, we presume that:

H6: Perceived risks negatively affect perceived security

The common effect and differential effect of trust
enhancement mechanism

In addition to the direct risks and benefits of privacy dis-
closure, the trust enhancement mechanisms provided by
service providers to enhance users’ trust, such as privacy
violation compensation and efficient privacy protection
technologies, may also affect users’ willingness to disclose
privacy. Extant studies mainly focus on the impact of
privacy control enhancement mechanisms, such as privacy
protection policies and privacy setting functions, which
enhance users’ sense of control, on users’ privacy disclosure
behavior while there are few studies on trust enhancement
mechanisms provided by service providers. This study inves-
tigates the common effects and differential effects of financial
trust enhancement mechanism and technical trust enhance-
ment mechanism on users’ HSPDI in HIHSS.

The common effect emphasizes that the financial trust
enhancement mechanism and the technical trust enhance-
ment mechanism promote users to share highly sensitive
privacy by establishing good perceived valence and per-
ceived security. In this study, PJOPVC is used to represent
the financial trust enhancement mechanism, that is, the
user’s perception of the justice of the financial compensa-
tion provided by the home intelligent health service pro-
vider for the user’s loss after the privacy violation event.
Fair compensation for privacy violations can restore the
balance of personal information exchange64 and shape
users’ cognitive responses to privacy issues in the online
environment. For example, in a study on location-based ser-
vices, Xu et al.65 found that impartial compensation
addressed negative user perceptions of location information
collected by online companies. Essentially, fair privacy vio-
lation compensation can make up for the loss caused by
privacy invasion events, ensure the fairness of services,
and reduce users’ sense of noncompliance,21 leading to
positive judgments about the overall value of disclosing

highly sensitive privacy information to HIHSS. Therefore,
it is inferred that:

H7: Perceived justice of privacy violation compensation
positively affects perceived valence

Privacy violation events can cause high anxiety among
users of HIHSSs about the service providers’ commitment
to protecting their privacy. Through financial compensation
commitment, users can confirm that service providers are
willing to take responsibility for privacy violation events,
thus reducing users’ dissatisfaction with service failure.66

In addition, there is evidence that financial compensation
can directly affect the emotional response of customers to
online privacy issues. For example, Hann et al.67 found
that financial compensation reduced users’ feelings of inse-
curity and vulnerability due to privacy violation. Choi
et al.21 found that financial compensation was effective in
alleviating users’ feelings of privacy violation. Users of
HIHSSs who have a high level of perceived justice in finan-
cial compensation will have a lower sense of insecurity and
discomfort caused by privacy violations. Therefore, we
hypothesize that:

H8: Perceived justice of privacy violation compensation
positively affects perceived security

In this study, PEOPPTs is used to represent the technical
trust enhancement mechanism. Referring to the research of
Wang et al.,20 the PEOPPTs is defined as the degree to
which users of HIHSS believe that their highly sensitive
privacy information can be protected by the privacy protec-
tion technologies provided by the service provider. In
healthcare context, privacy protection technologies such
as differential privacy and homomorphic encryption have
been widely used to protect user privacy, and technologies
such as block chain (e.g., anonymity, encryption technol-
ogy, permission control, privacy contracts, decentralized
identity verification, etc.) and federated learning are grad-
ually applied to privacy protection.68 Privacy protection
technologies can effectively prevent unauthorized informa-
tion access and collection,69 and reduce users’ privacy con-
cerns. In order to improve the ability to develop effective
and ethical approaches to building and maintaining trust
in HIHSS, standardization of the above technologies has
also been developed, which can involve the implementation
of standardized encryption and authentication protocols to
secure data transmission and storage in HIHSS devices. It
can also involve the use of standardized privacy policies
and consent management frameworks to ensure individuals
have control over the use and sharing of their health data.
The more effective the privacy protection technologies
are, the smaller the possibility of privacy invasion events
is, and the higher the possibility of users making favorable
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value judgments on highly sensitive privacy disclosure
behavior is. Therefore, we speculate that:

H9: Perceived effectiveness of privacy protection technolo-
gies positively affects the perceived valence

The PEOPPTs may also affect the perceived security of
users disclosing highly sensitive private information. On
the one hand, privacy protection technologies can directly
provide privacy protection for users of HIHSS, reduce the
possibility of privacy disclosure, and enhance users’ sense
of security. On the other hand, emerging privacy protection
technologies such as block chain can manage data sharing
and data storage by providing authentication, access
control, and authorization, thus improving the confidential-
ity and integrity of data and enhancing users’ sense of
control over highly sensitive personal privacy informa-
tion.70 This sense of control can effectively reduce the
user’s concern for privacy71 and improve the user’s per-
ceived security. Therefore, it is supposed that:

H10: Perceived effectiveness of privacy protection tech-
nologies positively affects perceived security

The difference effect shows that the financial trust
enhancement mechanism (PJOPVC) and the technical
trust enhancement mechanism (PEOPPTs) enhance users’
willingness to disclose highly sensitive privacy information
to different levels through different coping processes.
According to trust-related studies,37,72 privacy violation
compensation is highly related to users’ good-will-centered
responses, while privacy protection technologies is highly
related to users’ ability-centered responses. When facing
possible privacy issues, users may first conduct an ability-
centered response by evaluating the privacy protection cap-
abilities of service providers. When an ability-centered
response fails to address all possible privacy issues, users
may engage in a well-intention-centered response by asses-
sing the willingness of service providers to take responsibil-
ity for privacy violation events. Ability-centered coping
style helps users to produce good emotions to deal with
risk situations, so it is more important for the formation
of perceived security than the formation of perceived
valence. Good-will-centered coping style can effectively
reduce the user’s expectation of the loss caused by
privacy violation events, so it has a greater impact on the
formation of perceived valence than perceived security.
Therefore, we hypothesize that:

H11: Perceived justice of privacy violation compensation
has a greater impact on perceived valence than on perceived
security
H12: Perceived effectiveness of privacy protection tech-
nologies has less impact on perceived valence than on
perceived security

Control variable

In addition to the above factors, other factors may also
affect the highly sensitive privacy disclosure willingness
of users of HIHSSs. Relevant studies have found that
age, gender, income, education, and privacy violation
experience play key roles in the formation of users’ willing-
ness to disclose privacy.73,74 In order to control these
unknown effects, five control variables are added to the
model, including age, gender, income, education, and
privacy violation experience.

Method

Questionnaire design

This study is an empirical research on users’ intention to
disclose highly sensitive privacy in the context of
HIHSSs. Data were collected through online survey ques-
tionnaires between July 2022 and August 2022. And the
proposed model was examined using structural equation
modeling (SEM). Therefore, in this study, a questionnaire
containing a description of the scenario was designed,75

which consisted of three parts. The first part investigated
the basic information of the respondents, including
gender, age, income, education, and privacy violation
experience.

The second part was the scenario description. Scenario
description method has been widely used in previous
studies, which can simulate a more realistic environment
and improve the realism of user decision making.75 This
study refers to the research of Kim et al.76 and King
et al.,50 using text description and picture display to intro-
duce a virtual usage scenario, functional characteristics,
privacy protection technologies, and privacy violation com-
pensation standard of a HIHSS, namely bed bath robot
system, to help respondents establish the concept of
HIHSS. Therefore, textual expressions in the description
of the scenario were used to make the respondents
imagine themselves as patients who are inconvenient to
take a bath, such as Alzheimer’s patients.

The third part was the measurement of variables related
to the scenario, including seven variables: perceived bene-
fits, perceived risks, perceived effectiveness of privacy pro-
tection technologies, perceived justice of privacy violation
compensation, perceived valence, perceived security and
disclosure intention of highly sensitive privacy. In this
study, all variables were measured using a 7-point Likert
scale ranging from “1= strongly disagree” to “7= strongly
agree.” In order to ensure the reliability and validity of the
scale, the scale used for each variable is the mature scale in
the relevant research. At the same time, some of the items
have been modified to adapt to the background of home
intelligent health service. In order to ensure the validity of
the content, a group of experts was invited (including a
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professor and two research assistants) to review the scale,
revise and improve the semantics, coherence, and

readability of the scale. The measurement scales for the
above seven variables are shown in Table 1.

Table 1. Variable measurement.

Construct Coding Measurement Item References

Perceived benefits (PB) PB1 Using the system can make me safer. 35

PB2 Using the system can improve my ability to live independently.

PB3 Using the system can improve my quality of life.

Perceived effectiveness of privacy
protection technologies (PPT)

PPT1 I believe the privacy protection technologies of the system are effective. 20

PPT2 I believe the system’s privacy protection technologies are reliable.

PPT3 I believe the system’s privacy protection technologies are safe.

Perceived justice of privacy
violation compensation (PVC)

PVC1 I think the compensation offered by the service provider for the violation of
privacy is fair.

21

PVC2 I think the service provider’s compensation for privacy violations is fair.

PVC3 I think the service provider has provided adequate compensation for privacy
violations.

Perceived risks (PR) PR1 There is a risk of privacy disclosure when using this system. 59

PR2 The use of this system may bring great loss of privacy.

PR3 Using the system may cause my privacy to be compromised.

PR4 The use of this system may cause many unexpected privacy problems.

Perceived valence (PV) PV1 I think the system will bring me a good service experience. 46

PV2 I believe the service provider tries to give me a good service experience.

PV3 I believe that service providers know what kind of service experience users
want.

Perceived security (PS) PS1 I think it’s safe to disclose highly sensitive privacy in exchange for health
services.

77

PS2 I think it’s safe to disclose highly sensitive privacy in exchange for health
services.

PS3 I feel comfortable disclosing highly sensitive privacy in exchange for health
services.

PS4 I think it’s safe to disclose highly sensitive privacy in exchange for health
services.

Highly sensitive privacy
disclosure intention (PDI)

PDI1 I might be willing to let the system collect my highly sensitive privacy. 78

PDI2 I might be willing to let the system collect my highly sensitive privacy.

PDI3 I am willing to let the system collect my highly sensitive privacy.
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In order to acquire authentic data while mitigating social
desirability bias, a sequence of measures was undertaken
during the construction of the survey questionnaire.
Primarily, an anonymous online survey methodology was
employed, accompanied by assurances of confidentiality
to participants, thereby fostering an environment conducive
to unreserved expression of real thoughts and sentiments.
Additionally, meticulous attention was directed toward
the formulation of questions, precluding explicit incorpor-
ation of specific societal expectations or assumptions to
avert potential prompting of participants toward particular
responses. Our survey consisted of multiple questions or
options, and by randomizing their order, we reduced parti-
cipants’ sequence preferences or expectation biases,
thereby increasing the objectivity of the data. Through the
aforementioned strategies, we effectively addressed the
potential challenge of social desirability bias prevalent in
studies involving privacy disclosure, thereby ensuring the
provision of candid and precise responses from the
respondents.

To address the issue of nonresponse due to social desir-
ability and fear of disclosure, we employed strategies to
ensure anonymity and confidentiality, adhered to ethical
principles, and provided explanations and background
information. Firstly, we explicitly stated in the question-
naire that participants’ responses would be treated confi-
dentially and would not be associated with their
personal identities. This helps to reduce concerns about
social expectations and fear of disclosure, thus enhancing
participants’ comfort in answering sensitive questions.
Secondly, we strictly adhered to ethical principles to
ensure that survey questions do not cause psychological
harm to participants while respecting their privacy rights
and autonomy. Thirdly, we provided appropriate explana-
tions and background information before addressing sen-
sitive questions, explaining the reasons for collecting such
sensitive information and the purpose of data collection.
This helps to enhance participants’ understanding and
trust in the survey’s objectives, thereby reducing fear of
disclosure.

Data collection

In order to ensure the good reliability and validity of the
questionnaire, this study first conducted a small-scale pre-
survey, and then launched a large-scale questionnaire
collection.

Presurvey. This study collected 40 sample data in the pre-
survey, and the analysis results of the presurvey data
showed that the reliability and validity of the questionnaire
data were good. According to the feedback from the inter-
viewees, this study conducted a further optimization and
adjustment of the questionnaire topics, semantics, structure,
and so on. For example, PV1 was changed from “I think

I will have a good experience” to “I think the system
will bring me a good service experience” to make the ques-
tion easier to understand. At the end of this study, a ques-
tionnaire on users’ intention to disclose privacy in the
HIHSS was formed, and a large-scale data collection was
developed.

Formal collection. Starting from July 2022, this study began
to formally collect data by distributing electronic question-
naires on the Internet. By August 2022, 250 samples have
been collected. Before completing the questionnaire,
every participant received an explanation regarding the
study’s objectives and aims, and subsequently, they pro-
vided a signed informed consent to participate in the
research. In order to ensure the authenticity and reliability
of the samples, this study checked and screened the
results, and after eliminating the invalid questionnaires
such as suspected duplicate questionnaire (the same IP
address) and careless questionnaire (More than 80% of
the items were the same option), 204 valid samples were
obtained, with an effective rate of 81.6%. Table 2 shows
the demographics of the sample. In all samples, 40.7%
are male and 59.3% are female; 94.6% are aged 18 to 49,

Table 2. Demographic characteristics of the sample.

Construct Item Count
Percentage
(%)

Gender Male 83 40.7

Female 121 59.3

Age 18 ∼ 30 years old 130 63.7

31 ∼ 49 years old 63 30.9

> 50 years old 11 5.4

Academic
qualifications

High school and
below

20 9.8

Undergraduate/
Associate

142 69.6

Graduate and
above

42 20.6

Income < 4500 yuan 96 47.1

4500 ∼ 8000 yuan 70 34.3

> 8000 yuan 38 18.6

Privacy violation
experience

Have 94 46.1

None 110 53.9
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and 5.4% are aged 50 and above; 9.8% of them have a high
school education or below, and 90.2% of them have a
bachelor’s degree or above; 47.1% of them have a
monthly income of less than 4500 yuan, and 52.9% of
them have a monthly income of more than 4500 yuan;
46.1% of them have experienced privacy violation events,
and 53.9% of them have not experienced privacy violation
events.

Statistics analysis
All analyses were conducted with SPSS 25.0, MPLUS 7.0
and G*power. We conducted a prior power analysis to cal-
culate the required sample size of the study with G*power
V3.1.9.7. In this study, a conservative estimate was made
by selecting an alpha error level of 0.05, recommended
adequate power of 0.9 and medium effect size of 0.30.79

Based on these criteria, it was determined that the
minimum required sample size should not be below 109.
Nonetheless, in order to guarantee a robust analysis, a sub-
stantial sample size of 204 participants was adopted.

To ensure the quality of the data, we conducted normal-
ity tests and multicollinearity tests on the data using SPSS.
We find that the absolute values of kurtosis and skewness of
all variables are less than 1, and most of the points in P-P
diagram are scattered near the diagonal, so our data
follows a normal distribution. The minimum VIF value of
the independent variables is 1.811 and the maximum is
3.865. The VIF value is less than 10, and accordingly,
there is no multicollinearity problem between independent
variables.

Results

Common method biases test

After excluding invalid questionnaire, we conducted the
tests of common method biases, reliability, and validity,
and SEM on the remaining valid data using statistical ana-
lysis software SPSS 25.0 and MPLUS 7.0. In this study,
“potential factor method of controlling the untested single
method” was used to test common method biases. Firstly,
conducting a confirmatory factor analysis model M1.

Secondly, conducting a model M2 containing methodo-
logical factors. The main fit metrics for Model M1 and
Model M2 are shown in Table 3. The main fitting indexes
of model M1 and model M2 are: △χ2/df= 0.395, △
RMSEA= 0.014, △ CFI= 0.025, and △ TLI= 0.024.
The change of each fitting index (|M1-M2|) is very small,
indicating that the model has not been significantly
improved after adding the common method factor, and
there are no obvious common method biases in the
measurement.80

Measurement model checking

Test of fitting effect. Using confirmatory factor analysis to
verify the fitting indicators of the measurement model.
The results shows that χ2/df= 2.206 < 5; RMSEA= 0.077
< 0; GFI= 0.939 > 0.9; TLI= 0.927 > 0.9, which indicate
the fitting effect of the measurement model is good.

Reliability test. Reliability refers to the extent to which the
measurement scale of a variable is reliable, which is
usually assessed by Cronbach’s coefficient (CA), combined
reliability (CR), and average variance extraction (AVE).81

It can be seen from Table 4 that the CA of each variable
is between 0.776 and 0.925, which is greater than the
minimum standard of 0.700;82 the CR is between 0.783
and 0.926, which is greater than the minimum standard of
0.600;83 and the AVE is between 0.547 and 0.808, which
is higher than the lowest standard of 0.500.82 Therefore,
the scales used in this study have good reliability.

Convergent validity test. Convergent validity refers to the
correlation between each measurement index of a specific
variable in the measurement model, mainly tested by
factor loading (FL).82 The results are shown in Table 4.
The factor loadings of each variable in the questionnaire
are between 0.698 and 0.914, which are greater than the
minimum standard of 0.550.84 Therefore, the scales used
in this study have good convergent validity.

Discriminant validity test. Discriminant validity indicates the
degree to which a variable differs from other variables. A
variable has good discriminant validity if its correlation
coefficient with all other variables is less than the square
root of the AVE value of that variable.85 It can be seen
from Table 5 that the correlation coefficients of each vari-
able with other variables are smaller than the diagonal
data, i.e., the square root of AVE of each variable.
Therefore, the scales used in this study have good discrim-
inant validity.

Structural model test

Using SEM to test the model.86 When employing SEM to
assess relationships among variables through a

Table 3. Common method biases test.

Fit Index M1 M2 |M1-M2|

χ2/df 2.206 1.811 0.395

RMSEA 0.077 0.063 0.014

GFI 0.939 0.964 0.025

TLI 0.927 0.024 0.024
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measurement model, fundamental assumptions to consider
encompass the reflective indicator assumption (i.e., where
measurement variables reflect latent variables), endogeneity
assumption (i.e., stating that relationships among latent

variables are determined by theoretical priors rather than
measurement errors or external factors), the measurement
error independence assumption, and so on. First, adopting
four indicators to test the fitting effect of the structural
model, and the results shows that χ2/df= 1.980 < 5;
RMSEA= 0.069 < 0; GFI= 0.925 > 0.9; TLI= 0.914 >
0.9.87 Four fitting indicators all meet the judgment criteria
of the fitting degree index of the structural equation
model, indicating that the fitting effect of the constructed
structural equation model is good and a further test can be
conducted.

Secondly, this study tests the path of structural equation
model, and the test results are shown in Table 6 and
Figure 2. In SEM, path coefficients are used to represent
the relationships between latent variables. Path coefficients
indicate the extent to which one latent variable influences
another latent variable. The magnitude of the coefficient
can be used to assess the strength of the relationship, where
larger coefficients generally indicate stronger relationships.
It can be seen that perceived valence (β= 0.559， p<
0.001) and perceived security (β= 0.350， p<0.01) posi-
tively affect the disclosure intention of highly sensitive
privacy, and H1 and H2 are supported. Perceived benefits
positively affect perceived valence (β= 0.367， p<0.001)
and perceived security (β= 0.192, p<0.01), and H3 and H4
are supported. Perceived risks negatively affect perceived
valence (β=−0.227, p= 0.01) and perceived security (β=
−0.332, p<0.001), and H5 and H6 are supported. PJOPVC
positively affects perceived valence (β= 0.314, p<0.001)
and perceived security (β= 0.232, p<0.01), and H7 and H8
are supported. Perceived effectiveness of privacy protection
technologies positively affects the perceived valence (β=
0.184, p<0.05) and perceived security (β= 0.279, p<0.01),
and H9 and H10 are supported.

Finally, the study compares the path coefficients of H7
and H8, H9, and H10, and tests the hypotheses H11 and
H12. The test results are shown in Table 7. The path coef-
ficient between PJOPVC and perceived valence is larger
than the path coefficient between PJOPVC and perceived
security, the differential effect between path coefficients is
larger (βPVC→PV= 0.314 > βPVC→PS= 0.232), H11 is sup-
ported. The path coefficient between PEOPPTs and per-
ceived valence is smaller than the path coefficient
between PEOPPTs and perceived security, and the differen-
tial effect between path coefficients is larger (βPPT→PV=
0.184 < βPPT→PS= 0.279), H12 is supported.

Mediating effect test

A bias-corrected nonparametric percentile Bootstrap
method was used to test the mediating effects of perceived
valence and perceived security, and test the validity of the
model. The results are shown in Table 8. The magnitude
of the effect value can reflect the strength of the indirect
effect of the independent variable on the dependent variable

Table 4. Reliability test and convergent validity test.

Variables Item FL AVE CR CA

PB PB1 0.698 0.547 0.783 0.776

PB2 0.736

PB3 0.782

PVC PVC1 0.899 0.789 0.918 0.915

PVC2 0.914

PVC3 0.850

PPT PPT1 0.865 0.776 0.912 0.911

PPT2 0.893

PPT3 0.884

PR PR1 0.752 0.703 0.904 0.903

PR2 0.867

PR3 0.874

PR4 0.855

PV PV1 0.860 0.664 0.856 0.853

PV2 0.760

PV3 0.822

PS PS1 0.845 0.733 0.917 0.915

PS2 0.872

PS3 0.848

PS4 0.859

PDI PDI1 0.904 0.808 0.926 0.925

PDI 2 0.903

PDI 3 0.889

PB: perceived benefits; PPT: perceived effectiveness of privacy protection
technologies; PVC: perceived justice of privacy violation compensation; PR:
perceived risks; PV: perceived valence; PS: perceived security; PDI: privacy
disclosure intention; FL: factor loading; AVE: average variance extraction; CA:
Cronbach’s alpha; CR: combined reliability.
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through the mediating variable. If the interval [BootLLCI,
BootULCI] does not include 0, then the mediating effect
is statistically significant. Perceived valence (effect=
0.292; 95% CI= 0.171 ∼ 0.435) and perceived security
(effect= 0.323; 95% CI= 0.170 ∼ 0.464) have significant
mediating effects on perceived benefits and the willingness
to disclose highly sensitive privacy. Perceived valence
(effect= 0.199; 95% CI= 0.106 ∼ 0.293) and perceived

security (effect= 0.228; 95% CI= 0.066 ∼ 0.390) have sig-
nificant mediating effects on perceived justice of privacy
violence compensation and the disclosure intention of
highly sensitive privacy. Perceived valence (effect= 0.248;
95% CI= 0.136 ∼ 0.378) and perceived security
(effect= 0.274; 95% CI= 0.097 ∼ 0.446) have significant

mediating effects on the PEOPPTs and the disclosure

intention of highly sensitive privacy. Perceived valence

Table 5. Reliability test and convergent validity test.

Variables Mean value Standard deviation PB PVC PPT PR PV PS PDI

PB 4.980 1.107 0.740

PVC 3.897 1.519 0.466 0.888

PPT 4.585 1.280 0.590 0.618 0.881

PR 5.092 1.252 −0.448 −0.678 −0.653 0.838

PV 4.616 1.151 0.635 0.681 0.696 0-.659 0.815

PS 4.225 1.279 0.549 0.698 0.727 −0.724 0.782 0.856

PDI 4.201 1.508 0.549 0.703 0.709 −0.663 0.738 0.750 0.899

PB: perceived benefits; PPT: perceived effectiveness of privacy protection technologies; PVC: perceived justice of privacy violation compensation; PR: perceived
risks; PV: perceived valence; PS: perceived security; PDI: privacy disclosure intention.

Table 6. Path coefficients and significance test.

Hypotheses Path Standardized coefficients S.E. C.R. p Result

H1 PV→PDI 0.559 0.112 4.999 0.000*** Accept

H2 PS→PDI 0.350 0.113 3.085 0.002** Accept

H3 PB→PV 0.367 0.076 4.862 0.000*** Accept

H4 PB→PS 0.192 0.073 2.643 0.008** Accept

H5 PR→PV −0.227 0.081 −2.784 0.005** Accept

H6 PR→PS −0.332 0.079 −4.218 0.000*** Accept

H7 PVC→PV 0.314 0.074 4.254 0.000*** Accept

H8 PVC→PS 0.232 0.072 3.239 0.001** Accept

H9 PPT→PV 0.184 0.092 2.004 0.045* Accept

H10 PPT→PS 0.279 0.087 3.194 0.001** Accept

PB: perceived benefits; PPT: perceived effectiveness of privacy protection technologies; PVC: perceived justice of privacy violation compensation; PR: perceived
risks; PV: perceived valence; PS: perceived security; PDI: privacy disclosure intention.
Note: p * < 0.05, p ** < 0.01, p *** < 0.001, same as below.
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Figure 2. Path coefficient and significance.

Table 7. Comparison of path coefficient.

Hypotheses Path Standardized Coefficients S.E. tspooled (|tspooled|>0.8)
88 Result

H11 PVC→PV(H7) 0.314 0.074 11.344 Accept

PVC→PS(H8) 0.232 0.072

H12 PPT→PV(H9) 0.184 0.092 -10.716 Accept

PPT→PS(H10) 0.279 0.087

PPT: perceived effectiveness of privacy protection technologies; PVC: perceived justice of privacy violation compensation; PV: perceived valence; PS: perceived
security.

Table 8. Mediating effects test of perceived valence and perceived security.

Path Effect S.E. BootLLCI BootULCI Result

PB→PV→PDI 0.292 0.067 0.171 0.435 Remarkable

PB→PS→PDI 0.323 0.075 0.170 0.464 Remarkable

PVC→PV→PDI 0.199 0.047 0.106 0.293 Remarkable

PVC→PS→PDI 0.228 0.084 0.066 0.390 Remarkable

PPT→PV→PDI 0.248 0.060 0.136 0.378 Remarkable

PPT→PS→PDI 0.274 0.088 0.097 0.446 Remarkable

PR→PV→PDI −0.274 0.053 −0.380 −0.173 Remarkable

PR→PS→PDI −0.301 0.087 −0.461 −0.122 Remarkable

PB: perceived benefits; PPT: perceived effectiveness of privacy protection technologies; PVC: perceived justice of privacy violation compensation; PR: perceived
risks; PV: perceived valence; PS: perceived security; PDI: privacy disclosure intention.
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(effect=−0.274; 95% CI=−0.380 ∼ −0.173) and perceived
security (effect=−0.301; 95% CI=−0.461 ∼ −0.122) have
significant mediating effects on perceived risks and the
disclosure intention of highly sensitive privacy.

Discussion

Research findings

This study has the following three key findings. First, per-
ceived benefits and perceived risks are important determi-
nants of perceived valence and perceived security (H3,
H4, H5, H6), which further affect users’ willingness to dis-
close highly sensitive privacy to the HIHSS (H1, H2). On
the one hand, if users believe that disclosing highly sensi-
tive privacy to the HIHSS can bring them beneficial
health services, their perceived valence and perceived
security will be enhanced, which in turn promotes their dis-
closure of highly sensitive privacy to the HIHSS. On the
other hand, the disclosure of highly sensitive privacy to
the HIHSS often involves the potential risk of privacy dis-
closure, which will cause the reduction of perceived valence
and perceived security, thus inhibiting users from disclos-
ing highly sensitive privacy to the HIHSS.

Secondly, the study shows perceived justice of privacy
violence compensation and PEOPPTs have a common
effect, both of which promote users to disclose highly sen-
sitive privacy to the HIHSS by establishing good perceived
valence and perceived security (H7, H8, H9, H10).
Previous studies have explored the effects of privacy viola-
tion compensation and privacy protection technologies on
users’ behavioral intentions. For example, Hazarika
et al.66 have studied the impact of privacy violation com-
pensation on users’ repurchase intention. Frey et al.89

have studied the impact of block chain technologies on
users’ willingness to disclose privacy. This study integrates
these two types of studies and confirms the common effect
of PJOPVC and PEOPPTs on users’ willingness to disclose
highly sensitive privacy in HIHSS.

Finally, PJOPVC and PEOPPTs have differential effects
in improving users’ willingness to disclose highly sensitive
privacy to the HIHSS (H11, H12). Specifically, PJOPVC
has a greater impact on the perceived valence, while
PEOPPTs has a greater impact on the perceived security.
In existing research, the differential effect of financial
trust enhancement mechanism and technical trust enhance-
ment mechanism is largely ignored. According to
trust-related studies,37,73 privacy violation compensation
is highly related to the user’s good-will-centered response
while privacy protection technologies are highly related to
the user’s ability-centered response. Good-will-centered
coping style can effectively reduce the user’s expectation
of loss caused by privacy violation events, so it has a
greater impact on the formation of perceived valence than
perceived security. Ability-centered coping style is

helpful for users to produce good emotions to cope with
risk situations, so it plays a more important role in the for-
mation of perceived security than perceived valence.

Contribution

The theoretical contributions of this study are as follows.
First of all, this study applies the privacy calculus theory
to explain the user’s HSPDI in the HIHSS, which broadens
the application scope of the privacy calculus theory. Privacy
calculus theory has been widely used in the study of users’
privacy-related behaviors in the field of health services.
However, the existing studies mainly focus on users’
privacy-related behaviors in electronic health record
system,90,91 online health communities,30,92,93 mobile
health applications,94,95 and other systems, and there are
few studies related to HIHSSs. As a new health service
model, home intelligent health service model enables
users to enjoy intelligent and personalized medical or
nursing services in the home environment, but at the
same time, it also raises more serious privacy concerns as
it relies on the collection of highly sensitive private infor-
mation from users. Our empirical results show privacy cal-
culus also exists in the process of user’s highly sensitive
privacy disclosure decisions in the HIHSS. Secondly, this
study explores the common and differential effects of finan-
cial trust enhancement mechanism and technical trust
enhancement mechanism on users’ HSPDI in HIHSS,
enriching the research on information privacy. Although
previous privacy-related studies have recognized the
importance of financial and technical trust enhancement
mechanisms,21,22 not much attention has been paid to
how exactly these two mechanisms affect users’willingness
to disclose their privacy. This study makes up for the lack of
research by examining the common and differential effects
of these two trust enhancement mechanisms on users’ will-
ingness to disclose highly sensitive privacy in HIHSS.

On the practical side, firstly, the common effect suggests
service providers should focus on financial trust enhance-
ment mechanism and technical trust enhancement mechan-
ism when managing highly sensitive privacy disclosure of
users in HIHSSs. On the one hand, home intelligent
health service providers should investigate the scope of
users’ demand for privacy violation compensation, make
fair financial compensation commitments to users, and
enhance users’ trust. On the other hand, it is suggested
that home intelligent service providers adopt effective
privacy protection technologies to prevent the leakage of
user privacy information, such as block chain technologies,
edge computing technologies, etc. At the same time, home
intelligent health service providers need to popularize
privacy protection technologies for users, increase users’
understanding of privacy protection technologies, and
enhance users’ perception of the effectiveness of technolo-
gies. Secondly, the differential effect suggests home
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intelligent health service providers should strategically
utilize financial trust enhancement mechanism and tech-
nical trust enhancement mechanism to facilitate users’
highly sensitive privacy disclosure in HIHSS.
Specifically, the PJOPVC mainly affects the formation of
perceived valence to affect the user’s willingness to disclose
highly sensitive privacy while the privacy protection tech-
nologies mainly improve users’ perceived security to
enhance the users’ willingness to disclose highly sensitive
privacy. Therefore, it is recommended that home intelligent
health service providers evaluate users’ perceived valence
and perceived security for highly sensitive privacy disclos-
ure, and adopt different trust enhancement mechanisms for
different types of users. For the users with low perceived
valence level, it is more effective to improve their highly
sensitive privacy disclosure willingness by improving the
fairness of privacy violation compensation. For users with
low perceived security, their willingness to disclose
highly sensitive privacy can be improved by enhancing
the effectiveness of privacy protection technologies.

The PJOPVC can characterize fairness and accountability
in a trust-enhancing environment. The PEOPPTs can charac-
terize consumer protection in a trust-enhancing environment.
Based on these two concepts, evaluation criteria can be
designed for regulatory policies and regulations, to review
the regulatory policies and regulations of HIHSSs, ensuring
that they encompass the core requirements of fairness,
accountability, and consumer protection. This includes provi-
sions on accessing and using personal health data, data secur-
ity, privacy protection requirements, and so on.

Limitations and future research

There are some shortcomings in this study which are expected
to be improved in future studies. For instance, this study only
explored the mechanisms influencing users’ intention to dis-
close privacy in the HIHSS, without examining the actual
behavior of users. Behavioral intention is a crucial driving
force behindbehavior, and the relationship betweenbehavioral
intention and behavior can be considered as a causal relation-
ship, implying that individuals or systems must have a clear
intention or goal before engaging in the behavior. Behavior
itself represents the actualization process of the behavioral
intention, as it transforms the intention into concrete actions.
However, there may be a gap between behavioral intention
and actual behavior, and a high intention to disclose privacy
does not necessarily mean that users will agree to disclose
privacy. In future research, users’ actual behavior to disclose
privacy in community health service systems can be
modeled and studied.

Conclusion
In conclusion, by expanding upon the privacy calculus
theory and considering the impact of service providers’

trust enhancement mechanisms, the study has revealed the
intricate relationship between perceived benefits, perceived
risks, perceived valence, and perceived security, and how
these factors collectively influence users’ decisions regard-
ing highly sensitive privacy disclosure. Our findings under-
score the significance of perceived benefits and perceived
risks as potent determinants of perceived valence and per-
ceived security. These factors, in turn, exert a substantial
influence on users’ HSPDIs. Notably, we have identified
that PJOPVC holds greater sway over perceived valence
while the PEOPPTs exerts a more pronounced impact on
perceived security. Overall, this study contributes valuable
insights to the field of privacy management in the context of
intelligent health services and offers practical recommenda-
tions for service providers and policymakers seeking to
establish trust and facilitate informed privacy-related deci-
sions among users.
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