
I. Introduction

According to statistics released by the National Statistical 

Office in 2016, cancer is the leading cause of death among 
Koreans. The mortality rates also increased from the previ-
ous year in the order of leukemia, breast cancer, and brain 
cancer [1]. In particular, breast cancer is the second leading 
cause of cancer among Korean women, and it is strongly 
associated with emotional and physical changes, such as 
postoperative depression, anxiety, loss of self-esteem, and 
low quality of life. Therefore, early detection and treatment 
of breast cancer is very important [2-4]. The most common 
method to diagnose breast cancer was preoperative mam-
mography, but nowadays, the most frequently used method 
of diagnosing breast cancer is the fine-needle aspiration test 
[5]. The fine-needle aspiration test can be used to diagnose 
cancer easily without surgery by collecting a specimen from 
the lesion of the patient through a fine needle, observing its 
characteristics, and diagnosing the malignancy [6]. However, 
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there is a difficulty in accurate diagnosis since fine-cell as-
piration is affected by various external variables, such as the 
small size of cancer, noninvasive breast cancer, and low stage 
[7]. In addition, diagnosis can be inaccurate due to various 
factors, such as the skills of the examiner and the similarity 
between organisms [8,9]. To overcome these limitations, it 
is necessary to provide an auxiliary tool to diagnose breast 
cancer accurately.
 Machine learning, which is a field of artificial intelligence 
technology that makes machine judgments through data 
learning, has been widely used in industries such as medi-
cine, manufacturing, and finance [10]. Machine learning is 
largely divided into supervised learning and unsupervised 
learning. Supervised learning is a method that enables a 
model to deduce correct labels for new data by learning 
data with labels. On the other hand, unsupervised learning 
refers to a learning technique in which data without labels is 
learned, and data are clustered according to the similarity of 
their characteristics. The common characteristics that super-
vised and unsupervised learning have are the importance of 
the data to use and the importance of choosing a prediction 
model for learning. There is a problem that if the label of the 
data is biased, or the selected model is over-fitted with the 
corresponding data, the model cannot show the correct per-
formance. The machine running technology that emerged 
to solve these problems is ensemble techniques. Ensemble 
techniques are largely divided into three categories, namely, 
bagging, boosting, and stacking. Bagging a method of allow-
ing redundancy when randomly classifying training data to 
a prediction model in the process of learning. Boosting is 
similar to bagging, but it reuses the data that the prior model 
cannot classify well in the learning process by providing 
weight . Stacking is an ensemble technique that is also known 
as super learning. It uses various models, such as random 
forest, k-nearest neighbors, and support vector machine 
as base learners to generate new data based on predicted 
results. Then this new data is used for another predictive 
model, which is called meta-learner, to finally derive the pre-
dicted value [11]. Studies on ensemble techniques have been 
steadily progressing, and many of them have been limited 
to the techniques of bagging and boosting ensembles 
[12-14]. If bagging and boosting ensemble techniques are 
used to generate strong predictive models using the same in-
complete and weak prediction models, then staging ensem-
ble techniques are available to combine various predictive 
models [15]. Many previous studies have introduced new 
stacking ensemble techniques for breast cancer prediction 
and to increase the performance. As prior research on stack-

ing ensembles, research to determine the best meta-learner 
model is needed as when the same machine learning models 
are used in the base learner and meta-learner. Therefore, we 
compared the performance of meta-learners and identified 
the best meta-learner model in a stacking ensemble as a pre-
dictive aid for breast cancer patients.

II. Methods

1. Data Source
The Wisconsin Breast Cancer Diagnostic (WBCD) data 
provided by the University of Wisconsin consisted of data 
from 569 consecutive fine-needle aspiration tests, with 10 
variables representing the characteristics of the nucleus, each 
with mean, standard deviation, and ideal values   [16]. For ex-
ample, each variable radius contains three variables, namely, 
the mean radius (mean radius of cell), radius SD (standard 
deviation of cell), and worst radius. Therefore, the WBCD 
consists of 30 variables, except for diagnostic results that in-
dicate benign and malignant.
 The Wisconsin Breast Cancer - Original (WBCO) data 
contained nine features and one diagnostic value for 699 
breast biopsies, like the WBCD data.
 For the WBCD data, each parameter value has different 
numerical measurement values. For this study, other nu-
merical measurement values except for diagnosis results and 
ID were normalized by using the following equation:

X' = X – min(X) .
max(X) – min(X)

Unlike WBCD data, WBCO data has the same range of nu-
merical measurement values and is not normalized. Only 
10 rows with missing values are removed. In this study, the 
WBCO data and the WBCD data were randomly extracted 
at a ratio of 8:2 to train data and test data, so that the values 
were not duplicated. Training data was used to train the 
model, and the performance was evaluated using the test 
data.

2. Model Development
The algorithm used for the stacking ensemble in this study 
consists of four models.

1) Gradient Boosting Machine
Gradient Boosting Machine (GBM) is an ensemble model 
that creates a powerful model by grouping several decision 
trees; it can be used for both regression analysis and clas-
sification analysis. GBM creates a tree sequentially in a way 
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that compensates for the error of the previous tree and is 
expressed as follows:

D(x) = d1(x) + d2(x) + d3(x)+ ···.

Here,  dn(x) is generated by minimizing the error of  dn–1(x)
with each sequentially generated tree.

2) Distributed Random Forest
Distributed Random Forest (DRF) is an ensemble model 
used to reduce over-fitting while maintaining predictive per-
formance by combining decision trees with slightly different 
variable values. DRF extracts features randomly with the 
bootstrap technique and generates several decision trees with 
corresponding values. The average of the predicted results in 
each decision tree is used as the final prediction result, and 
DRF has excellent performance even when the parameter is 
used as the default value.

3) Generalized Linear Model
Generalized Linear Model (GLM) is mainly used when the 
dependent variable is a categorical variable. The dependent 
variables used in this study are categorical variables (benign 
and malignant) and binomial variables at the same time, so 
it is appropriate to use the model that is expressed as follows:

E(y|x) = β0 + β1x1 + β2x2 + ··· βnxn, 

where E is the expected value, and β0,β1 ··· βn are the regres-
sion coefficients. Here, y is the probability that an observa-
tion belongs to a group, x is the probability of not belonging 
to the group, and the higher the E value, the higher the prob-
ability of belonging to the group.

4) Deep Neural Network
Deep Neural Network (DNN) is a neural network with mul-
tiple hidden layers between the input layer and the output 
layer. DNN is a neural network structure that can produce 
different results depending on the number of layers and the 
number of nodes in each layer.

3. Experiment Environment and Model Architecture
This study was implemented using the H2O package of the 
R program (ver.3.4.3). The H2O package is an open-source 
library from H2O.ai, which provides a variety of supervised 
and unsupervised learning algorithms [17]. It also supports 
various languages, such as R, Python, and Java. Most of the 
prediction models in this study were implemented using 
the basic parameter values of the H2O package, and 5-fold 
cross-validation was performed to ensure the reliability of 
the data. 
 As shown in Figure 1, base learner models were imple-
mented using h2o.gbm, h2o.randomForest, h2o.glm, and 
h2o.deeplearning functions, and a true value is given to de-
termine whether to keep cross validation as the parameter 
value of the corresponding functions. 
 First, h2o.gbm has a default number of 50 trees with a 
maximum depth of 5. h2o.randomForest has a default 
number of 50 trees with a default depth of 20. h2o.glm has 
a family parameter Gaussian as a default value, but in this 
study, a binomial was used because the dependent variable is 
binomial distribution. By default, h2o.deeplearning has two 
hidden layers and 200 nodes, the epoch is 10, and the activa-
tion function is the ReLU function. The meta-learner was 
implemented using the h2o.stackedEnsemble function, and 
the functions used in the base-learner model were used once 
again.
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Figure 1. Architecture of stacking ensemble.
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III. Results

In this study, we compared the accuracy and root-mean-
square error (RMSE) of each prediction model for perfor-
mance evaluation. In performance evaluation, accuracy 
indicates the accuracy of the prediction model, and the 
RMSE is a value calculated by comparing the predicted 
value with the observed value to determine how much er-
ror there is. Therefore, the lower the RMSE is, the better the 
performance is. To guarantee the reliability of the results, we 
randomly extracted the data and distributed it to the train-
ing data and the test data by randomly repeating this process 
five times and compared the average values   of accuracy and 
RMSE. Figures 2 and 3 compare the accuracy and RMSE 
values of each model with the accuracy and RMSE values 
obtained when a stacking ensemble was used. In Figures 2, 3 
and Tables 1, 2, ‘single classifier’ means a prediction model 

using single GBM, DRF, GLM and DNN. ‘Ensemble classi-
fier’ means a prediction model using the GBM, DRF, GLM, 
and DNN models as the base learner, and each model is used 
as a meta-learner again. Figure 2 shows the results of each 
prediction model for WBCD data. Figure 2 shows that the 
ensemble model for WBCD data achieved better prediction 
accuracy than the single models used. Also, the RMSE value 
of the stacking ensemble using DRF, GLM, and DNN was 
lower than that of the conventional single model.
 Table 1 shows the average prediction accuracy and aver-
age RMSE of each model used to draw the graph in Figure 
2. Table 1 shows that the ensemble model achieved higher 
accuracy than the single model. In particular, the ensemble 
model using GLM as a meta-learner showed the highest 
average prediction accuracy of 97.37%. Also, the ensemble 
model using GLM as the meta-learner showed the lowest 
RMSE value, 0.1873. In contrast, the single GLM model 
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Figure 2.   Performance comparison for the Wisconsin Breast Cancer Diagnostic: (A) accuracy and (B) root-mean-square error (RMSE). 
GBM: Gradient Boosted Model, DRF: Distributed Random Forest, GLM: Generalized Linear Model, DNN: Deep Neural Network.
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Figure 3.   Performance comparison for the Wisconsin Breast Cancer - Original: (A) accuracy and (B) root-mean-square error (RMSE). 
GBM: Gradient Boosted Model, DRF: Distributed Random Forest, GLM: Generalized Linear Model, DNN: Deep Neural Network.
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showed the highest average RMSE value of 0.2206.
 According to Figure 3, the WBCO data also shows that 
each model achieved high performance overall, but other 
ensemble models, except GBM and DNN, showed lower 
average predictive accuracy rates than those using a single 
model. The RMSE for the ensemble model using GBM and 
GLM as the meta-learner was lower, while the RMSE value 
for the ensemble model using DRF and DNN as the meta-
learner was higher than that for the single model.
 Table 2 shows the average prediction accuracy and average 
RMSE of each model used to draw the graph, as shown in 
Table 1. As seen in Table 2, only the ensemble model using 
GBM and DNN as the meta-learner showed an increase in 
average accuracy. On the contrary, the model with single 
GLM had the highest average prediction accuracy of 98.10%. 
In the case of average RMSE, the RMSE value was lower 
only when GBM and GLM were used as a meta-learner, and 
the model using GLM as a meta-learner showed the lowest 
RMSE value.

IV. Discussion 

Unlike in the West, breast cancer in Korea has a very high 
incidence in people under 50 years old, rather than after 50 
[18]. This means that the age which breast cancer can occur 
is lower than in the West. Therefore, early diagnosis and ac-
curate prediction of breast cancer is needed through conver-
gence with various fields. Recently, various studies have been 
conducted to improve the accuracy of cancer prediction us-
ing machine learning techniques [19]. In particular, research 

has focused on ensemble techniques that improve perfor-
mance by combining various prediction models rather than 
one of the machine learning techniques [20]. In this study, 
we used a stacking ensemble technique that can combine 
various prediction models among ensemble techniques to 
generate prediction models and verified their performance. 
In this study, a stacking ensemble was constructed using 
GBM, DRF, GLM, and DNN, which are powerful predic-
tion models, and each prediction model was used again as a 
meta-learner.
 Since GBM, DRF, GLM, and DNN were predictive mod-
els that achieved high performance even if they were used 
alone, the same performance improvement could not be ob-
tained in all models when the stacking technique was used. 
However, in this study, the stacking ensemble using GBM 
as a meta-learner showed better prediction accuracy than 
the existing single model for both sets of breast cancer data. 
In addition, the RMSE value was confirmed to be the meta-
learner, and the stacking ensemble using the GLM decreased 
in different data. The results of this study demonstrated that 
a stacking ensemble using GBM and GLM as a meta-learner 
is suitable as an auxiliary tool for predicting breast cancer.
 This research identified the best performance meta-learner 
model when the same models were used in the base learner 
and meta-learner. The result of this research could be a 
valuable reference for choosing machine learning models 
for further stacking ensemble research. However, this study 
had a limitation that it was based on the default parameter 
values provided by H2O; we expect that it would be possible 
to develop a stacking ensemble with higher performance by 

Table 1. Performance evaluation for the Wisconsin Breast Cancer 
Diagnostic

Single classifier Ensemble classifier

Accuracy
   GBM 0.9632 0.9684
   DRF 0.9614 0.9702
   GLM 0.9667 0.9737
   DNN 0.9702 0.9719
RMSE
   GBM 0.1928 0.1959
   DRF 0.1958 0.1888
   GLM 0.2206 0.1873
   DNN 0.2164 0.2163

RMSE: root-mean-square error, GBM: Gradient Boosted Mod-
el, DRF: Distributed Random Forest, GLM: Generalized Linear 
Model, DNN: Deep Neural Network.

Table 2. Performance evaluation for the Wisconsin Breast Cancer - 
Original

Single classifier Ensemble classifier

Accuracy
   GBM 0.9766 0.9796
   DRF 0.9796 0.9737
   GLM 0.9810 0.9796
   DNN 0.9781 0.9796
RMSE
   GBM 0.1634 0.1515
   DRF 0.1539 0.1544
   GLM 0.1516 0.1487
   DNN 0.1609 0.1637

RMSE: root-mean-square error, GBM: Gradient Boosted Mod-
el, DRF: Distributed Random Forest, GLM: Generalized Linear 
Model, DNN: Deep Neural Network.
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adjusting the detailed hyperparameters for each model.
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