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Abstract
Since Chinese scholars are playing an increasingly important role in shaping the national landscape of discussion on AI ethics, 
understanding their ethical concerns and preferred solutions is essential for global cooperation on governance of AI. This 
article, therefore, provides the first elaborated analysis on the discourse on AI ethics in Chinese academia, via a systematic 
literature review. This article has three main objectives. (1) to identify the most discussed ethical issues of AI in Chinese 
academia and those being left out (the question of “what”); (2) to analyze the solutions proposed and preferred by Chinese 
scholars (the question of “how”); and (3) to map out whose voices are dominating and whose are in the marginal (the ques-
tion of “who”). Findings suggest that in terms of short-term implications, Chinese scholars’ concerns over AI resemble pre-
dominantly the content of international ethical guidelines. Yet in terms of long-term implications, there are some significant 
differences needed to be further addressed in a cultural context. Further, among a wide range of solution proposals, Chinese 
scholars seem to prefer strong-binding regulations to those weak ethical guidelines. In addition, this article also found that 
the Chinese academic discourse was dominated by male scholars and those who are from elite universities, which arguably 
is not a unique phenomenon in China.
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1 Introduction

At World AI Conference in 2019, Elon Musk and Jack Ma 
expressed two contrasting attitudes when they had a debate 
on AI. The former saw AI as the biggest existential threat to 
humanity while the latter suggested embracing the technol-
ogy for a brighter future. Accompanying the proliferation 
of such debate in different domains, in recent years AI eth-
ics has become a global theme of discussion and research 
(Mittelstadt 2019). Accordingly, academic literature on AI 
ethics has boomed. Ethics committees and guidelines have 
also emerged in both private companies and policy circles. 
Although those progresses have contributed to the general 
identification and conceptualization of ethical risks of AI, 
they remain far from sufficient for ethical AI development. 
The insufficiency is triple-folded. First, notwithstanding 
a seemingly global convergence on some key principles 

such as transparency, justice and fairness, non-maleficence, 
responsibility, and privacy, sustainability- and solidarity-
related principles are missing from those guidelines (Jobin 
et al. 2019). Further, focus has been on the formation of 
those guidelines rather than transformation into real actions, 
keeping the effects in check (McNamara et al. 2018; Jobin 
et al. 2019). In particular, private companies and govern-
ments are suspected of ethics washing, meaning issuing 
non-binding ethical guidelines as a portmanteau to eschew 
regulation (Wagner 2018; Jobin et al. 2019; Rességuier and 
Rodrigues 2020). Finally, yet importantly, due to different 
interests or cultural and political contexts, AI can have dis-
tinct ethical implications and social impacts depending on 
the region. Even though advocating same principles, the 
prescribed methodologies may differ greatly among dif-
ferent societies (Fung and Etienne 2021). Yet the current 
literature on AI ethics is in lack of research focusing on the 
regions outside the West, restraining diversity and inclusiv-
ity in terms of academic debates, as well as hampering the 
global governance of AI (Hagerty and Rubinov 2019; ÓhÉ-
igeartaigh et al. 2020).
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According to The AI Index 2021 Annual Report from 
Stanford University, China now leads in both the total num-
ber of AI journal publications and the AI journal citations 
worldwide (Zhang et al. 2021). However, given the statistics 
from AI Ethics Guidelines Global Inventory, China has far 
fewer domestic guidelines on AI ethics than the EU and the 
USA. Does this mean that in China, attention has been paid 
only to the research and development of AI instead of the 
ethics? In fact, latest studies have shown that in China, there 
are extremely lively and diverse discussions about social 
and ethical implications of AI on social media platforms 
(Mao and Shi-Kupfer 2021); and that China’s AI ethics and 
governance landscape is shaped by multiple actors including 
government, private companies, academia and the public 
(Arcesati 2021). The world needs to shift its attention from 
whether China is having these discussions to what the sub-
stances of the discussions are (Lewis 2018). Moreover, there 
is a present environment of “AI race” between the USA and 
China, which may fuel the mistrust and misunderstanding, 
forming an enormous barrier to international cooperation 
on the governance of AI (ÓhÉigeartaigh et al. 2020). In this 
conjuncture, more research on AI ethics in the context of 
China is in urgent need.

Researchers have recently embarked on decoding the Chi-
nese considerations of AI ethics with different approaches. 
Some look at them from a rather holistic view. For instance, 
Rebecca Arcesati produced a comprehensive report on how 
different stakeholders have shaped the discussions in China 
(Arcesati 2021); Roberts et al. analyzed the Chinese ethical 
concerns about AI under an overall framework of strategic 
policymaking (Roberts et al. 2020). On the other hand, some 
focus closely on the specific domains, especially online pub-
lic opinion (Zeng et al. 2020; Mao and Shi-Kupfer 2021). 
Nonetheless, analysis on the academic discourse is still 
missing from the literature. Given the fact that prominent 
scholars constitute the majority members of those local ethi-
cal committees and that Chinese academia also follows the 
governmental initiative to actively engage in international 
exchanges on the governance of AI (Arcesati 2021), an 
elaborate study on Chinese academic discourse is expected 
to provide more nuanced insights in aspects of the Chinese 
debates on AI ethics as well as their global implications. 
Therefore, this article makes the first in-depth examination 
on the current state of discourse on AI ethics in Chinese aca-
demia, via a systematic review. This article has three main 
objectives: (1) to identify the most discussed ethical issues 
of AI in Chinese academia and those being left out (the 
question of “what”); (2) to analyze the solutions proposed 
and preferred by Chinese scholars (the question of “how”); 
and (3) to map out whose voices are dominating and whose 
are in the marginal (the question of “who”).

From a perspective of global governance, knowing 
and understanding the debates there is essential for less 

dystopia-utopia dichotomic judgements on AI’s impacts on 
that society and more critical thinking on whether tradeoffs 
between conflicting norms are legitimate and just in that 
culture. This article is proposed to facilitate the process of 
such knowing and understanding. Section 2 offers an over-
view of the current landscape of AI ethics research in China 
and its potential global implications. Section 3 presents the 
employed methodology, including the selection of literature, 
the coding and categorization process, and the limitations. 
Findings are presented in Sect. 4, which serves as the foun-
dation of conclusive discussion in Sect. 5.

2  AI ethics with Chinese characteristics? 
Local landscape and global implications

In the Chinese context, although its AI competence has 
drawn much attention from the international society, the 
Chinese discussion on AI ethics is still understudied by for-
eign scholars. In fact, the government has expressed its firm 
intention to address ethical issues from AI with the publica-
tion of New Generation Artificial Intelligence Development 
Plan in 2017, which calls for research on legal, ethical, and 
social issues from AI and aims to establish a legislation sys-
tem and ethical framework ensuring the healthy develop-
ment of AI (State Council 2017). Hitherto, there are three 
comprehensive government-backed documents about AI 
ethics in China, namely Beijing AI Principles from Beijing 
Academy of AI (BAAI), Joint Pledge on Self-discipline in 
the AI Industry from AI Industry Alliance (AIIA), and Gov-
ernance Principles for a New Generation of AI: Develop 
Responsible AI from Ministry of Science and Technology 
(MOST). In addition to the five convergent principles, they 
all listed “diversity & inclusivity” and “open & sharing” 
as key principles, stressing the importance of cooperation 
across disciplines, domains, and borders (AIIA 2019; BAAI 
2019; MOST 2019), providing a policy foundation for other 
stakeholders to join the conversation on how AI should be 
governed. Domestic scholars have published a great num-
ber of articles on the topic (Chen et al. 2020); tech giants 
have issued ethical documents to guide the development of 
AI in the industry (for instance, Tencent 2020; SenseTime 
2021); media has substantial leverage to drive public dis-
course (Ouchchy et al. 2020); and even the public, although 
usually not seen as a decisive force in the policy circles, 
have actively participated in the online debate (Mao and 
Shi-Kupfer 2021) and pushed for some regulatory changes 
(Arcesati 2021).

Scholars, in particular, are playing an increasingly impor-
tant role in shaping the landscape of AI ethics discussion in 
China (ibid.). This is well explained by three reasons. First, 
they are frequently participating in cross-domain debates. 
For instance, Xiang Biao (项飙), as one of contemporary 



AI & SOCIETY 

1 3

China’s most renowned anthropologists, has been invited 
to deliver speeches at Tencent’s Tech for Good Conference, 
raising concerns about the relations between humans and 
algorithm systems (Tencent Research Institute 2021). Sec-
ond, the government aims to increase the country’s “dis-
course power (话语权)” (Arcesati 2021) and to participate 
more actively in the rulemaking process of AI development. 
Therefore, Chinese scholars are following this initiative to 
actively engage in global exchanges on AI ethics (ibid.). 
Third, and perhaps most importantly, Chinese scholars 
occupy the most important positions in those local ethical 
committees of AI governance. Xue Lan (薛澜), the direc-
tor of China Institute for Science and Technology Policy, 
for instance, serves also as the chairman of the National 
New Generation Artificial Intelligence Governance Expert 
Committee (NNGAIGEC), which drafted the official gov-
ernance principles for responsible AI (MOST 2019). Other 
prominent scholars who have been particularly influential in 
AI ethics research in China include Zeng Yi (曾毅), Huang 
Tiejun (黄铁军), Li Renhan (李仁涵), and Chen Xiaoping 
(陈小平), as Fig. 1 lists.

Most of the concerns from these prominent scholars have 
evolved into the aforementioned guidelines from BAAI and 
MOST, given their dominance of those committees. Apart 
from those universal principles, there are in fact some dis-
tinguishing concepts in these Chinese guidelines. In Beijing 
AI Principles, for example, there is a principle calling for 
optimizing symbiosis (优化共生) between human and AI, 

which stems from the traditional Chinese philosophy of har-
mony (和谐). As Zeng Yi, the leading author of Beijing AI 
Principles, explained in an interview,

“…many AI ethical principles are human-centered. …
Such a design framework for the ethical principles of 
AI is somewhat short-sighted in my opinion. If it is 
human-centered, then the relations between humanity 
and the nature may not be well portrayed. …Besides, 
the future AI systems could become self-conscious or 
become a moral agent. If that’s the case, if we remain 
human-centered, our current depiction of AI ethical 
principles would be quite inappropriate. Current AI 
ethical principles is always about AI models and appli-
cations, and what criteria they should meet. However, 
I believe in a future society where humans and AI 
coexist, we should emphasize not only what kind of 
principles AI systems should try to uphold, but at the 
same time, in order to adapt to such a society, human 
beings also need to transform.”
Zeng Yi interviewed by Berggruen Institute 2019

As a member of UNESCO Ad Hoc Expert Group on 
Recommendation on the Ethics of Artificial Intelligence, 
Zeng Yi proposed to include this concept of harmonious 
symbiosis as a core value in the recommendation. Although 
the proposal was approved by several Asian and African ad 
hoc expert groups and government representatives, because 
some other representatives could not accept the terminology 

Name Roles

Xue Lan
( )

• Director, China Institute for Science and Technology Policy
• Chairman, NNGAIGEC
• Dean, Institute for AI International Governance, Tsinghua Uni.

Zeng Yi
( )

• Director, Research Center for AI Ethics & Sustainable Development, BAAI
• Member, NNGAIGEC
• Member, Institute for AI International Governance, Tsinghua Uni.
• Member, UNESCO Ad Hoc Expert Group on Recommendation on the 

Ethics of Artificial Intelligence
• Berggruen fellow, Berggruen Institute China Center

Huang Tiejun
( )

• Dean, BAAI
• Vice Dean, Institute for Artificial Intelligence, Peking Uni.
• Council member, China Electronics Standardization Association

Li Renhan
( )

• Member, NNGAIGEC
• Prime Consultant, Artificial Intelligence Institute, Shanghai Jiao Tong Uni.

Chen Xiaoping
( )

• Director, Expert Committee of AI Ethics, Chinese Association for AI
• Berggruen fellow, Berggruen Institute China Center

Fig. 1  Examples of influential scholars in AI ethics research in China
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of “harmony” and “a community with a shared future for 
mankind (人类命运共同体)”, it was reframed to “living 
in peaceful, just and interconnected societies” in the final 
draft that was adopted by all 193 member states of UNE-
SCO (Tian 2021). Even though the recommendation did not 
directly adopt the expression of “harmonious symbiosis”, 
relevant ideas were retained as Line 24 of the recommenda-
tion demands that the processes of the life cycle of AI sys-
tems should not threaten the coexistence between humans, 
other living beings and the natural environment (UNESCO 
2021). This was considered by experts of various countries 
as a substantial embodiment of incorporating non-Western 
values into the global agreement on AI ethics (Tian 2021). 
It is evident that Chinese ways of thinking are more or less 
gaining its influence on those international negotiations and 
eventually the global standards. Therefore, understanding 
the Chinese discourse on AI ethics, as argued especially the 
academic discourse, becomes particularly important.

3  Methodology

To offer an elaborate representation (instead of represen-
tation) of the Chinese academic discourse on AI ethics, 
this article employs a hybrid version of systematic review 
(Stahl et al. 2016), combining narrative review and statisti-
cal meta-analysis. The former relies on qualitative analysis 
to gain deeper understandings of particular issues and the 
latter quantitatively assess the discourse as a whole. The uti-
lized methodology works indeed a lot like an AI algorithm, 
with selected journal articles being raw data, coding and 
categorizing process being algorithms, and findings being 
outputs. However, unlike most AI applications in the real 
world, the methodology here does not struggle with issues 
like algorithm black box. To consolidate the trustworthiness 
and reveal the inevitable bias of this article, the following 
sections describe the methods employed in selecting and 
sampling relevant literature, the process of coding and cat-
egorization, and the limitations.

3.1  Selection of the literature

Since the focus of this article is on AI ethics in Chinese 
academia, the literature search was conducted in the data-
base from which Chinese scholars and researchers would 
acquire their firsthand academic information, which is China 
National Knowledge Infrastructure (CNKI). Degree disserta-
tions and conference papers were not targeted considering 
they would eventually evolve into journal articles. In addi-
tion, to ensure the quality of articles as well as avoid duplica-
tion, only CSSCI (Chinese Social Sciences Citation Index, 
which arguably is the most influential index in China) jour-
nals were chosen as the article source. Furthermore, since 

the third wave of AI started in the early 2010s, one decade 
of publications from 2011 to 2020 were included. Having 
decided on the type and source of publication and fixed the 
range of dates, CNKI was searched using “AI ethics /人工
智能伦理” as the search term. The search was run on 1st of 
January 2021 and replicated on 23rd of March 2021. The 
results were both 328 hits, with 289 from 2020, 36 from 
2019, and only 3 from previous publication years.1

All the result articles were collected and uploaded into 
NVivo 12 for sampling and coding. To ensure their rele-
vance to the research, a three-step sampling method was 
employed. First, the title, abstract, and key words of each 
article were checked to assess whether it was obviously an 
academic publication focus on AI ethics. If not, it was then 
excluded. During this step, 55 articles were excluded due to 
irrelevance. Second, after starting systematic review on the 
remaining 273 articles, exclusion was continued through full 
analysis. Namely, the sampling was operated simultaneously 
with coding. Another 11 articles were excluded in the end 
of coding process. Lastly, in case of arbitrary decision, all 
the excluded articles were double-checked, and none was 
re-included. Altogether, 262 articles were sampled.

3.2  Coding and categorizing

The scheme for coding and categorizing was rather straight-
forward. First, the target information was set. To answer the 
question of “what”, the first group of categories consists 
of discussed ethical issues as “Issue”,2 and exemplified AI 
scandals as “Example”; to answer the question of “how”, 
the second group consists of the recommended proposals for 
addressing the issues as “Proposal”, and the referred ethical 
guidelines as “Guideline”; finally, to answer the question of 
“who”, the third group consists of genders of both first and 
second authors as “Gender”, and their affiliations as “Affili-
ation”. Subsequently, those samples were read line by line to 
highlight the words, sentences, and paragraphs that fell into 
these categories, and those references were coded with their 
original wording. Noteworthily, some types of information 
were not available in several samples. In this case, those 
samples would have a code as “None” in the correspond-
ing category. Besides, multiple entries in the same category 
were possible, if for instance more than one issue were dis-
cussed in the same sample. Consequently, each sample had 
at least one code in each category, namely at least six codes 
per sample. In total, there were 2847 codes (Issue: n = 745; 
Example: n = 416; Proposal: n = 585; Guideline: n = 344; 
Gender: n = 376; Affiliation, n = 381). Finally, codes within 

1 A list of collected articles in the chronological order can be found 
in supplementary document.
2 Coded only when at least one paragraph of discussion on the raised 
issue were provided in the text.
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the same category were divided into several subcategories 
for further analysis. Information about subcategories and 
detailed analysis of each category can be found in Sect. 4.

3.3  Limitations

Three major limitations are acknowledged in this article. 
First, this article collected only articles from the “official” 
Chinese academia. Yet private companies often invite influ-
ential scholars to publish on their own “semi-academic” 
channels, such as Tencent Research Institute and Alibaba 
DAMO Academy. Those articles were not collected, result-
ing in a short of cross-domain publications. Second, this 
article used “artificial intelligence ethics/人工智能伦理” as 
the only search term, which might have filtered the result by 
default. In the Chinese context, scholars might use “治理
(governance)” instead of “伦理(ethics)” when addressing 
the ethical concerns of AI. Consequently, some governance-
oriented articles might have been omitted. Third, the result 
hits under exactly same search term might vary significantly 
between dates due to algorithm or index updates, which 
was found to be a prevalent phenomenon in other databases 
(Bramer 2016). In fact, the search was replicated again on 
3rd of July 2021, the result became 332 hits, with four more 
entries. When the same search was conducted in January 
2022, there were much more new entries in the result. After 
received the inquiry, a staff member of CNKI explained the 
research results differed because “journals’ editorial office 
may delay their article submission to our product team, or 

they asked to delay the time to launch to CNKI platform”.3 It 
would be reasonable to believe that in order to improve their 
metrics, journals wanted to publish the articles they regarded 
as important in CNKI first, and those “less important” arti-
cles sometime later. Moreover, a radical reform of research 
assessment was recently launched in China to strengthen the 
local relevance of research, encouraging articles to be pub-
lished in high-quality Chinese journals (Zhang and Sivertsen 
2020). Therefore, it is expected the search result will have 
more entries. Therefore, instead of a systematic review of all 
the articles on AI ethics in Chinese academia, this article can 
only represent the discussions in the sampled 262 articles.

4  Findings

4.1  Issue

As shown in Chart 1, the most discussed issues about AI 
ethics in Chinese academia follow an order of “PEARS-
FAULT (Privacy, Equality, Agency, Responsibility, Security, 
Freedom, Autonomy, Unemployment, Legality, Transpar-
ency, and others)”. Privacy-related issues were the most dis-
cussed among 262 samples (n = 99), which contradicts to the 
opinion claiming privacy is not concerned in China (see for 
example, Jacobs 2018). The second most discussed subcat-
egory of issue was equality (n = 95). This included bias and 
discrimination at the individual level. The most frequently 

Chart 1  Issue

3 The author first contacted Inga-Lill M. Blomkvist, the librarian 
of Nordic Institute of Asian Studies from which the author got the 
access to CNKI publications. She forwarded the inquiry to the staff 
member of CNKI and later kindly sent back the answer, which the 
author is very much grateful for.
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mentioned problem was the “big data backstabbing/大数
据杀熟”, which denotes the e-commerce platforms’ use of 
algorithms to profile customers and market the same product 
at different prices to different customers. However, other 
discriminations such as AI being sexist, ageist, and racist 
were rarely under explicit analysis but briefly mentioned 
as examples. Rather, Chinese scholars seemed to be more 
inclined to talk about inequalities from AI technologies at 
a broader societal level. For instance, many mentioned the 
phenomenon of enlarging digital divide, referring to the 
unequal access to AI technologies. Another major societal 
concern was AI helping tech companies to become monop-
olies, resulting in unfair allocation of benefits and further 
class stratification.

Unlike the previous two concrete problematics, the third 
most discussed issue was more abstract, concerning AI pos-
ing threats to human agency (n = 88). “Can someone marry 
an AI? Should artificial general intelligence be considered 
as a moral agent? Or, what if AI singularity happens?” Such 
questions were centered on the very fundamental human-
centrism, elevating debates on ethics to a philosophical 
level. Some might regard those inquiries as alarmist, yet 
depending on the perspective from which scholars argue, 
they can be surprisingly relevant in the present times. From 
a perspective of responsibility allocation, those are far from 
being simply futuristic. Driverless vehicles causing traf-
fic accident, AI journalists autogenerating fake news, and 
the aforementioned discriminations have all occurred and 
led to moral dilemmas where harm is made yet no one to 
blame. From a perspective of legality, clarifying the role 
of AI in legislation, especially in penal law and intellec-
tual property law, is put on agenda by many governments. 
Responsibility and legality were, therefore, respectively the 
fourth (n = 58) and the ninth (n = 39) most concerned subcat-
egories. In the fifth position was the concerns over security 

(n = 50), which was also multilayered. While most issues in 
this subcategory addressed technological malfunctions in 
the human–AI interactions, nearly half of the codes shared 
a theme of national security. Many Chinese scholars are 
concerned that AI might escalate the arm race and catalyze 
wars. Besides, AI technologies like deepfake can be used 
by terrorist groups or foreign hostile powers for fake news 
dissemination, political propaganda, and public opinion 
manipulation (Shi et al. 2020).

The sixth most concerned problems fell into the sub-
category of freedom (n = 49). Interestingly, in the origi-
nal wording, very few Chinese scholars used “freedom/自
由” itself. Instead, they discussed those phenomena that 
implied the shrinking of some types of freedom, such as 
information cocoon (or filter bubble, denoting the shrink-
ing access to different opinion), homogenization (mean-
ing AI as teacher, judge, or any other kind of evaluators 
will limit the users’ freedom to learn, defense, or create). 
In fact, the potential personal freedom intrusion from AI 
surveillance was discussed in the name of privacy rather 
than freedom. What came after freedom was the concerns 
over autonomy (n = 42), which was raised in contexts where 
users became too dependent on AI applications to function 
as a normal human. For instance, older adults might reduce 
the real human-contact if they had an AI robot as compan-
ion. Lastly, many expressed concerns about AI raising the 
unemployment rate, which was the eighth most discussed 
issue (n = 41); as well as the problem of algorithm black 
box, which eroded the transparency and trustworthiness of 
AI (n = 37).

4.2  Example

Only less than half of the samples referred cases of AI scan-
dals happened in the reality to support their discussions 

Chart 2  Example
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(n = 120). The most frequently exemplified cases (n ≥ 5) 
were shown in Chart 2. Google (n = 41), Facebook (n = 32), 
Microsoft (n = 21), Hanson (n = 15), Uber (n = 10), and 
Amazon (n = 9) were the first six most exemplified institu-
tions of unethical use of AI, which are all foreign tech com-
panies. Local tech companies, on the other hand, appeared 
less frequently on the list, with entries of only Bytedance 
(n = 8), Momo4 (n = 7), and Baidu (n = 5). It seems that 
Chinese scholars concentrated their criticism on the for-
eign tech companies, instead of the local ones, even though 
there have been several domestic AI scandals such as the 
death of Wei Zexi (Heng 2016), the dystopian Focus1 (Feng 
2019), and the first legal case over facial recognition (Ye 
2020). Further, there was very limited discussion on the AI 
applications that were initiated by the government, such as 
facial recognition systems for surveillance and social credit 
systems. In terms of types of concerns, while most institu-
tions were listed for only one or two, Facebook was involved 
in five subcategories, including privacy, equality, security, 
freedom, and transparency. Regarding the most exemplified 
individual cases, Google’s AlphaGo (n = 28) that caused 
concerns over AI threatening human agency ranked the first 
position. Microsoft’s Tay (n = 19) was criticized for its dis-
criminative responses, occupying the second, and Hanson’s 
Sophia (n = 15) came to the third with its controversial Saudi 
Arabian citizenship. The popularity of these three cases is 
fairly understandable, given their association with Sci-Fi 
and massive media dissemination. Other cases in which AI 

played a substantial yet invisible role received less attention, 
such as fatal accident caused by an Uber’s self-driving vehi-
cle (n = 8) and the Facebook-Cambridge Analytica scandal 
(n = 7).

4.3  Proposal

The majority of the samples raised proposals to address the 
ethical concerns (n = 166). Each sample gave on average two 
to three proposals. As shown in Chart 3, those proposals can 
be further divided into nine subcategories, namely struc-
tural reform (n = 73), legislation (n = 69), value definition 
(n = 64), ethical principles (n = 52), accountability system 
(n = 45), shared governance (n = 39), technology solutions 
(n = 39), talent training (n = 37), and international coopera-
tion (n = 23). Structural reform became the first because it 
covered the establishment of regulatory processes or institu-
tions in the all life circle of an AI application, including eth-
ics review committee and algorithm auditing in the design 
stage, penalties for the wrong use of AI, and incentives like 
subsidies for approved effective and responsible applica-
tions. Legislation, or to put it more simply, issuing new 
laws on AI was the second most popular proposal. This was 
considerably more advocated than another proposal, issuing 
ethical principles (the fourth), which implied the Chinese 
scholars would prefer to ask the government to draft strong-
binding laws than urge the institutions to issue their own 
weak principles. If the academic discourses indeed reflect 
policy changes, it is expected that there will be more con-
crete laws governing the use of AI in China. Value definition, 
as the third most popular proposal, referred to the standard-
making of ethical considerations about AI. One concept that 

Chart 3  Proposal

4 Momo is a Beijing Internet company established in 2011, known 
for the homonymic social search and instant messaging mobile app 
that is considered to an equivalent to Tinder.
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Chinese scholars frequently mentioned was the dichotomy 
of zweckrational–wertrational. The former denoted acting 
based on the rational evaluation of consequences (for exam-
ple, consequentialism) while the latter was characterized by 
striving for (usually irrational) reasons or motives intrinsic 
to the actor (for example, deontology). In fact, most schol-
ars proposing value (re)definition argued that the recent AI 
development had been driven by an excessive zweckrational 
thus causing ethical problems. Nonetheless how to balance 
two value standards in practice and who should be the actor 
were not clearly pointed out.

Occupying the fifth position, accountability system repre-
sented those proposals to clarify the responsibility of differ-
ent stakeholders involved in the design, use, and governance 
of AI. In particular, the majority of proposers had an urge 
to hold AI companies accountable for more responsibility. 
Shared governance, which represented those proposals to 
include multiple stakeholders, especially the public, in the 
governance of AI, was the sixth. There were same number 
of scholars proposing technological solutions to address the 
ethical issues. For instance, blockchain was believed to be 
able to record the manufacturing and development progress 
of AI, so regulators can keep tracking, evaluating, and even-
tually preventing the potential unethical uses (Cai 2020). 
Lastly, there were another two subcategories, talent training 
and international cooperation. The former contained those 

proposals to embed the ethics education into the AI talent 
training system, those to familiarize the general public users 
with the rationale of AI, and all those to use education to 
make a difference. The latter, as the name suggested, called 
for more international cooperation on the governance of AI.

4.4  Guideline

42% of the samples (n = 110) referred ethical guidelines to 
discuss ethical concerns of AI. Guidelines that appeared at 
least twice were listed in Chart 4 in their original names, 
while those appeared once were included in Others (n = 25). 
Among those samples, more than half referred guidelines 
from EU including GDPR (n = 43), Ethics Guidelines for 
Trustworthy AI (n = 40), and EURON Roboethics Roadmap 
(n = 3). Besides, 37% referred guidelines were from aca-
demia (n = 41), 26% referred guidelines were from Chinese 
government (n = 28), and 16% referred were from interna-
tional organizations (n = 17). The most referred guidelines 
from academia, Chinese government, international organi-
zations were, respectively, Isaac Asimov’s Three Laws of 
Robotics (n = 37), Governance Principles for A New Gen-
eration of AI: Develop Responsible AI (n = 21), and UNE-
SCO’s Beijing Consensus on AI and Education (n = 7). This 
finding showed that Chinese scholars discuss the European 
guidelines much more often than the ones from the USA. In 

Chart 4  Guideline
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addition, in terms of the domestic guidelines, Chinese schol-
ars are more familiar with Governance Principles for A New 
Generation of AI: Develop Responsible AI, which was a full 
initiative from the government, rather than BAAI’s Beijing 
AI Principles, or AIIA’s Joint Pledge on Self-discipline in 
the AI Industry, which were both issued by the private-sector 
with governmental endorsement. Mostly, those guidelines 
were referred as either the ethical standards one should fol-
low or a good example of AI governance. Nonetheless, there 
were also scholars analyzing those guidelines in the bigger 
contexts. For instance, Ethics Guidelines for Trustworthy AI 
was regarded as the EU’s strategic consideration of enhanc-
ing its normative power and striving for the right to make 
international standards (Yin and Fang 2020).

4.5  Gender

Among all the first and second authors, male authors 
accounted for 56% (n = 211), female authors accounted 
for 34% (n = 126), and unidentifiable authors accounted for 
10% (n = 39). However, if counting only the first author, 
the share of males rose up to 63% (n = 165) and the share 
of females decreased to 32% (n = 84). Male dominance 
was found to be apparent in the discourse on AI ethics in 
Chinese academia, which was similar to the finding from 
Thilo Hagendorff. In fact, the gender distribution of the 

scholars who drafted the aforementioned three Chinese 
ethical guidelines was even more unbalanced. There were 
no female members in those committees at all. Nonethe-
less, this study did not find strong evidence proving that 
females have different moral reasonings than males. Thilo 
Hagendorff agreed with Carol Gilligan that men address 
moral problems through logic-oriented and rational “eth-
ics of justice” while women interpreting them within an 
emotion-oriented and empathic “ethics of care” framework 
(Gilligan 1982). He, therefore, argued that male domi-
nance was the reason why transparency, justice and fair-
ness, responsibility, and privacy are the most frequently 
mentioned principles while AI in contexts of care, help, 
welfare, or ecological networks are barely mentioned 
(Hagendorff 2020). However, this is not necessarily the 
case in Chinese academia. As shown in Chart 5, this study 
did not find significant differences between the prioritized 
ethical issues of female and male authors. Both shared 
similar patterns and concerned about privacy, equality, and 
agency the most. Therefore, one can argue that even there 
is a more balanced proportion of female authors writing 
those ethical guidelines, guidelines about welfare or eco-
logical networks may remain omitted. After all, Gilligan’s 
ethics of care framework that argues women approach 
ethics differently from men was raised in the 1980s and 
has already received many critiques from other feminist 
scholars in the 1990s (Senchuk, 1990). Besides, the female 
moral reasoning may have changed since 1980s.

Chart 5  Gender (output from NVivo)
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4.6  Affiliation

The authors of 262 samples were from 198 different insti-
tutions all over China. Each provincial level area had at 
least one institution on the list. The vast majority of the 
institutions were public universities or colleges and only 
nine were private. As shown in Chart 6, 63% of the samples 
were produced in institutions located in eastern China (n 
= 164), with 15% from central China (n = 40), 17% from 
western China (n = 44), and 5% from northeastern China 
(n = 14). The most published institutions were Tsinghua 

University (THU, n = 15), East China Normal University 
(ECNU, n = 11), Peking University (PKU, n = 9), Beijing 
Normal University (BNU, n = 9), and Shanghai University 
(SHU, n = 9), which were all elite universities located in the 
east. These findings suggested a prevailing research interest 
in AI ethics in all parts of China, yet the current discourse 
is dominated by the prestigious universities from eastern 
China, particularly Beijing and Shanghai. It seems that no 
matter domestically in China or internationally, discourse 
on AI ethics is always shaped by the more economically 
developed regions.

Chart 6  Affiliation (output from NVivo)
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5  Discussion

Overall, this article found the discussions about AI ethics 
in Chinese academia to be highly diverse, similar to the 
finding in online public discourse from Mao and Shi-Kup-
fer (2021). Sessions 4.1 and 4.2 offered forthright answers 
to the question of “what”, concerning the most discussed 
ethical issues of AI in Chinese academia and those being 
left out. Among the diverse Chinese literature on AI eth-
ics, one group of scholars expressed their short-term 
concerns on how to regulate AI algorithms, models, and 
applications, to make them abide by the existing ethical 
principles. The ethical concerns from those scholars were 
centered on the globally convergent principles, which was 
well reflected in the popularity of concerns over privacy, 
equality, and responsibility. In other words, although the 
prescribed methodologies may differ from those proposed 
in the West (which is discussed below), this group of Chi-
nese scholars saw the similar problems, including privacy 
intrusion (Lin and Chen 2020), algorithm discrimination 
(Wang 2020), and the problem of responsibility allocation 
(Pan and Yang 2020). Besides, not only the most con-
cerned issues, but the lack of mentioning about sustain-
ability- and solidarity-related issues is also a similarity 
shared by the Chinese academic discourse and the inter-
national guidelines.

On the other hand, another group of scholars focused 
their debates on the long-term concerns about the more 
futuristic version of AI, be it artificial general or super 
intelligence. This was reflected by the fact that agency 
came only after privacy and equality as the third most 
concerned issue. Similar to Zeng Yi, those scholars saw AI 
as a potential moral agent and discussed how they might 
change the current human society and how we should pre-
pare for that future. Interestingly, this article found fun-
damentally contrasting arguments within this group. One 
school held onto the fundamental principle of human-cen-
trism. Yet this principle was questioned by another school 
of Chinese scholars who mostly shared a stance that the 
eastern cultural heritage will entail a different view on 
human–AI relations than the West. For instance, Song 
Bing argued that the traditional Chinese three teachings, 
namely Confucianism, Buddhism, and Taoism, all share 
a non-humancentric moral root, which explained why the 
Chinese were less suspicious and fearful of AI as a moral 
agent than those in the West, resulting in a more accept-
ing environment for AI (Song 2020). This cultural rela-
tivist view can be found in English literature as well (for 
example Gal 2020; Fung and Etienne 2021). However, in 
terms of public perception of AI as moral agent, Mao and 
Shi-Kupfer (2021) found different results from Zeng et al. 
(2020). The former found that many Chinese netizens were 

concerning the humanity in the long run, while the latter 
found the online opinion to be mostly featured with dis-
cussions about the economic potential of the technology 
with little critical debate. This contrast might be caused 
by their searching on different platforms, or the fact that 
discussions about AI ethics have just boomed in recently 
years when AI scandals skyrocketed. Either way, whether 
(if yes, then why) Chinese people have a more positive 
perception of AI, particularly strong AI, is yet to be exam-
ined in a more cultural context. In addition, this article 
noticed that AI scandals Chinese scholars discussed were 
mostly foreign cases. Critical analysis on the domestic 
cases were less carried out, which is considered rather 
intriguing. Why Chinese scholars have a tendency to not 
talk about the local cases? One possibility is that they are 
covering up the domestic slips, in order to avoid contro-
versy and promote “positive energy”. As Lao Dongyan, a 
professor at School of Law Tsinghua University, wrote in 
her later censored article, “…today, no matter the public 
or the government, including the younger generation, they 
do not welcome so much the intellectuals who criticize 
the problems in the society…” (Lao 2022) Or perhaps it 
was the journals that filtered out those pieces that criti-
cized domestic slips? While explaining this phenomenon 
is another important and interesting topic, it will require 
different research plan and methods that are beyond the 
scope of this article.

In terms of the solutions proposed and preferred by Chi-
nese scholars, Sessions 4.3 and 4.4 provided some valu-
able insights. In Chinese academia, there was a shortage of 
proposals for conversation and cooperation mechanisms, 
which is particularly worrying under the current tensions 
between China and the USA. Rather, Chinese scholars 
raised a wide range of solution proposals that were target-
ing, respectively, different domestic stakeholders including 
the government, the tech companies, and also the gen-
eral public. It was evident that Chinese scholars preferred 
strong-binding regulations than those weak ethical guide-
lines. In fact, the newly enacted Personal Information 
Protection Law (PIPL), which bears a resemblance to the 
European General Data Protection Regulation (GDPR), 
has filled the lack of a comprehensive regulatory frame-
work for personal data protection in China (National Peo-
ple’s Congress 2020). However, it remains yet to be seen 
how the new law will be implemented in terms of assess-
ment and penalties and how interoperable it is with GDPR. 
More recently, to stop the manipulative uses of algorithm, 
China approved the first of its kind specific regulation on 
algorithm (Cyberspace Administration of China 2022). If 
China’s attempts to rein in algorithms prove successful, 
they could in fact imbue these approaches with a kind of 
technological and regulatory soft power that shapes AI 
governance regimes around the world (Sheehan 2022).
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The birth of such strong-binding regulations certainly 
echoed the calls from academia and they are expected to 
reduce the misuse of AI systems, yet can we conclude that 
in China academic voices about AI are indicative of the local 
policy changes? Or is it merely a coincidence as the govern-
ment is tightening grip on those tech giants? To put it differ-
ently, what is the essence of such policy changes in China, 
a response to the citizens’ need, a further centralization of 
power, or perhaps a mixture of both? Answers to such ques-
tions are crucial for understanding the Chinese policies on 
AI ethics, yet finding them requires more nuanced analysis 
on the domestic socio-political contexts, in particular the 
interactions among different stakeholders in the AI ecosys-
tem. Since academia, as argued in this article, is playing 
a role of increasingly importance, it is certainly worthy to 
keep observing closely how Chinese scholars will continue 
to participate in and shape the AI governance in China.

Sessions 4.5 and 4.6 mapped out whose voices were 
dominating and whose were in the marginal. Findings sug-
gest that the Chinese academic discourse on AI ethics was 
dominated by male authors and those from elite universities 
located in the wealthier eastern China, which was similar to 
the landscape of international discourse (Jobin et al. 2019; 
Hagendorff 2020). However, unlike the previous studies 
(Hagendorff 2020), this systematic review did not find sig-
nificant differences of the ethical concerns about AI between 
female and male scholars. Privacy, equality, and agency were 
the most concerned issues for both groups. Rather than on 
gender, ethical concerns over AI may highly rely on the dis-
ciplinary backgrounds of the authors. In fact, only seven 
out of 262 samples had an author from hard sciences back-
ground and all other authors were from a social sciences 
or philosophy background. Thus, the voices of computer 
scientists, engineers, and mathematicians were missing from 
the current discourse on AI ethics in China.

Climate change and the covid-19 pandemic have 
reminded us that we inhabit the same planet and we are 
bound by the same fundamental laws of universe. While 
some Chinese characteristics do exist in the way how they 
see AI as a potential moral agent, this article found that 
Chinese scholars share predominantly same concerns 
with their international counterparts over AI algorithms, 
models, and applications, indicating a significant common 
ground for cross-nation and cross-culture cooperation on 
the governance of AI as a disruptive technology.

Supplementary Information The online version contains supplemen-
tary material available at https:// doi. org/ 10. 1007/ s00146- 022- 01578-w.

Acknowledgements The author is deeply grateful for the valuable 
comments from Docent Outi Luova and Professor Mikael Mattlin.

Funding Open Access funding provided by University of Turku 
(UTU) including Turku University Central Hospital. This article was 

supported by EDUFI Fellowship from Finnish National Agency for 
Education. (Grant number: TM-19-11301).

Availability of data and material All sample articles are available from 
www. cnki. net/, a list of coded articles is attached as supplementary 
document.

Declarations 

Competing interests The author has no competing interests to declare 
that are relevant to the content of this article.

Open Access This article is licensed under a Creative Commons Attri-
bution 4.0 International License, which permits use, sharing, adapta-
tion, distribution and reproduction in any medium or format, as long 
as you give appropriate credit to the original author(s) and the source, 
provide a link to the Creative Commons licence, and indicate if changes 
were made. The images or other third party material in this article are 
included in the article's Creative Commons licence, unless indicated 
otherwise in a credit line to the material. If material is not included in 
the article's Creative Commons licence and your intended use is not 
permitted by statutory regulation or exceeds the permitted use, you will 
need to obtain permission directly from the copyright holder. To view a 
copy of this licence, visit http:// creat iveco mmons. org/ licen ses/ by/4. 0/.

References

Arcesati R (2021) Lofty principles, conflicting incentives: AI eth-
ics and governance in China. https:// merics. org/ en/ report/ lofty- 
princ iples- confl icting- incen tives- ai- ethics- and- gover nance- china. 
Accessed 3 July 2021

Artificial Intelligence Industry Alliance (2019) Joint Pledge on Self-
discipline in the AI Industry. Available from https:// www. newam 
erica. org/ cyber secur ity- initi ative/ digic hina/ blog/ trans lation- chine 
se- ai- allia nce- drafts- self- disci pline- joint- pledge/. Accessed 23 
Mar 2021. (Originally in Chinese: 人工智能行业自律公约)

Beijing Academy of Artificial Intelligence (2019) Beijing AI Princi-
ples. https:// www- pre. baai. ac. cn/ news/ beiji ng- ai- princ iples- en. 
html. Accessed 23 Mar 2021

Berggruen Institute (2019) Zeng Yi: A Human-Machine Symbiosis. 
https:// www. bergg ruen. org/ ideas/ artic les/ zeng- yi-a- human- machi 
ne- symbi osis/. Accessed 21 Feb 2022

Bramer WM (2016) Variation in number of hits for complex searches 
in Google Scholar. J Med Libr Assoc 104(2):143–145. https:// doi. 
org/ 10. 3163/ 1536- 5050. 104.2. 009

Cai H (2020) The rapid development of artificial intelligence calls for 
public affairs governance based on the blockchain technology. 
People’s Tribune Front. https:// doi. org/ 10. 16619/j. cnki. rmltx sqy. 
2020. 05. 002 (Originally in Chinese: AI快速发展呼唤基于区
块链的公共治理)

Chen J, Huang C, Su J (2020) A comparative analysis of Sino-US’s 
research on AI governance: from a bibliometric perspective. 
E-Government. https:// doi. org/ 10. 16582/j. cnki. dzzw. 2020. 12. 010 
(Originally in Chinese: 中美人工智能治理研究比较分析--基
于文献计量视角)

Cyberspace Administration of China (2022) Management and Regu-
lations on Algorithm Recommendation of Internet Information 
Service. https:// mp. weixin. qq. com/s/ RrISl nVQ- 0eQPK 0kJFe 8tg. 
Accessed 10 Jan 2022

Feng J (2019) Chinese parents want students to wear dystopian brain-
wave-detecting headbands, SupChina. https:// supch ina. com/ 2019/ 

https://doi.org/10.1007/s00146-022-01578-w
http://www.cnki.net/
http://creativecommons.org/licenses/by/4.0/
https://merics.org/en/report/lofty-principles-conflicting-incentives-ai-ethics-and-governance-china
https://merics.org/en/report/lofty-principles-conflicting-incentives-ai-ethics-and-governance-china
https://www.newamerica.org/cybersecurity-initiative/digichina/blog/translation-chinese-ai-alliance-drafts-self-discipline-joint-pledge/
https://www.newamerica.org/cybersecurity-initiative/digichina/blog/translation-chinese-ai-alliance-drafts-self-discipline-joint-pledge/
https://www.newamerica.org/cybersecurity-initiative/digichina/blog/translation-chinese-ai-alliance-drafts-self-discipline-joint-pledge/
https://www-pre.baai.ac.cn/news/beijing-ai-principles-en.html
https://www-pre.baai.ac.cn/news/beijing-ai-principles-en.html
https://www.berggruen.org/ideas/articles/zeng-yi-a-human-machine-symbiosis/
https://www.berggruen.org/ideas/articles/zeng-yi-a-human-machine-symbiosis/
https://doi.org/10.3163/1536-5050.104.2.009
https://doi.org/10.3163/1536-5050.104.2.009
https://doi.org/10.16619/j.cnki.rmltxsqy.2020.05.002
https://doi.org/10.16619/j.cnki.rmltxsqy.2020.05.002
https://doi.org/10.16582/j.cnki.dzzw.2020.12.010
https://mp.weixin.qq.com/s/RrISlnVQ-0eQPK0kJFe8tg
https://supchina.com/2019/04/05/chinese-parents-want-students-to-wear-dystopian-brainwave-detecting-headbands/


AI & SOCIETY 

1 3

04/ 05/ chine se- paren ts- want- stude nts- to- wear- dysto pian- brain 
wave- detec ting- headb ands/. Accessed 15 Feb 2020

Fung P, Etienne H (2021) Can China and Europe find common ground 
on AI ethics? https:// www. wefor um. org/ agenda/ 2021/ 11/ can- 
china- and- europe- find- common- ground- on- ai- ethics. Accessed 
13 Dec 2021

Gal D (2020) Perspectives and approaches in AI ethics: East Asia. In: 
The Oxford Handbook of Ethics of AI. Oxford University Press. 
https:// doi. org/ 10. 1093/ oxfor dhb/ 97801 90067 397. 013. 39

Gilligan C (1982) In a different voice: psychological theory and wom-
en’s. development. Harvard University Press, Cambridge

Hagendorff T (2020) The ethics of AI ethics: an evaluation of 
guidelines. Mind Mach 30(1):99–120. https:// doi. org/ 10. 1007/ 
s11023- 020- 09517-8

Hagerty A, Rubinov I (2019) Global AI ethics: a review of the social 
impacts and ethical implications of artificial intelligence. https:// 
arxiv. org/ abs/ 1907. 07892. Accessed 23 May 2022

Heng D (2016) ‘Putian’ Medical Ads Back on Baidu Months After 
Wei Zexi Scandal, Sixth Tone. https:// www. sixth tone. com/ news/ 
1592/ putian- medic al- ads- back- on- baidu- months- after- wei- zexi- 
scand al. Accessed 15 Feb 2022

Jacobs H (2018) Chinese people don’t care about privacy on the 
internet—here’s why, according to a top professor in China, 
Insider. https:// www. busin essin sider. com/ why- china- chine 
se- people- dont- care- about- priva cy- 2018-6? r= US& IR=T. 
Accessed 15 Feb 2022

Jobin A, Ienca M, Vayena E (2019) Artificial Intelligence: the global 
landscape of AI ethics guidelines. Nat Mach Intell 1:389–399. 
https:// doi. org/ 10. 1038/ s42256- 019- 0088-2

Lao D (2022) Face the world as it is. http:// hx. cnd. org/ 2022/ 02/ 16/ 
劳东燕: 直面真实的世界/. Accessed 23 May 2022. (Originally 
in Chinese: 直面真实的世界)

Lewis D (2018) China’s techno-utilitarian experiments with artifi-
cial intelligence, Panorama insights into Asian and European 
Affairs, 7, 9–21. https:// www. kas. de/ en/ web/ polit ikdia log- asien/ 
single- title/-/ conte nt/ digit al- asia-8. Accessed 23 Mar 2021

Lin A, Chen Y (2020) Ethical risk and comprehensive management 
of information value development in intelligent media commu-
nication. J Shandong Univ (philosophy and Social Sciences). 
https:// doi. org/ 10. 19836/j. cnki. 37- 1100/c. 2020. 06. 001 (Origi-
nally in Chinese: 智媒传播中信息价值开发的伦理风险及综
合治理)

Mao Y, Shi-Kupfer K (2021) Online public discourse on artificial intel-
ligence and ethics in China: context, content, and implications. AI 
Soc. https:// doi. org/ 10. 1007/ s00146- 021- 01309-7

McNamara A, Smith J, Murphy-Hill E (2018) Does ACM’s code of 
ethics change ethical decision making in software development? 
Proceedings of the 2018 26th ACM Joint Meeting on European 
Software Engineering Conference and Symposium on the foun-
dations of software engineering, pp 729–733 https:// doi. org/ 10. 
1145/ 32360 24. 32648 33

Ministry of Science and Technology (2019) Governance Principles for 
a New Generation of AI: Develop Responsible AI. https:// www. 
newam erica. org/ cyber secur ity- initi ative/ digic hina/ blog/ trans 
lation- chine se- expert- group- offers- gover nance- princ iples- respo 
nsible- ai/ Accessed 23 Ma 2021. (Originally in Chinese: 新一
代人工智能治理原则—发展负责任的人工智能)

Mittelstadt B (2019) Principles alone cannot guarantee ethical 
AI. Nat Mach Intell 1(11):501–507. https:// doi. org/ 10. 1038/ 
s42256- 019- 0114-4

National People’s Congress (2020) Personal Information Protection 
Law (draft). https:// www. newam erica. org/ cyber secur ity- initi ative/ 
digic hina/ blog/ chinas- draft- perso nal- infor mation- prote ction- law- 
full- trans lation/ Accessed on 23 Ma 2021. (Originally in Chi-
nese: 中国人民共和国个人信息保护法 (草案))

ÓhÉigeartaigh SS, Whittlestone J, Liu Y, Zeng Y, Liu Z (2020) Over-
coming barriers to cross-cultural cooperation in AI ETHICS AND 
GOVERNANCE. Philos Technol 33:571–593. https:// doi. org/ 10. 
1007/ s13347- 020- 00402-x

Ouchchy L, Coin A, Dubljević V (2020) AI in the headlines: the por-
trayal of the ethical issues of artificial intelligence in the media. AI 
Soc 35(4):927–936. https:// doi. org/ 10. 1007/ s00146- 020- 00965-5

Pan E, Yang J (2020) A framework of technology-oriented ethics 
for artificial intelligence: on self-driving systems. J Dialect Nat 
42(3):33–39. https:// doi. org/ 10. 15994/j. 1000- 0763. 2020. 03. 005 
(Originally in Chinese: 试论人工智能的伦理责任)

Rességuier A, Rodrigues R (2020) AI ethics should not remain tooth-
less! A call to bring back the teeth of ethics. Big DataSoc 7(2):1–
5. https:// doi. org/ 10. 1177/ 20539 51720 942541

Roberts H, Cowls J, Morley J, Taddeo M, Wang V, Floridi L (2020) 
The Chinese approach to artificial intelligence: an analysis of 
policy, ethics, and regulation. AI & Soc 36(1):59–77. https:// doi. 
org/ 10. 1007/ s00146- 020- 00992-2

Senchuk DM (1990) Listening to a different voice: a feminist critique 
of Gilligan. Stud Philos Educ 10:233–249. https:// doi. org/ 10. 
1007/ BF003 67746

SenseTime (2021) AI Ethics for Balanced Development. https:// www. 
sense time. com/ en/ news- detail/ 41164 313? categ oryId= 1072. 
Accessed 10 Jan 2022

Sheehan M (2022) China’s new AI governance initiatives shouldn’t 
be ignored, Carnegie Endowment for International Peace. https:// 
carne gieen dowme nt. org/ 2022/ 01/ 04/ china-s- new- ai- gover nance- 
initi atives- shoul dn-t- be- ignor ed- pub- 86127?s= 03. Accessed 21 
Feb 2022

Shi J, Chang Y, Zhu M (2020) A comparative study on the governance 
models of AI and Deepfake. E-Government. https:// doi. org/ 10. 
16582/j. cnki. dzzw. 2020. 05. 007 (Originally in Chinese:人工智
能”深度伪造”的治理模式比较研究)

Song B (2020) Intelligence and wisdom: AI meets Chinese philoso-
phers. CITIC Press, Beijing (Originally in Chinese: 智能与智
慧: 人工智能遇见中国哲学家)

Stahl BC, Timmermans J, Mittelstadt B (2016) The ethics of comput-
ing: a survey of the computing-oriented literature. ACM Comput 
Surv 48(4):1–38. https:// doi. org/ 10. 1145/ 28711 96

State Council (2017) New Generation Artificial Intelligence Devel-
opment Plan. Available from: https:// www. newam erica. org/ 
cyber secur ity- initi ative/ digic hina/ blog/ full- trans lation- chinas- 
new- gener ation- artifi cial- intel ligen ce- devel opment- plan- 2017/. 
Accessed 23 Mar 2021. (Originally in Chinese: 新一代人工智
能发展规划)

Tencent (2020) “ARCC”: an ethical framework for artificial intelli-
gence. https:// www. tisi. org/ 13747. Accessed 10 Jan 2022

Tencent Research Institute (2021) Three questions from Biao Xiang, 
Internet Frontiers. https:// tisi. org/ 17654. Accessed 23 Mar 2021. 
(Originally in Chinese: 项飙的三个问题)

Tian R (2021) AI ethics marches on a new journey of global consensus, 
China Science Daily. https:// news. scien cenet. cn// htmln ews/ 2021/ 
12/ 470064. shtm? id= 470064. Accessed 21 Feb 2022 (Originally 
in Chinese: 人工智能伦理迈向全球共识新征程)

UNESCO (2021) Draft Text of the Recommendation on the Ethics 
of Artificial Intelligence. https:// unesd oc. unesco. org/ ark:/ 48223/ 
pf000 03778 97. Accessed 21 Feb 2022

Wagner B (2018) Ethics as an escape from regulation. From “ethics-
washing” to ethics-shopping? In: Bayamlioglu E, Baraliuc I, Jans-
sens LAW, Hildebrandt M (eds) Being profiled: cogitas ergo sum: 
10 years of profiling the European citizen. Amsterdam University 
Press, pp 84–89. https:// doi. org/ 10. 1515/ 97890 48550 180- 016

Wang H (2020) Female gender discrimination in artificial intelligence 
consumption scene. J Dialect Nat 42(5):45–51. https:// doi. org/ 10. 
15994/j. 1000- 0763. 2020. 05. 007 (Originally in Chinese: 人工智
能消费场景中的女性性别歧视)

https://supchina.com/2019/04/05/chinese-parents-want-students-to-wear-dystopian-brainwave-detecting-headbands/
https://supchina.com/2019/04/05/chinese-parents-want-students-to-wear-dystopian-brainwave-detecting-headbands/
https://www.weforum.org/agenda/2021/11/can-china-and-europe-find-common-ground-on-ai-ethics
https://www.weforum.org/agenda/2021/11/can-china-and-europe-find-common-ground-on-ai-ethics
https://doi.org/10.1093/oxfordhb/9780190067397.013.39
https://doi.org/10.1007/s11023-020-09517-8
https://doi.org/10.1007/s11023-020-09517-8
https://arxiv.org/abs/1907.07892
https://arxiv.org/abs/1907.07892
https://www.sixthtone.com/news/1592/putian-medical-ads-back-on-baidu-months-after-wei-zexi-scandal
https://www.sixthtone.com/news/1592/putian-medical-ads-back-on-baidu-months-after-wei-zexi-scandal
https://www.sixthtone.com/news/1592/putian-medical-ads-back-on-baidu-months-after-wei-zexi-scandal
https://www.businessinsider.com/why-china-chinese-people-dont-care-about-privacy-2018-6?r=US&IR=T
https://www.businessinsider.com/why-china-chinese-people-dont-care-about-privacy-2018-6?r=US&IR=T
https://doi.org/10.1038/s42256-019-0088-2
http://hx.cnd.org/2022/02/16/劳东燕:直面真实的世界/
http://hx.cnd.org/2022/02/16/劳东燕:直面真实的世界/
https://www.kas.de/en/web/politikdialog-asien/single-title/-/content/digital-asia-8
https://www.kas.de/en/web/politikdialog-asien/single-title/-/content/digital-asia-8
https://doi.org/10.19836/j.cnki.37-1100/c.2020.06.001
https://doi.org/10.1007/s00146-021-01309-7
https://doi.org/10.1145/3236024.3264833
https://doi.org/10.1145/3236024.3264833
https://www.newamerica.org/cybersecurity-initiative/digichina/blog/translation-chinese-expert-group-offers-governance-principles-responsible-ai/
https://www.newamerica.org/cybersecurity-initiative/digichina/blog/translation-chinese-expert-group-offers-governance-principles-responsible-ai/
https://www.newamerica.org/cybersecurity-initiative/digichina/blog/translation-chinese-expert-group-offers-governance-principles-responsible-ai/
https://www.newamerica.org/cybersecurity-initiative/digichina/blog/translation-chinese-expert-group-offers-governance-principles-responsible-ai/
https://doi.org/10.1038/s42256-019-0114-4
https://doi.org/10.1038/s42256-019-0114-4
https://www.newamerica.org/cybersecurity-initiative/digichina/blog/chinas-draft-personal-information-protection-law-full-translation/
https://www.newamerica.org/cybersecurity-initiative/digichina/blog/chinas-draft-personal-information-protection-law-full-translation/
https://www.newamerica.org/cybersecurity-initiative/digichina/blog/chinas-draft-personal-information-protection-law-full-translation/
https://doi.org/10.1007/s13347-020-00402-x
https://doi.org/10.1007/s13347-020-00402-x
https://doi.org/10.1007/s00146-020-00965-5
https://doi.org/10.15994/j.1000-0763.2020.03.005
https://doi.org/10.1177/2053951720942541
https://doi.org/10.1007/s00146-020-00992-2
https://doi.org/10.1007/s00146-020-00992-2
https://doi.org/10.1007/BF00367746
https://doi.org/10.1007/BF00367746
https://www.sensetime.com/en/news-detail/41164313?categoryId=1072
https://www.sensetime.com/en/news-detail/41164313?categoryId=1072
https://carnegieendowment.org/2022/01/04/china-s-new-ai-governance-initiatives-shouldn-t-be-ignored-pub-86127?s=03
https://carnegieendowment.org/2022/01/04/china-s-new-ai-governance-initiatives-shouldn-t-be-ignored-pub-86127?s=03
https://carnegieendowment.org/2022/01/04/china-s-new-ai-governance-initiatives-shouldn-t-be-ignored-pub-86127?s=03
https://doi.org/10.16582/j.cnki.dzzw.2020.05.007
https://doi.org/10.16582/j.cnki.dzzw.2020.05.007
https://doi.org/10.1145/2871196
https://www.newamerica.org/cybersecurity-initiative/digichina/blog/full-translation-chinas-new-generation-artificial-intelligence-development-plan-2017/
https://www.newamerica.org/cybersecurity-initiative/digichina/blog/full-translation-chinas-new-generation-artificial-intelligence-development-plan-2017/
https://www.newamerica.org/cybersecurity-initiative/digichina/blog/full-translation-chinas-new-generation-artificial-intelligence-development-plan-2017/
https://www.tisi.org/13747
https://tisi.org/17654
https://news.sciencenet.cn//htmlnews/2021/12/470064.shtm?id=470064
https://news.sciencenet.cn//htmlnews/2021/12/470064.shtm?id=470064
https://unesdoc.unesco.org/ark:/48223/pf0000377897
https://unesdoc.unesco.org/ark:/48223/pf0000377897
https://doi.org/10.1515/9789048550180-016
https://doi.org/10.15994/j.1000-0763.2020.05.007
https://doi.org/10.15994/j.1000-0763.2020.05.007


 AI & SOCIETY

1 3

Ye Y (2020) Hangzhou Court Rules in Landmark Facial Recognition 
Case, Sixth Tone. http:// www. sixth tone. com/ news/ 10064 79/ hangz 
hou- court- rules- in- landm ark- facial- recog nition- case. Accessed 23 
Mar 2021

Yin J, Fang L (2020) Ethical guidelines in the framework of the EU AI 
strategy and their international implications. Int Forum. https:// 
doi. org/ 10. 13549/j. cnki. cn11- 3959/d. 2020. 02. 002 (Originally in 
Chinese: 欧盟人工智能战略框架下的伦理准则及其国际含义)

Zeng J, Chan C, Schäfer M (2020) Contested Chinese dreams of AI? 
Public discourse about artificial intelligence on WeChat and Peo-
ple’s Daily Online. Inf Commun Soc. https:// doi. org/ 10. 1080/ 
13691 18X. 2020. 17763 72

Zhang L, Sivertsen G (2020) The new research assessment reform in 
china and its implementation. Sch Assess Rep 2(1):1–7. https:// 
doi. org/ 10. 29024/ sar. 15

Zhang D, Mishra S, Brynjolfsson E, Etchemendy J, Ganguli D, Grosz 
B, Lyons T, Manyika J, Niebles J, Sellitto M, Shoham Y, Clark 
J, Perrault R (2021) The AI Index 2021 Annual Report. AI Index 
Steering Committee, Human-centered AI Institute, Stanford Uni-
versity. https:// aiind ex. stanf ord. edu/ report/. Accessed 10 Jan 2022

Publisher's Note Springer Nature remains neutral with regard to 
jurisdictional claims in published maps and institutional affiliations.

http://www.sixthtone.com/news/1006479/hangzhou-court-rules-in-landmark-facial-recognition-case
http://www.sixthtone.com/news/1006479/hangzhou-court-rules-in-landmark-facial-recognition-case
https://doi.org/10.13549/j.cnki.cn11-3959/d.2020.02.002
https://doi.org/10.13549/j.cnki.cn11-3959/d.2020.02.002
https://doi.org/10.1080/1369118X.2020.1776372
https://doi.org/10.1080/1369118X.2020.1776372
https://doi.org/10.29024/sar.15
https://doi.org/10.29024/sar.15
https://aiindex.stanford.edu/report/

	AI ethics with Chinese characteristics? Concerns and preferred solutions in Chinese academia
	Abstract
	1 Introduction
	2 AI ethics with Chinese characteristics? Local landscape and global implications
	3 Methodology
	3.1 Selection of the literature
	3.2 Coding and categorizing
	3.3 Limitations

	4 Findings
	4.1 Issue
	4.2 Example
	4.3 Proposal
	4.4 Guideline
	4.5 Gender
	4.6 Affiliation

	5 Discussion
	Acknowledgements 
	References




