
Technology and Health Care 26 (2018) S269–S280 S269
DOI 10.3233/THC-174612
IOS Press

Efficient use of mobile devices for
quantification of pressure injury images

Begonya Garcia-Zapiraina,1, Daniel Sierra-Sosab,∗,1, David Ortizc,
Mariano Isaza-Monsalvec and Adel Elmaghrabyb

aeVIDA, Universidad de Deusto, Avda Universidades, Bilbao, España
bDepartment of Computer Engineering and Computer Science, Duthie Center for Engineering,
University of Louisville, Louisville, KY, USA
cSchool of Sciences, Universidad EAFIT, Carrera, Medellin, Colombia

Abstract. Pressure Injuries are chronic wounds that are formed due to the constriction of the soft tissues against bone promi-
nences. In order to assess these injuries, the medical personnel carry out the evaluation and diagnosis using visual methods and
manual measurements, which can be inaccurate and may generate discomfort in the patients. By using segmentation techniques,
the Pressure Injuries can be extracted from an image and accurately parameterized, leading to a correct diagnosis. In general,
these techniques are based on the solution of differential equations and the involved numerical methods are demanding in terms
of computational resources. In previous work, we proposed a technique developed using toroidal parametric equations for im-
age decomposition and segmentation without solving differential equations. In this paper, we present the development of a
mobile application useful for the non-contact assessment of Pressure Injuries based on the toroidal decomposition from images.
The usage of this technique allows us to achieve an accurate segmentation almost 8 times faster than Active Contours without
Edges (ACWE) and Dynamic Contours methods. We describe the techniques and the implementation for Android devices using
Python and Kivy. This application allows for the segmentation and parameterization of injuries, obtain relevant information for
the diagnosis and tracking the evolution of patient’s injuries.
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1. Introduction

Pressure injuries are defined as skin lesions; in advanced states they compromise the underlying tissues
such as muscles. These injuries are originated from the built-up pressure between bone prominences and
skin tissue, for prolonged periods of time, resulting in a disturbance of the normal blood flow through the
affected area, and thus in the progressive decomposition of the skin [1]. These chronic wounds reduce
the quality of life from patients and their treatment is expensive [2,3].

The Pressure Injuries are common wounds in disabled and elderly patients, nearly 18% of patients
referred to hospitals in Europe suffer from this type of skin injuries, from this group of patients, 7 out
of ten are elderly people, moreover half of those will develop a pressure injury within the first weeks of
being admitted to the medical center [4–7]. The patients who developed a pressure injury portrayed a
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death probability of 25%. Nonetheless, when proper treatment is done on a convenient time, nearly 95%
of death case can be avoided [6].

These pressure injuries, can be encountered in four states, for which in the first state, a coloration
of the skin begins to appear, turning the skin into a redder or pink color, and has the looks of a rash,
however, there is no skin loss. Nonetheless for the second state, skin loss is present, and the injury
appears to be blister-like lesion, in the third state the skin has lost its thickness, and the subcutaneous
tissues will become visible. On the fourth state of these lesions, it is possible to appreciate other body
tissues appearing, such as tendons, and in some extreme cases bone structures [1].

Several image processing techniques have been used in order to aid in the diagnosis and to monitor
the evolution of patients in the healthcare system. Mobile devices have proved over the years to provide
an adequate tool for fast assessment and tracking of patient status [8–10].

In this paper, we describe the methodology for the development of a mobile application for the seg-
mentation and assessment of Pressure Injuries, without direct contact between the medical personnel and
the affected area, thus reducing the patient discomfort, and the risks of the injury developing any infec-
tion, therefore helping to the speedy recovery of the patient. This application aids in the diagnosis and
follow up of injuries and its parametrization. The test images used in this development where provided
by IGURCO Hospital in the Basque Country-Spain, and where considered as case study to evaluate time
and accuracy in the devices.

2. Methods

The system was designed in three stages: Pre-processing, image decomposition and segmentation by
morphological operations. On the first stage, images are pre-process in order to conditioning them for
the synthesis by reducing the artifacts that degrades the information when samples are taken. The second
stage consists of decomposing the image in different contrast level, which allows defining structures over
the images as edges by using the Otsu’s threshold method as a variational problem. The final step uses
morphological operations over these contours in order to segment the image.

2.1. Image preprocessing

The image preprocessing is composed of six steps to allow for the reduction of the information to
process and the artifacts that result from image acquisition. Figure 1 presents the image pre-processing
flow chart with the respective parameters selected for each technique. The first step is related to the data
acquisition and loading the image. The image to process must be in RGB color space where each color
channel will be represented by a matrix with the dimensions of the image, and each matrix contains the
amplitude values that range from 0 to 255 for each channel.

The second step is to resize the image in order to reduce the information to process. If the height and
width of the image are greater than 103 pixels, it is reduced to a dimension of 103 × 103. The size was
determined considering that by reducing the size of the information, the shape of the edges does not
change. If images have a lower area value, they are not resized.

Due to the definition of the decomposition the third step consists in transformation of the image from
an RGB color space, to gray scale values. Here the image is reduced from the three channels of color to
just one, with amplitude values between 0 and 255 for each pixel.

The fourth and fifth steps are used to reduce high frequency elements and blur the texture in the
image. Here an erosion operation is done with the objective to reduce the texture effect. To do this, a
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Fig. 1. Preprocessing flow chart.
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disk structure element with radius of 5 pixels is used, then a Gaussian filter with parameter σ = 10 is
applied [1].

The last step constitutes the morphological reconstruction. The objective of this is to transform the
filtered image for extracting meaningful information about shapes over the image. For this a disk struc-
ture element is used with a radius of 20 pixels. This morphological operation is made in different stages:
first the filtered images is eroded and then reconstructed. Here the mask is the filtered image and the
marker is the eroded. Then the reconstructed image is dilated, which becomes the new marker and the
previously reconstructed image becomes the mask. This series of steps allows for determine the shapes
in the image. With the last step, the image is conditioned for been processed.

2.2. Image decomposition

Once the image is pre-processed is then decomposed into different contrast levels. The decomposition
is made iteratively for each frequency parameter value and the result are the contours of the objects in
the image as described in [7]. The first step is to generate the domains u and v, which are used in the
torus vertical and horizontal decomposition. The following steps are performed on each iteration until
the number of decomposition levels is reached.

Toroidal decomposition is a transformation defined as ~T : R2 → R3 implying that there is a trans-
formation of the input variables θ, ϕ from the parametric surface ~T (θ, ϕ) obtaining as output points
(x, y, z) in R3. In particular, the parametric surface employed was a torus defined by:

~T (θ, ϕ) =


x(θ, ϕ) = (R+ r cos θ) cosϕ

y(θ, ϕ) = (R+ r cos θ) sinϕ

z(θ, ϕ) = r sin θ

θ, ϕ ∈ [0, 2π] (1)

In this equationR is the torus major radius and r the minor radius. Also, x and y are mapping functions
where [0, 2π] × [0, 2π] ⊂ R2 → R. New map are defined by rewriting θ and ϕ, these maps are defined
by x: u→ R and y: v → R

x(u) = THD(u; f) = [R+ cos(2πfu)] cos(2π atan(f))
(2)

y(v) = TVD(v; f) = [R+ cos(2πfv)] sin(2π atan(f))

where TVD is the Toroidal Vertical Decomposition, THD is the Toroidal Horizontal Decomposition and
f is the frequency parameter:

f(m,n; r) =
1

Ap(m,n)
(3)

A(m,n) is the grayscale value of the pixel (m,n), in particular n ranges from 0 to N − 1 and m
ranges from 0 toM−1, beingN andM the dimension of the image in pixels vertically and horizontally
respectively. p ∈ R+ is called the frequency parameter changing with the parameter.

In the second step, the value of the parameter p is selected and the calculation of frequencies for
each pixel are performed [1]. As reported [7] the image is decomposed using the vertical and horizontal
maps. The images were decomposed in 30 contrast levels by modifying the parameter p of the synthetic
frequency in the range [0.013, 0.015].

Image decomposition is obtained by using the obtained maps, this decomposition is defined vertically
and horizontally given the domain u = {uj}Tj=0...N−1, for x where uj = [−2m/M . . . 2m/M ]T ,
m = 0 . . . (M − 1)/2 and the domain v = {vk}k=0...M−1, for y where vk = [−2n/N . . . 2n/N ]T ,
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Fig. 2. Image decomposition flow chart.



S274 B. Garcia-Zapirain et al. / Efficient use of mobile devices for quantification of pressure injury images

n = 0 . . . (N − 1)/2. By the variation in the parameter r in Eq. (3), the image contrast periodicity is
modified in the x or y axis (depending of the map). Two operations can be defined from the Eq. (2)

Ta(u, v; f) = A(m,n) ◦ [TVD(v; f) + THD(u; f)]
(4)

Tp(u, v; f) = A2(m,n) ◦ [TVD(v; f) ◦ THD(u; f)]

where ◦ the Hadamard product defined as (B ◦C)i,j = (B)i,j · (C)i,j . In order to normalize the decom-
position, the absolute value is obtained for the elements of the Eq. (4) and the result is then divided by
each maximum value

T̄a =
1

max(|Ta|)
|Ta|; T̄p =

1

max(|Tp|)
|Tp| (5)

The third and fourth step consists to apply the Otsu’s method [11,12] to the product operation, and
then, use the calculated threshold to separate the pixels into two classes on the addition operation, by
comparing the threshold with the values of each pixel. This classification allows to extract the contours.

The frequency parameter variation of each iteration induces changes in the toroidal operations am-
plitude, and different contours are generated on each iteration. This allows for defining the edges of the
objects in the image. The output of this block is the union of the contours of each level of decomposition.
The flow chart for the image decomposition can be seen on Fig. 2.

2.3. Morphological operations

The contours obtained in the previous block are transformed in order to define the section of the
pressure injury. The union of the contours can be seen as a binary image.

The first step consists of analyzing the neighborhood of each pixel in the binarized image, with the
objective of extracting the thicker lines formed by the union of the different contours, considering that
this union defines the edges of the objects in the image. Here a pixel is set to 1 if five or more pixels
around its 3 by 3 neighborhood are 1 and 0 otherwise. Once the thicker edges are selected, objects that
do not describe contours and having a smaller area to 1500 pixels are removed.

The second step consist in dilate and fill the area inside these contours. This step allows to define sets
where the pressure injury is contained, and the morphological opening, allows to eliminate the remaining
lines. Here, the dilation and opening are made using a disk structure element with radius of 2 and 10
pixels respectively.

In the third step, a logical conjunction operation between the binary complement of the first step called
BW1 and the result of the second step BW2. This operation allows for separating the different objects
that are subset of the binary image from step two.

It is possible that after the logic operation performed in the previous step, the segments representing the
pressure injury have been separated. The fourth step has the objective to reduce the separation between
segments that constitute the wound. For this, the complement of the image obtained in step three is
eroded followed by an opening operation to remove internal divisions. The erosion and opening are
made with a disk structure element with radius of 2 and 10 pixels respectively.

In the last step, the segment of the pressure injury is selected by comparing the areas between the
objects produced in previous step. Here, the object with the higher area is selected as the segment of
the pressure injury, and then it is resized using the original image size in order to describe correctly the
pressure injury.

The final result of the system is a binary image that contains the segment that describes the morphology
of the pressure injury.
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Fig. 3. Average times vs image size.
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Fig. 4. Morphological transformation.

3. Mobile application development

The graphical interface will follow the logic schematized in Fig. 4, from a Principal Screen the user
has the option to take a new picture or select a previous recorded image. If the option “Take Picture”
is selected a new screen appear and the user should fulfill the patient information including Name, Last
Name, Age, ID and Hospital. All images are saved with the patient personal information for future
analysis. Once a new picture is taken or selected from a previous recording, is then processed and the
segmented Pressure Injury is saved as a binary image.

“Take Picture” Screen, is composed, by a Preview Button that enables the camera and show a preview
of the image to capture, Capture Button that take and display the picture, analyze button that starts the
processing of the taken picture and display the results within the current screen, also this screen contains
4 more buttons:

– Original button: Shows a pop-up window with the recorded image enlarged.
– Result 1: Shows a pop-up window with the Binary Image of segmented Pressure Injury enlarged.
– Result 2: Shows a pop-up window with the Pressure Injury contour.
– Result 3: Shows a pop-up window with the overlap of the Pressure Injury contour and the original

image.
“Select Picture” screen, is similar to “Take Picture” Screen, but instead of taking a new picture, it

accesses the internal storage of the device in order to select an image, and display it. The different
screen designs are portrayed in Fig. 5.

When the Pressure Injury image is processed, the system displays the original image, the segmented
injury binary mask, the contour and the original image with marked contour. An example of the results is
depicted in Fig. 6. The perimeter, area, height, width, major diagonal and minor diagonal are calculated
and saved, these parameters are relevant for the Pressure Injuries assessment and are used by the medical
personnel for the evaluation and diagnosis.

4. Results

To test the application, a dataset with 40 images and the manual segmentation of Pressure Injuries
provided by the physicians of IGURCO Hospital was employed. The proposed technique was compared
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Fig. 5. Graphical interface screens.

Fig. 6. Mobile application results.
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Table 1
Comparison of technique mean correlation and mean computation time values [7]

Method Mean Standard deviation Max Min Computation time (s)
Proposed technique 0.89 0.102 0.977 0.532 9.04
ACWE 0.50 0.226 0.889 −0.274 70.23
Dynamic contours 0.75 0.154 0.967 0.427 78.65

Table 2
Processing times for tablet and PC of different image sizes

Sizes (pixels) Mean Standard Mean time Standard Mean time Standard
correlation deviation tablet (s) deviation PC (s) deviation

150 × 150 0.585 0.11 70.2 0.54 3.00 0.06
200 × 200 0.599 0.12 123.0 0.74 5.40 0.10
250 × 250 0.608 0.12 190.8 1.20 9.58 0.40
300 × 300 0.611 0.12 207.3 50.30 13.40 0.39
350 × 350 0.615 0.12 285.8 51.38 18.30 0.61
400 × 400 0.619 0.12 278.9 55.20 24.10 1.00
450 × 450 0.623 0.12 439.3 150 29.80 1.32

Fig. 7. Mean processing times of different image sizes.

in [7] with the common use algorithms reported. For this purpose, the segmentation technique was com-
pared with Active Contours Without Edges (ACWE) and Dynamic contours. 1000× 1000 images where
segmented and the correlation between the calculated segments and the manual segments were obtained
with its computational times, the average correlations were 0.89 in 9.04 Sections 0.75 in 70.23 seconds
and 0.50 in 78.65 seconds, these results were obtained using the proposed technique, ACWE and dy-
namic contours respectively. Table 1 present the statistical results of this comparison, when using an
Intel(R) Core (TM) i7-5500 CPU at 2.40 GHz processor. It should be noted that the proposed technique
has an improved performance and there is no need to provide an initial solution as in the other methods,
thus it is not susceptible to initial condition errors.

In general, the tablets possess less capabilities in terms of processing speed and ram memory when
compared with a PC. A processing time comparison for different image sizes is presented in Table 2, for
this comparison we used a Lenovo Yoga Tab 3 with a Qualcomm Snapdragon 652 processor and 3 Gb
of RAM. The behavior from processing times in both devices are depicted in Fig. 6.

5. Conclusions

The main objective of the study has been reached, we have developed an operational and efficient
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mobile application that includes an optimized segmentation algorithm running in a reasonable time.
Although the accuracy is improvable, nurses could now use it in real time to have the assessment of the
patient. As the development has been made for Android devices and could be run in any, a detailed study
about the relation of the quality of the image, the processing time and the accuracy offers the possibility
of locally resize the resolution of the patient’s image of the pressure injurie in order to have a fast result
that could help physicians to optimize in real time the treatment. In a specific case of a patient who may
need a more accurate value, the mobile application is able to send the image to a server and then apply
other techniques as machine and deep learning in order of obtaining a more accurate result.

The future lines of this research include both the optimization of the accuracy on the algorithm for
automatic segmentation and the reduction on the processing time. This last issue will be easily solved
with the advances of the technology used on the mobile devices and with the cloud partial processing of
the data.
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