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ARTICLE INFO ABSTRACT

Keywords: This study underscores the effectiveness of Qualitative Comparative Analysis (QCA) when
Conventional regression analysis compared to conventional regression analysis (CRA) in the investigation of complex human
csQCA

systems. Utilizing historical secondary cross-national data from Lipset & Man (1960) spanning 18

; countries, where CRA may be impractical, the research emphasizes the superior performance of
Cross-national data o - . . .
Comparative study QCA, specifically utilizing both crisp set QCA and fuzzy set QCA. The dataset includes variables
f5QCA such as democracy survival and its precursors, such as gross national product per capita, ur-
Human complex systems banization, literacy rate, and industrial labor force. In contrast to conventional regression results
indicating an insignificant relationship between democracy survival and its antecedents, crisp set
QCA identifies two distinct combinations of antecedents associated with high levels of democracy
survival, albeit with limited solution coverage. Meanwhile, fuzzy set qualitative comparative
analysis (fsQCA) reveals five combinations of antecedents linked to robust democracy survival,
providing adequate solution coverage and consistency. These findings suggest that fsSQCA excels
in capturing the intricacies of real-life scenarios in human complex systems, offering more robust
empirical solutions compared to crisp set QCA and conventional regression. As a result, re-
searchers may find value in integrating fSQCA into their new projects focused on human complex
systems.

Democracy survival

1. Introduction

I was acquainted with Qualitative Comparative Analysis (QCA) when my postdoc supervisor introduced this methodology in 2018.
We found fsQCA as an analytical technique better than other conventional regression-based methods, which suits our top concerning
the sustainability of family businesses in the context of the digital economy of human complex systems. Initially, we had reservations
about implementing QCA across 80 cases, distributed evenly among four sectors: agriculture, manufacturing, services, and banking.
Nonetheless, we dedicated a substantial amount of time and effort to gain a comprehensive understanding of QCA, and we found that it
effectively bridged the gap between the realms of qualitative and quantitative research [1] of human complex systems. Qualitative
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Comparative Analysis (QCA) is not only commended for enabling a hermeneutic exchange between theoretical constructs and practical
empirical instances [2] but also acknowledged as a methodological progression in the field of research. In this research, we illustrate
how QCA can be employed to draw conclusions from a dataset characterized by a limited number of observations (comprising 18
cases), which, in most cases, do not provide an adequate basis for regression analysis. We exemplify this with the Lipset 1960 dataset,
highlighting how QCA succeeds where conventional regression analysis (CRA) falls short to draw conclusions of human complex
systems.

In 1987, Charles Regin, a sociology professor at the University of California, developed a new research technique, QCA, which is an
asymmetric approach [3,4], unlike conventional regression analysis. QCA employs set theory, system theory, fuzzy logic, Boolean
algebra, and Quine-McCluskey algorithm to explain the connection between causal antecedents and outcomes [5]. QCA differs from
conventional regression analysis (CRA) in that it adheres to the principle of equifinality, which means that multiple combinations of
configurational factors can result in the same outcome through distinct pathways [6,7]. Some of configurational factors or input
variables may be critical, meaning they are necessary/sufficient conditions that explain the presence/absence of the output. In this
paper, we demonstrate how QCA represents a significant advancement as methodology in the context of human complex system and
theory of modernization. This advancement in the form of QCA focuses more on research method rather than research approach [8-11]
in real life scenarios of complex system.

QCA is a research method that involves three phases, known as the relational move, analytical move, and membership move [8].
Researchers find links between variables or conditions in the relational move, but they do not yet take into account in particular field,
company or industry [12]. These relationships are usually represented by researchers using Boolean algebra, where symbols like "+"
(AND), "*" (OR), and "~" (NOT) explain how various conditions combine to produce a specific outcome. As an illustration, let’s pretend
you are researching the elements that contribute to restaurant sector success. Three requirements stand out to you: high quality food,
convenient location, and High internet reviews. You might express the relationships as follows using Boolean algebra:

High quality food * Convenient location = Success———S;

High Internet Reviews = Success Sy

During the analytical move, scientists investigate different combinations of circumstances that result in the desired outcome. This
entails methodically going over various combinations of criteria to determine which are required and/or sufficient for the result. Truth
tables are frequently used by researchers to record these various setups and how they affect the result. For instance, keeping with the
investigation of the restaurant business, you make a truth table to look at several setups. You may discover that high quality food alone
(without convenient location) is not sufficient but necessary for success, and that convenient locations alone (without high quality
food) are necessary but not sufficient. However, success occurs when high quality food is paired with a convenient location. These
combinations are recorded in the truth table.

Researchers classify examples (such as companies, organisations, or people) into the designated configurations in the membership
move according to the circumstances surrounding them. This stage facilitates the categorization of cases as either fitting or not fitting
the configurations that were found to produce the desired result. Similarly, to the example discussed above, you classify several
restaurants according to their conditions in your study of the restaurant industry. You discover that Restaurant-A meets the re-
quirements for success since it offers both high quality food and has convenient location. Despite having good internet ratings,
Restaurant-B doesn’t meet any criteria for success because it doesn’t provide high quality food or have a convenient location. We
categorise each eatery as one of the configurations found in the analytical move. In short, we use all three stages in Qualitative
Comparative Analysis (QCA) to examine the linkage between antecedents and outcomes. It provides us a deep understanding regarding
configurations of circumstances, which generate the results. This methodology enables us to understand the real-world phenomenon of
the human complex system that conventional methods might not suitable for examining configuration.

Research scholars are anxious to explore human complex systems under the context of complexity theory through diversified
sources of data qualitative and quantitative types. Fuzzy set qualitative comparative analysis (fSQCA) can handle qualitative and
quantitative data and analyses it in three steps through relational, analytical, and membership moves. In the relational move, research
scholars talk with participants in a close relationship during the time of collecting qualitative data and try to get deep insight into their
problems. Scholars might be able to become their close friends where participants can share all information easily without any fear.

If the data is quantitative, researchers may study the broader context of the data in relational move, such as economic, political, and
social science of people [13,14], which are helpful in next moves. This rapport enables them to assign membership values in the
subsequent phase (analytical move), which enhances their understanding of data in QCA. These, in turn, help them to draw valid and
more generalizable findings from their projects of human complex system. Once they have completed the relational move, researchers
move to the analytical move, where they conceptualize the cases under observation, conditions of antecedents, and outcomes in terms
of set and subset relationships. The membership move involves assigning threshold values to membership values, a process referred to
as calibration. The threshold values may indicate membership fully in, fully out, or neither in nor out [8] from complex system. QCA
allows researchers to collect and incorporate sufficient knowledge and data information during analysis, representing a significant
advancement in research analysis, typically human complex system and social science research.

The foundation of forming QCA (Qualitative Comparative Analysis) incorporates elements from system theory, fuzzy logic, set
theory, Boolean Algebra, and Quine-McCluskey algorithm [15-19]. These components are employed to examine the research phe-
nomena under investigation of human complex system. System theory emphasizes equifinality, which states that different configu-
rations of a system or various paths can lead to the same outcome [20-22]. This differs from regression-based methods that suggest a
linear relationship between input and output [23]. Even though regression analysis accounts for non-linear relationships, it implies
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that the variables extend well beyond that relationship while relying on four assumptions, which include the normal distribution [24,
25]. Fuzzy logic calculates the degree of truth or the conditions of variables, rather than their usual binary values of 1 and 0 [26]. Set
theory is used to determine the intersection, union, and complement of sets based on their elementary properties [27,28]. Boolean
algebra, on the other hand, deals with binary variables and their logical operations. Finally, the Quine-McCluskey algorithm considers
all possible combinations without any order [29]. The components of these operations are employed in the development of QCA
[30-33] of human complex system and social sciences.

Charles C. Ragin introduced QCA in 1987 as a novel research approach and methodology in social and politics science research [4],
of human complex system in particular.

Initially developed as crisp set QCA, it was later extended to include fuzzy set QCA and multi-value QCA [34]. QCA has effectively
bridged the gap between qualitative and quantitative methodologies by highlighting its capacity to incorporate both types of data and
strike a balance between contextual understanding and generalization. It enabled researchers to operationalize theoretical concepts by
establishing a dialogue between ideas and evidence [35,36].

With QCA, researchers can revisit populations (data) at any stage of the research process and compare positive and negative cases,
leading to the evolution of populations and causal arguments. Additionally, multi-value QCA has added further value to this meth-
odology, as it captures specific causal contributions of a multi-value condition for every category, giving it a significant advantage over
crisp set QCA and fuzzy set QCA [37,38].

The QCA method rests on two fundamental assumptions. In contrast to regression, which allows an individually single factor to
influence the outcome, the first QCA assumption posits that in social science research of human complex system, a single factor is
typically inadequate to bring about a change or outcome. Instead, achieving the desired result often necessitates various combinations
of factors. The second assumption recognizes that multiple combinations of input variables can produce the same outcome, thereby
acknowledging the existence of several pathways or conditions leading to a desired result [39].

In this study, we begin by discussing the conceptual differences between conventional regression analysis and QCA, emphasizing
the advantages of using QCA over regression. We then present our hypotheses and model specifications before detailing our methods
for testing these hypotheses using regression, in this case logistic regression, crisp set qualitative comparative analysis (csQCA), and
fuzzy set qualitative comparative analysis (fsQCA). Our findings are discussed, along with the theoretical, methodological, and
managerial implications in human complex system of the study. We also discuss the limitations of fsQCA.

1.1. Conceptual differences between CRA and QCA

Table 1 outlines the key conceptual distinctions' between conventional regression analysis (CRA) and QCA. CRA focuses on
variables with symmetrical and linear relationships, while QCA can analyze relationships that are symmetrical or asymmetric, linear or
non-linear [40]. Conventional regression analysis (CRA) is limited to causal relationships in which a higher level of an outcome is the
exact opposite of the one explaining the lower level, while QCA allows for more complex relationships [41]. CRA does not allow for
case-based modelling human complex system, whereas QCA allows for localized effects and case-based analysis [40]. CRA provides the
single best solution based on net-effect of variables of human complex system, while QCA offers multiple solutions, including complex,
parsimonious, and intermediate solutions [42].

CRA uses R-square to validate results, while QCA uses coverage based on a truth table. In CRA, the p-value determines significance,
while in QCA, consistency explains the strength of the relationship [40]. The way variables operate is different in CRA and QCA, as CRA
focuses on individual contributions to an outcome, while QCA analyses the collective contribution of variables. In CRA, research
scholars develop hypotheses showing the association between two or more variables, while in QCA, they develop propositions that
analyze the combined role of variables in explaining an outcome, including the identification of contrarian cases [43]. While
counter-hypothesized relations are difficult to identify in CRA, QCA can explain them easily in variables [42] of human complex
system.

In addition, the predictive validity serves to assess a model’s ability to anticipate future outcomes. QCA showcases superior pre-
dictive validity compared to regression analysis, particularly in the context of small-N datasets within complex human systems, such as
the one examined with 18 cases. Regression may not be suitable in such cases due to issues like overfitting, such as multicollinearity. In
contrast, QCA employs a sophisticated analytical framework, potentially offering precise predictions of future outcomes by considering
the interplay of variable conditions rather than solely focusing on individual variables. Consequently, QCA excels in providing pre-
dictive validity, especially in small-N scenarios, by identifying patterns of variable conditions [44]. Likewise, through the integration
of quantitative and qualitative methodologies, QCA offers a more profound comprehension of complex systems compared to regres-
sion, thereby augmenting the predictive validity of the analysis. Moreover, QCA examines various combinations of variable conditions
within specific complex human systems, fostering a deeper understanding that further enhances predictive validity.

Nevertheless, both conventional regression analysis (CRA) and Qualitative Comparative Analysis (QCA) ascertain a causal rela-
tionship between input and output elements [45]. In CRA, these elements are denoted as variables, whereas in QCA, they are referred
to as conditions of variables as they indicate presence or absence of certain quality of variables [46]. For instance, in the current study
“democracy” is a variable and “full democracy” is the condition of that variable. Therefore, QCA breaks down variables into conditions,
categorizing them as fully in, fully out, or neither in nor out [8].

1 The research study conducts a comparative analysis of logistic regression (LRA) and QCA, highlighting that in datasets with minimal obser-
vations, such as the Lipset data from 1960, QCA delivers more precise results.
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Conceptual difference between CRA and QCA.
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Particulars

CRA

QCA

Relation between
variables
Causal Relation

Case-based Modelling

Solution
Conditions of outcome

Effects
Empirical results

Significance or
strength of
relationship

Variable’s way of
operation

Hypothesis/
Proposition

Counter-hypothesized
relation
Predictive validity

Variables versus
conditions

Symmetrical, Linear

A higher level of an outcome is the exact opposite of the one,
explaining the lower level of an outcome

Does not allow case-based modeling and identifying localized
effects makes a researcher capable of analyzing the cases for an in-
depth understanding of the data sample and results

Unifinality (A single best solution)

Identify important conditions of outcome in terms of measuring
mediating, moderating, indirect and direct effects

Finding explains the net-effect of variables

R-square presents the variance of the model by estimating
probabilities

P-value determines the significance of results on which we accept
or reject a hypothesis

All variables in the given model compete each other.

The research scholars develop hypotheses, which show an
association between two or more variables.

Counter hypothesized relations are difficult to identify for refining
existing theories.

A powerful tool when dealing with relationships that are both,
especially in the context of large-N datasets.

It deals with variables

Symmetric, Asymmetric, Linear, Non-Linear

A higher level of an outcome is not the exact opposite of the one,
explaining the lower level of an outcome

Allowing case-based modeling and identifying localized effects
makes a researcher capable of analyzing the cases for an in-depth
understanding of the data sample and results

Equifinality (Multiple solutions)

Identify important conditions of outcome in terms of necessary,
sufficient, core and peripheral conditions

Finding explains the net-effect and individual effect variables with
contrarian cases

Based on the truth table, coverage explains how many cases
empirically support a solution

Consistency explains empirical support to an outcome, which is
the strength of a relationship

All variables in the model collectively work together to explain an
outcome

The research scholars develop propositions in which we can
analyze combined role of variables to an outcome. In addition, the
contrarian cases in the model could be identified.
Counter-hypothesized relations are easily explained for refining
existing theories.

A powerful tool when dealing with relationships that are
asymmetric and nonlinear in the context of small-N dataset.

It deals with conditions of variables

1.2. Reasons for adopting QCA

The use of QCA in human complex system and social science research is necessary for several reasons. In our daily lives of human

complex system, we encounter various phenomena that involve agreement and difference [47], which are critical in shaping our
attitudes and character. Comparing two or more events reveals commonalities that act as the cause, while identifying differences helps
us understand what is not common, which serves as the effect. Cause and effect can be understood through set-theoretic relationships,
such as the union and intersection of sets, which are the foundation of QCA [48]. Charles Ragin developed QCA to combine agreement
and difference methods to test complex causal connections systematically and logically [49] in human complex system and social
science research. Therefore, to validate daily life problem statements, using QCA as a research methodology in human complex system
and social science research is crucial.

Another reason why QCA is essential in human complex system and social science research is that almost all theories in social
science are verbal in nature and are formulated using set-theoretic relationships [50]. For example, “small family businesses are risk
averse” is based on a set-theoretic relationship where the set of small family businesses (SFBs) is a subset of risk-averse individuals
exhibits in Fig. 1.

Similarly, the claim that “religious fundamentalists are politically more conservative on economic and women issues” or “devel-
oped countries are democratic” involves set-theoretic connections between sets and subsets, as depicted in Fig. 2.

These statements do not have correlational connections, and their nature is based on set and subset associations [51]. To test these
claims accurately, we need a methodology specially designed for research in human complex system and social science, and QCA is
better suited for this task than CRA.

A third reason why QCA is a preferable methodology in human complex system and social science research is that it can handle
variables with different types of relationships, including symmetric, asymmetric, linear, and non-linear connections [40]. In contrast,
CRA can only analyze variables with symmetric and linear associations [51], which are not always representative of real-world in
human complex system and social science research data in the context of modernization theory. Data collected from real-world sit-
uations of human complex system are seldom symmetric and linear due to the inherent complexities and variations in the world [52].
However, we can transform the data into a balanced form for regression analysis, which makes QCA superior to CRA. Set theory, which
underlies QCA, recognizes that asymmetrical connections are fundamentally different from correlational linkages of variables. For
instance, the claim that “small family businesses are risk averse” does not necessarily imply that large family businesses are risk-takers.
Similarly, the statement “religious fundamentalists are politically more conservative on economic and women issues” does not mean
that all fundamentalists are conservative on those issues. Finally, the assertion that “developed countries are democratic” means that
the set of developed countries is a subset of democratic nations, but some less-developed countries may also be democratic, which
supports the set-theoretic linkages rather than correlational connections. Based on these arguments, it is clear that QCA offers several
advantages over CRA in human complex system of social science research.
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Risk Averse Investors

Small Family Businesses

Fig. 1. Risk Averse Investor subset of SFBs.

Developed Countries

Fig. 2. Democracy as subset of SFB.

A fourth reason why QCA is a superior research methodology over CRA, is its flexibility in analyzing deductive, hypothetic
deductive, abductive, and inductive approaches, making it applicable to a wide range of research problems [53]. Furthermore, QCA
provides more generalizable results than CRA [54] in human complex system. In CRA, we simply input the data and rely on the
software to generate conclusions, while in QCA, we carefully examine the data in relational move and calibrate it for membership
value, analyze it using the software, and then draw conclusions based on both the results and our understanding of the data, which
more appropriate to human complex system of social science research. Another advantage of QCA is its ability to integrate both
quantitative and qualitative approaches [11] making it a more comprehensive and effective method than CRA. Therefore, QCA should
be preferred for human complex system of social science research where flexibility and generalizability are important.

CRA suffer from several issues related to inferential statistics, which make them weak at validating hypotheses, especially in
medical and psychological sciences [55]. Many research scholars have criticized the traditional null hypothesis significance testing
(NHST), claiming that it is unsuitable for assessing research hypotheses [56-58], in human complex system and it should be banned in
assessment of research. Additionally, most researchers and even statisticians do not fully understand the meaning of the p-value.
Rejecting the null hypothesis does not always equate to accepting the alternative hypothesis in all cases, which leads to a deep flaw in
testing the significance of null hypotheses, particularly in human complex system of social sciences [59]. These complexities have
driven many researchers away from CRA, and prompted the adoption of a more modern methodology-QCA in human complex system
of social science research. QCA, which combines both quantitative and qualitative approaches, is better equipped to handle the
complexity of social science research data [11].

Charles Ragin created QCA as a case study approach specifically for small to medium-sized samples, less than fifty [60], which is
not sufficient for CRA’s analysis [54]. In human complex system of social science research, QCA can offer thorough and in-depth
analysis of such samples, whereas CRA needs bigger samples. The causal factors of the model being evaluated determine the suit-
able sample size for QCA [61]. A model with four to seven causal conditions, for instance, necessitates a minimum sample size of
twelve to thirty examples. But when a model has more than seven causal elements, the outcomes get complicated and difficult to
understand in practical applications. In order to solve this problem, we can either divide the huge sample into smaller samples or
combine the CRA framework with QCA, which will remove any potential model flaws [62].

There is a notable difference in the model’s technique between the approaches taken by CRA and QCA with regard to data cali-
bration [63]. CRA rely on variables that vary in category or value, while QCA works with set-theoretic relationships or causal con-
ditions of social science research. This difference results in CRA estimating the change in the regressand variable due to the average
one-unit change in the regressor, while QCA examines the presence/absence of causal conditions or combinations of them to identify
connections with the outcome, which captures real world of social science research. This set-theoretic approach has garnered interest
among researchers of social science as the heart of configurational methodology [63]. However, QCA requires the researcher’s
knowledge and understanding of the examined variables in human complex system, their conditions, and the underlying theory
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context to contribute throughout the study. The social science’ researcher of human complex system then calibrates the data into fuzzy
sets, selects appropriate solutions, and interprets the results. Despite some criticisms of this subjective bias, the researcher’s knowledge
and understanding can provide a more comprehensive analysis in human complex system and social science research that is not
possible with CRA [64]. The results are more applicable and offer a fine-grained depth of knowledge regarding the connections among
variables of interest [40] in human complex system of social science research.

In QCA, it is simple to transform various types of data, such as multimodal, clickstream, and likert scales, into binary or fuzzy sets
with values ranging from 0 to 1 [40]. While nominal or categorical data such as gender, which cannot be transformed into fuzzy sets,
they can be easily managed in QCA as all variables fall within the 0-1 range. In contrast, CRA, particularly the quantitative approach,
struggle to account for the influence of nominal variables, particularly when other independent variables have large values. When
dealing with categorical variables, CRA may compare entirely dissimilar items, leading to concerns about the accuracy of the findings.

In CRA, the focus is on estimating the average effect of all predictors on the outcome, and identifying which variables are significant
or not. On the other hand, QCA provides multiple configurations that offer different solutions, which can be 2X.1, where k is the
number of predictors that affect the outcome, which more suit to human complex system of social science research. For example, if we
have three predictors, a, f, and y, that affect the outcome Y, QCA can offer various combinations of these predictors that may impact
Y, as shown in Table 2.

The basic difference between QCA and CRA lies in the number and types of solutions they offer. While CRA offer a single best
solution, QCA provides multiple solutions, including complex, parsimonious, and intermediate solutions, which are blends of con-
figurations that lead to the same-outcome [65,66]. [67], near to human complex system of life in social science research. In contrast,
CRA cannot generate core and peripheral states, limiting the in-depth understanding of results. QCA analyses asymmetric relations
between various complex combinations of antecedents that generate to the similar outcome, while CRA estimate the net effect of
variables in competing environments. QCA’s multiple solutions provide practical and implementable findings for all levels of man-
agement, unlike CRA’ single best solution. This makes QCA more aligned with real-life phenomena of human complex system, offering
a more comprehensive and practical approach for social science research, social changes and modern theory [68].

1.3. INUS and SUIN conditions

The INUS and SUIN conditions are important concepts in QCA, a method used to analyze patterns in data and identify combinations
of factors associated with a particular outcome, which makes QCA close to the real world of human complex system, and superior to
CRA [69-71]. INUS means “insufficient but necessary components of an unnecessary but sufficient condition”, which is although
unnecessary but sufficient to generate an outcome. It means the condition which is necessary for an outcome is insufficient on its own.
Thus, this condition needs to be joined with other conditions for getting an outcome, otherwise not possible. For example, for a new
venture money or finance is necessary but insufficient to do the venture alone. It needs other factors like active managers, compre-
hensive plans and entrepreneurial courage to achieve success.

Similarly, the “SUIN” condition is very effective in fsSQCA. It means “sufficient but unnecessary parts of a necessary condition”
indicating those factors, which are sufficient to generate outcomes but unnecessary [70]. For instance, for a healthy life, exercise is an
unnecessary but sufficient condition. A healthy life is attained by eating good quality food and enjoying a stressless environment. These
concepts of INUS and SUIN conditions enable scholars to examine the complex phenomenon of social science in human-complex
systems where they identify combinations of conditions that are strongly linked and associated with a particular outcome. This
kind of combination of conditions may not be identified by regression-based conventional methods.

2. Model specification

Some research scholars indicate the key factors of democracy are gross national product (GNP), industrial labour force, urbani-
zation and literacy [72], especially in the study of economic and social sciences. Firstly, higher levels of economic development,
measured by GNP per capita, tend to be positively associated with the economic development of democratic institutions and political
participation. This is due to the fact that people are more inclined to want a voice in national governance as they get more educated and
have steady careers. Second, there is a correlation between increased democracy and urbanization. People are more likely to become
politically involved as they relocate to metropolitan regions because they are exposed to a wider range of viewpoints. Thirdly, because
of its strong correlation with educational attainment, the literacy rate is a significant predictor of democracy. People are more likely to

Table 2
Combination algorithm of QCA.
Independent Variables: Predictors, Antecedents or Ingredients (n) Dependent Variable: Recipe, solution and outcome (2")
o B % Corresponding Vector
0 1 0 ~0 P~y
1 1 0 o P ~*y
1 0 0 oK~ ey
0 1 1 ~a K ry
0 0 1 ~aF~ Y
1 1 1 o Py
1 0 1 aF ~BFy
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participate in democracy and be aware of political issues in nations where literacy rates are greater. Finally, because industrialization
tends to increase chances for political and educational engagement, an industrial labour force is likewise related with democracy. This
is due to the fact that an educated and competent workforce produced by industrialization is more inclined to seek civil rights and
political participation. All things considered, Lipset’s research indicates that in human complex system of social science, such as
economic and social development, is crucial to the growth of democratic institutions and political engagement. Four assertions
encapsulate the Lipset theory of socioeconomic modernization and development. We recommend that the conditions” conducive to
democracy encompass high GNP per capita, high literacy; high urbanization; large share industrial labor force. Additionally, we
propose propositions outlining the means by which these conditions can foster the survival of democracy:

P;: Nearly all cases (i.e., nations) with high scores in any four of the combinations of the following four conditions have high scores
in democracy survival: high GNP per capita; high literacy; high urbanization; large share industrial labor force.

P,: Nearly all cases (i.e., nations) with high scores in any three of the combinations of the following four conditions have high scores
in democracy survival: high GNP per capita; high literacy; high urbanization; large share industrial labor force.

P3: Nearly all cases (i.e., nations) with high scores in any two or fewer of the combinations of the following four conditions have
high scores in democracy survival: high GNP per capita; high literacy; high urbanization; large share industrial labor force.

These propositions suggest that as countries become more modernized through economic growth, urbanization, higher literacy
rates, and increased industrialization, they are more likely to have stable and enduring democratic systems of government. The Lipset
theory has been influential in the study of political development and comparative politics, and has been subject to extensive testing and
refinement by scholars of human complex system of social science research over the years.

Survival of Democracy = / GNPCAP,URBANIZA,LITERACY,INDLAB 1

Where: GNPCAP: Gross National Product/Capita, URBANIZA: Urbanization, LITERACY: Literacy, INDLAB: Industrial Labour Force
(including mining).

3. Methods

We use secondary cross-national data from the book “Political Man: The Social Bases of Politics” [73] to compare the methodo-
logical effectiveness of CRA, csQCA, and fsQCA. The original data was collected by Lipset and Man for 18 countries (see Table 3), which
were selected to perform the analyses.

The data includes an outcome variable that is binary, with a value of (0) representing “breakdown of democracy” (10 cases) and a
value of (1) representing “survival of democracy” (8 cases). The input ingredients used in the analysis are gross national product per
capita, urbanization, literacy rate, and industrial labour force. The data were used to compare the effectiveness of the three different
methodological approaches in predicting the survival or breakdown of democracy based on these input variables. Overall, this
approach demonstrates the utility of using existing cross-national data to compare different methodological approaches in human
complex system of social science research and the theory of modernization.

3.1. Conventional regression analysis (CRA)

Table 4 displays the descriptive statistics for five variables in the cross-national data analysed in the study. The variables include
Gross National Product (GNP) per capita (GNPCAP), percentage of the population that is urbanized (URBANIZA), literacy rate (LIT-
ERACY), percentage of the population engaged in industrial labour (INDLAB), and survival of democracy (SURVIVAL). The sample size
for each variable is 18 countries.

In the given sample, the average GNP per capita is dollars (641.33), having maximum (minimum) values are dollars 1098 (320).
The standard deviation of GNP per capita is relatively high at dollars 269.42, which suggests that there is considerable diversity in
economic development among the countries included in the sample. On the other hand, the average percentage of urban population is
39.94 %, ranging from 15 % to 79 %. The SD of urbanization is 19.45, which infers a moderate level of variability in urbanization
among the countries under consideration.

The mean literacy rate in the sample is 84.44 %, with a range of 38 %-100 %. The standard deviation of literacy rate is 19.16,
indicating a moderate degree of variability in educational attainment across the countries in the sample. The mean percentage of the
population engaged in industrial labour is 28.79 %, with a range of 11 %-50 %. The standard deviation of this variable is 11.85,
indicating a moderate degree of variability in the degree of industrialization across the countries in the sample.

The outcome variable, SURVIVAL, ranges from 0 (indicating non-survival) to 1 (indicating survival). In the sample, the mean value
of this variable is 0.44, with a standard deviation of 0.51, signifying considerable variability among the countries included in the
analysis.

The Model Summary contains information on the adequacy of the logistic regression model’s fit for social science research. Table 5
displays the outcome of one stage in the process of constructing the model, where a lower value of —2 log likelihood is an indication of
a superior fit [74]. In this instance, the value is 9.343, indicating that the model is a reasonably good fit. The Cox & Snell R Square and
Nagelkerke R Square are science of how much of the variability in the dependent variable is accounted for by the model. A higher value

2 High and large means calibrated score equal or above 0.50.
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Table 3
Lipset data.
CASEID GNPCAP URBANIZA LITERACY INDLAB SURVIVAL
NET 1008 78.8 99.9 39.3 1
SWE 397 34 99.9 32.3 1
UK 1038 74 99.9 49.9 1
FIN 590 22 99.1 22 1
AUS 720 33.4 98 33.4 0
GER 795 56.5 98 40.4 0
FRA 983 21.2 96.2 34.8 1
CZE 586 69 95.9 37.4 1
EST 468 28.5 95 14 0
IRE 662 25 95 14.5 1
BEL 1098 60.5 94.4 48.9 1
HUN 424 36.3 85 21.6 0
POL 350 37 76.9 11.2 0
ITA 517 31.4 72.1 29.6 0
ROM 331 21.9 61.8 12.2 0
GRE 390 31.1 59.2 28.1 0
SPA 367 43 55.6 25.5 0
POR 320 15.3 38 23.1 0
Table 4
Descriptive statistics.
Variables n Min Max Mean SD
GNPCAP 18 320 1098 641.33 269.42
URBANIZA 18 15 79 39.94 19.45
LITERACY 18 38 100 84.44 19.16
INDLAB 18 11 50 28.79 11.85
SURVIVAL 18 0 1 0.44 0.51
Table 5
Analysis of CRA.
Variables B S.E. Wald df Sig. Exp(B)
GNPCAP 0.015 0.011 1.917 1 0.166 1.015
URBANIZA 0.106 0.112 0.902 1 0.342 1.112
LITERACY 0.288 0.457 0.396 1 0.529 1.333
INDLAB —0.285 0.268 1.134 1 0.287 0.752

—2 Log likelihood (9.343), Cox and Snell R Square (0.575), Nagelkerke R? (0.769).

signifies a better ability to explain. In this scenario, the Cox & Snell R Square is 0.575 and the Nagelkerke R Square is 0.769, indicating
that the model explains a substantial portion of the variance in the dependent variable [75].

According to Table 5, the logistic regression analysis includes four independent variables: GNPCAP, URBANIZA, LITERACY, and
INDLAB, all of which are continuous. The dependent variable is presumably dichotomous, with only two potential outcomes. The table
presents data on the coefficients, standard errors, Wald statistic, degrees of freedom, significance, and odds ratios for each independent
variable. The column (B) in Table 5 contains the regression coefficients, which are estimations of the effect sizes of each independent
variable. The column (S.E) displays the standard errors of the coefficients, which reflect the accuracy of the estimates. The “Wald”
column reports the Wald chi-square statistic, a test of the null hypothesis that the coefficient for each independent variable is zero (i.e.,
that the variable has no impact on the outcome). The “df” column shows the degrees of freedom associated with each Wald statistic.

Overall, it appears that none of the independent variables were statistically significant predictors of the outcome at the standard
alpha level of 0.05, as all of the p-values are greater than 0.05 [76].

3.2. ¢sQCA analysis

The original data from Lipset’s “Political Man” (1960) was converted into binary variables for the purpose of conducting csQCA
analysis. Four conditions were presented in table, which included Gross National Product per Capita (GNPCAP), Literacy, and In-
dustrial Labour Force.

We recoded all the values in Table 3 using QCA software, converting them into a binary format. Each value was assigned either 0 or
1, based on specific definitions relevant to each variable.

For GNPCAP, a value of 0 was assigned if the Gross National Product per Capita was below 600, and a value of 1 was assigned if it
was equal to or above 600. Similarly, for Urbanization, a value of 0 was assigned if the population was below 50, and a value of 1 was
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assigned if it was equal to or above 50 [77]. For Literacy,’ a value of 0 was assigned if the literacy rate was below 75, and a value of 1
was assigned if it was equal to or above 75. Finally, for Industrial Labour Force, a value of 0 was assigned if the percentage of the labour
force engaged in industrial activities (including mining) was below 30, and a value of 1 was assigned if it was equal to or above 30 [78,
79]. We get dichotomized variables in this way. As usual, we commence this analysis to ascertain the prerequisite condition for the
outcome.

3.2.1. Necessary condition analysis (CNA)

Utilizing the fsSQCA software, we obtain consistency and coverage values for each variable (both presence and absence) in relation
to survival (both presence and absence), as depicted in Table 6. This table indicates that no individual condition is necessary for the
outcome considering the criteria of consistency and coverage value 0.8 simultaneously [80-83].

3.2.2. Sufficiency condition analysis (SCA)

In the next step, we perform sufficiency condition analysis using the fsQCA software. Table 7 serves as a truth table for conducting
¢sQCA analysis. Each condition in the table is represented by either 0 or 1. Additionally, the table includes a column indicating the
number of cases (n) that satisfy each combination of conditions.

The subsequent three columns represent consistency measures. Specifically: Raw Consistency corresponds to the proportion of
cases that exhibit the outcome (in this scenario, “survival”) for each combination of conditions PRI consistency represents a stan-
dardized score that accounts for the frequency of the outcome of interest within the sample, signifying the proportional reduction in
inconsistency. An important benchmark is that PRI consistency for a model should be equal to or greater than 0.70 [84]. If the PRI falls
below this threshold, it suggests that the model may have numerous cases with low scores for the outcome Y despite having high scores
for antecedents. Examination of truth Table 7 reveals that only one configuration of variables exceeds this benchmark, achieving a
score of 0.7 or higher. It means this model is not good fit for configuration analysis. SYM consistency is the symmetric (or necessary)
consistency score, which takes into account the consistency of the absence of the outcome of interest as well as its presence.

Table 8 presents the results of a sufficiency analysis using csQCA. The table includes two conditions and their respective raw
coverage, unique coverage, and consistency values. Raw coverage helps us understand how well specific conditions collectively
explain an outcome Y, while unique coverage seeks to maximize coverage while maintaining uniqueness in covering elements [85,86].
Coverage refers to the proportion of cases in which the outcome condition (Y) has high scores and these cases also exhibit high scores in
the antecedent model. To illustrate, consider a scenario where out of a total sample of 30 cases, out of which 20 cases have high Y
scores. Among these 20 cases, 10 also have high scores according to a specific model. In this case, the coverage index for the model
would be 0.50. Essentially, it quantifies how well the model captures the cases with high Y scores based on the antecedent conditions
[871.

Consistency is the proportion of cases having high scores in the model that have high scores in the outcome [88]. For example, if 12
cases have high scores for a given antecedent model and 10 of these 12 cases have high scores for the outcome, then the consistency
index is 0.83.

The first condition states that the absence of GNPCAP, in combination with the presence of LITRACY and INDLABF, can generate
the outcome. According to the second criterion, the result can also be produced by GNPCAP and LITRACY in addition to URBANI-
SATION and INDLABF being absent. The analysis’s findings indicate that, with a solution consistency of 1 and a coverage of 0.375,
these two requirements are adequate to provide the result. This indicates that the result is likely to happen if any one of these two
circumstances holds true. Nevertheless, the coverage is relatively low.

3.3. FsQCA analysis

We define three inflection points (95th, 50th, and 5th percentiles),” when calibrating data for each condition: the point denoting
the minimum score for full membership in displaying condition (0.95); the point denoting maximum ambiguity (0.50); and the point
denoting full non-membership (0.05) [40,89-92].

We initiate the necessary condition analysis using the fsSQCA software to examine the survival of democracy (outcome).

3.3.1. Necessary condition analysis (CNA)
Through the fsQCA software, we acquired consistency and coverage values for each variable (both presence and absence) con-
cerning survival (both presence and absence), as outlined in Table 9.

3.3.2. Sufficiency condition analysis (SCA)

Next, we proceed to conduct a sufficiency condition analysis utilizing the fsQCA software. Table 10 functions as a truth table for the
fsQCA analysis. Each condition within the table is denoted by either 0 or 1. Furthermore, the table incorporates a column specifying the
number of cases (n) that fulfil each combination of conditions.

% This recoding incorporates the local effect of variables, which is not possible in CRA.

4 The main purpose of this study is to show examples of how QCA is beneficial. However, this calibration method doesn’t work when one or more
dummy variables are in the study, because the 95th, 50th, and 5th percentiles of (1,0) are (1,0,0) respectively, which is incorrect. This may create a
problem in results and XY-plot. We recommend applying fSQCA on non-dummy variables.
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Table 6

Necessity Condition Analysis of csQCA.
Variables Presence Absence

Cons. Cov. Cons. Cov.

GNPCAP 0.750 0.750 0.200 0.750
~GNPCAP 0.250 0.200 0.800 0.250
URBANIZA 0.500 0.800 0.100 0.500
~URBANIZA 0.500 0.308 0.900 0.500
LITERACY 1.000 0.615 0.500 1.000
~LITERACY 0.000 0.000 0.500 0.000
INDLAB 0.750 0.750 0.200 0.750
~INDLAB 0.750 0.750 0.200 0.750

The symbol (~) shows the absence of a condition.

Table 7
Truth Table of csQCA.
GNPCAP URBANIZA LITRACY INDLABF n SURVIVAL Raw-cons PRI-cons SYM-cons
1 0 1 0 1 1 1 1 1
0 0 1 1 1 1 1 1 1
0 1 1 1 1 1 1 1 1
1 1 1 1 4 0 0.75 0.75 0.75
1 0 1 1 2 0 0.5 0.5 0.5
0 0 1 0 4 0 0.25 0.25 0.25
0 0 0 0 5 0 0 0 0
Table 8
Sufficiency Condition Analysis of csQCA.
Conditions Raw-Cov Unique- Cov Cons
~GNPCAP*LITRACY*INDLABF 0.25 0.25 1
GNPCAP*~URBANIZATION*LITRACY*~INDLABF 0.125 0.125 1
Solution coverage 0.375
Solution consistency 1
Where "~" indicates the absence of the variable in the condition.
Table 9
Necessity Condition Analysis of fsQCA.
Variables Presence Absence
Cons. Cov. Cons. Cov.
GNPCAP 0.615 0.938 0.474 0.310
~GNPCAP 0.548 0.708 0.906 0.502
URBANIZA 0.665 0.937 0.774 0.468
~URBANIZA 0.622 0.865 0.896 0.534
LITERACY 0.706 0.925 0.596 0.335
~LITERACY 0.493 0.740 0.867 0.558
INDLAB 0.646 0.939 0.631 0.393
~INDLAB 0.583 0.787 0.902 0.521

The symbol (~) shows the absence of a condition.

This table indicates that no individual condition is necessary for the outcome considering the criteria of consistency and coverage value 0.8
simultaneously [80-83].

Table 10 reveals five specific combinations of conditions where the PRI (Proportional Reduction in Inconsistency) exceeds the
threshold of 0.7. These combinations are capable of generating the desired outcome. Continuing the analysis with a frequency of 1 and
a consistency of 0.9, the results are summarized in Table 11.

Table 11 shows the results of fSQCA analysis. This table includes four conditions and their respective raw coverage, unique
coverage, and consistency values. The first condition, GNPCAP*~URBANIZATION*LITRACY, has a raw coverage of 0.307, meaning
that this condition is present in 30.7 % of cases, regardless the presence/absence of the outcome. Its unique coverage is 0.103, meaning
that only 10.3 % of cases with an outcome are affected uniquely by this configuration. There is a good association between the ex-
istence of the condition and the presence of the outcome, as indicated by the condition’s consistency score of 0.997.

GNPCAP*URBANIZATION*INDLAB, the second condition, has a unique coverage of 0.239 and a raw coverage of 0.442. It has a
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Table 10

Truth Table of fsQCA.
GNPCAP URBANIZATION LITERACY INDLABF num SURVIVAL raw consist. PRI consists. SYM consist
1 0 1 0 1 1 1 1 1
1 1 0 1 1 1 1 1 1
1 0 1 1 2 1 0.997 0.991 1
0 0 0 1 1 1 0.989 0.824 1
1 1 1 1 4 1 0.946 0.908 1
0 1 0 0 3 1 0.944 0.629 1
0 0 0 0 3 0 0.888 0.402 1

Table 11

Sufficiency Condition Analysis of fsQCA.
Conditions Raw-Cov Unique- Cov Cons
GNPCAP*~URBANIZATION*LITRACY 0.307 0.103 0.997
GNPCAP*URBANIZATION*INDLAB 0.442 0.239 0.951
~GNPCAP*URBANIZATION*~LITRACY*~INDLAB 0.306 0.077 0.944
~GNPCAP*~URBANIZATION*~LITRACY*INDLAB 0.224 0.030 0.989
Solution coverage 0.729
Solution consistency 0.943

0.951 consistency score. The raw coverage of the third condition, ~GNPCAP*URBANIZATION*~LITRACY*~INDLAB, is 0.306,
whereas the unique coverage is 0.077. It has a 0.944 consistency score. The raw coverage of the fourth condition, ~GNPCA-
P*~URBANIZATION*~LITRACY*INDLAB, is 0.224, while the unique coverage is 0.03. It has a 0.989.

The percentage of cases, regardless of whether the outcome is available, in which the solution conditions are present is displayed in
the “Solution coverage”. The solution coverage in this instance is 0.729, meaning that 72.9 % proportion of cases having high scores for
the outcome condition having high scores in the antecedent model. It means that a substantial portion i.e., 72.9 percent of the outcome
is covered by these four solutions. We can compare it with R? of conventional regression analysis (CRA) [40].

Similarly, “solution consistency” is the proportion of cases having high scores in the model that have high scores in the outcome.
With a solution consistency of 94.3 % in this instance, it indicates a strong relationship between high scores in antecedent conditions
and high scores in the outcome.

The study’s overall findings can be summarized as follows: Solutions 1-4 illustrate various combinations of conditions, both present
and absent, that play a role in sustaining democracy.

For example, the path in solution 1 shows that the combination of the presence enhanced level of gross national product per capita,
higher level of literacy rate and absence of higher levels of urbanization are sufficient to generate sustainable democracy. However, the
path of solution 2 shows that the presence enhanced level of gross national product per capita in combination with the presence of an
industrial labour force and urbanization on a higher level are sufficient for the outcome. Moreover, the path of solution 3 exhibits only
the presence of higher levels of urbanization is enough to generate sustainable democracy in the absence of enhanced levels of gross
national product per capita, higher levels of urbanization and higher level of industrial labor forces. Similarly, the path of solution 4
exhibits that only a higher level of the industrial labour force in the absence of gross national product per capita, urbanization and
literacy rate can contribute toward sustainable democracy. Based on raw coverage, it is evident that among all four solutions, Solution
2 emerges as the most effective and feasible.

3.3.3. Evaluation of propositions

The propositions within the configuration model of the study exhibited in Fig. 3, can be assessed using fsQCA software.

Once we have all possible solutions for the outcome of interest using fsSQCA, we may also test for specific propositions. This involves
analyzing the extent to which each proposition covers cases within the sample dataset [40]. Additionally, by using this procedure, we
are able to identify the relevant cases for every proposition in the dataset. This could be performed by computing specific configuration
against each proposition in fsQCA, which creates a model, and matching it to the outcome Y. For instance, we test our second
proposition (P3) i.e., nearly all cases (i.e., nations) with high scores in any three of the combinations of the following four conditions
have high scores in democracy survival: high GNP per capita; high literacy; high urbanization; large share industrial labor force. The
results of path-2 show this combination is as GNPCAP*URBANIZATION*INDLAB. Using fsQCA, we can evaluate this proposition by
plotting an XY plot® of the function within the context of the data sample, employing the fuzzyand function (x, ...) as in Fig. 4. With a
consistency of 95 % and a coverage of 42 %, it suggests that proposition P, receives partial support. Only 42 % of cases from the dataset
supporting this model enable the identification of specific instances across all nations in the dataset. This model holds potential for
advancing theory as its consistency level of 95 % surpasses the threshold criteria of 80 % [93].

5 This XY plot may contains error due to dummy outcome variable.
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4. Conclusions and discussion

The model summary of CRA in human complex system of social science research, which is a statistical method used to model the
relationship between a categorical dependent variable (usually binary) and one or more independent variables. The value of likelihood
test (9.343) suggests that the model fits the data reasonably well. The Cox & Snell R Square explains about 57.5 % of the variance in the
dependent variable. The Nagelkerke R Square is 0.769, which indicates that the model explains about 76.9 % of the variance in the
dependent variable. Thus, we can conclude that the model is good fit.

However, the results suggest that none of the variables in the model have a statistically significant relationship with the dependent
variable at the 0.05 level, although the coefficients for LITERACY and GNPCAP are positive and suggest a positive association with the
dependent variable. It’s important to note that the non-significance of these variables could be due to a lack of statistical power, and
further analysis may be needed to fully understand the relationship between these ingredients and the output variable. It is, therefore,
difficult to predict the outcome through conventional regression analysis (CRA) in human complex system.

In logistic regression analysis, like in this particular study involving four independent variables and one binary dependent variable,
it’s typically advised to aim for a sample size ranging from 40 to 80 observations, allocating 10 to 20 observations for each variable [88,
94] as a general rule of thumb. This guideline is intended to ensure that the model possesses adequate statistical power to detect
meaningful effects. Given the total of 18 observations in the current study, it falls short of ensuring the validity of the results.
Consequently, conventional regression analysis (CRA) cannot be conducted with a dataset of 18 observations. In addition to this,
Conventional regression analysis (CRA) presents various concerns regarding the validity of results, including issues such as the
assumption of linearity in relationships, multicollinearity, homoscedasticity, and potential convergence problems during estimation.
These challenges raise doubts about the accuracy and reliability of the findings. Failing to address these above said issues undermines
the ability to ensure that your regression analysis yields valid and reliable results.

We now shift our focus to examining the outcomes derived from crisp set qualitative comparative analysis (csQCA). Table 8

12
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presents two solutions generated by the csQCA analysis.

i. The first solution (~GNPCAPLITRACYINDLABF) has a raw coverage of 0.25, which means that 25 % of cases meet the conditions of
this solution.

ii. The second solution (GNPCAP ~ URBANIZATIONLITRACY*~INDLABF) has a raw coverage of 0.125, which means that 12.5 % of
cases meet the conditions of this solution.

In this case, the solution coverage stands at 0.375, indicating that only 37.5 % of cases with high scores for the outcome condition
also exhibit high scores in the antecedent model. This implies that a mere 37.5 % portion of the outcome is accounted for by these two
solutions, which low from minimum threshold i.e., 0.5 [95]. Consequently, we remain unable to confidently predict the results. In
addition, neither solution has a particularly high raw coverage or unique coverage, suggesting that the conditions alone may not be
sufficient for the outcome and that additional conditions or factors may need to be considered. Yet, these results are better than CRA.

However, in contrast to CRA and csQCA, the fuzzy set qualitative comparative analysis (fsQCA) presents four solutions or com-
binations of conditions that are deemed sufficient for achieving the outcome of interest. These solutions exhibit raw coverage values
ranging from 0.224 to 0.442 and unique coverage values ranging from 0.013 to 0.239. Additionally, these solutions demonstrate a high
level of consistency with the outcome of interest, with consistency scores ranging from 0.944 to 0.989. The overall solution coverage
(0.729) and consistency (0.943) are good indicating that model is fit and outcome is well explained by the inputs. Therefore, we can
now confidently forecast the outcome of the predictors.

Upon reviewing the comparative results of CRA, csQCA, and fsQCA, it seems that fSQCA could be deemed the most appropriate
research method for studying complex human systems in social science research, within the framework of modern theory. The results
of CRA indicates that none of the predictors is significant to the outcome. This implies that neither of the predictors—such as gross
national product per capita, urbanization, literacy rate, and industrial labor force—can be relied upon to achieve sustainable de-
mocracy. While the results from csQCA offered valuable insights to some extent, they did not provide the same degree of depth and
detail as fsQCA. The fsQCA results offer a comprehensive package, encompassing four configurational solutions or pathways through
which any participating country can achieve sustainable democracy. Should one solution or pathway not be applicable to any nation,
there are three other options available to choose from based on the particular circumstances. As a result, fSQCA examines intricate
causal links and offers a detailed explanation of the phenomenon of interest. Researchers can bridge the gap between qualitative and
quantitative methodologies and enhance the theoretical value of their work by integrating QCA with traditional statistical analysis
[11]. Contrast to QCA, it’s important to note that CRA only offers the single best solution. Conventional regression analysis (CRA) is not
as advantageous as qualitative comparative analysis (QCA), particularly when working with small-N datasets [96,97]. Hence, we
recommend that future research on human complex system of economic development within the framework of contemporary theory
take into account the application of fsQCA. It does, however, have some limits much like any other study methodology.

4.1. Limitations of the study

e The data with a limited sample size might not be reliable. Future research may be conducted on large-scale datasheets.

e We calibrated the data on standardized procedure i.e., 95th, 50th, and 5th percentiles, which don’t work on dummy variables. The
next study may be conducted non-dummy variables.

e This analysis depends heavily on the quality of the data used. The analysis’s conclusions could not be trustworthy if the data is
erroneous, contradictory, or inadequate.

e To evaluate the validity and reliability of the results, fSQCA does not offer any statistical tests. Because of this, the researcher’s only
means of evaluating the results’ robustness is through qualitative analysis.
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Abbreviations

csQCA  crisp-set Qualitative Comparative Analysis

fsQCA  fuzzy set Qualitative Comparative Analysis

GNP Gross National Product

GNPCAP Gross National Product per Capita

INDLABF Industrial Labor Force

INUS: Insufficient but Necessary parts of an Unnecessary but Sufficient condition
CRA Logistic Regression Analysis

QCA Qualitative Comparative Analysis

SD Standard Deviation
SUIN Sufficient but Unnecessary part of an Insufficient but Necessary condition
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