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a b s t r a c t

One of the main problems that countries are currently having is being able to measure the impact
of the pandemic in other areas of society (for example, economic or social). In that sense, being able
to combine variables about the behavior of COVID-19 with other variables in the environment, to
build models about its impact, which help the decision-making of national authorities, is a current
challenge. In this sense, this work proposes an approach that allows monitoring the socioeconomic
behavior of the regions/departments of a country (in this case, Colombia) due to the effect of COVID-
19. To do this, an approach is proposed in which the behavior of the infected is initially predicted,
and together with other context variables (climate, economics and socials) determines the current
socioeconomic situation of a region. This classification of a region, with the pattern that characterizes
it, is a fundamental input for those who make decisions. Thus, this work presents an approach based on
machine learning techniques to identify regions with similar socioeconomic behaviors due to COVID-
19, so they should eventually have similar public policies. The proposed hybrid model initially consists
of a time series prediction model of infected, to which are added several context variables (climate,
socioeconomic, incidence of COVID-19 at the level of deaths, suspects, etc.) in an unsupervised learning
model, to determine the socioeconomic impact in the regions. Particularly, the unsupervised model
groups similar regions together, and the pattern of each group describes the socioeconomic similarities
between them, to help decision-makers in the process of defining policies to be implemented in
the regions. The experiments showed the ability of the hybrid model to follow the evolution of the
regions after 4 weeks. The quality metrics for the predictive model were around the values of 0.35 for
MAPE and 0.68 for R2, and in the case of the clustering model were around the values of 0.3 for the
Silhouette index and 0.6 for the Davies–Boulding index. The hybrid model allowed determining things
like some regions that initially belonged to a group with a very low incidence of positive cases and very
unfavorable socioeconomic conditions, became part of groups with moderately high incidences. Our
preliminary results are very satisfactory since they allow studying the evolution of the socioeconomic
impact in each region/department.

© 2022 Elsevier B.V. All rights reserved.
1. Introduction

The pandemic has brought with it, in addition to health prob-
ems, an impact on different areas of our society. Some of the
reas that have been impacted are social, economic, and educa-
ional, among others. Particularly, for the public administration,
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it has been very difficult to take measures, due to the little expe-
rience in similar situations, its rapid expansion, and the multiple
effects in such diverse areas of society, among other reasons.

On the other hand, three different sanitary measures can be
used to counteract a pandemic: (i) herd immunity development,
(ii) vaccination, and (iii) lockdown. The first measure is unrea-
sonable due to a large number of necessary fatalities, and the
second measure is in the preliminary stages. Thus, the majority
of countries have considered the third option despite its adverse
economic impact.

Among the measures taken by governments were lockdown
[1], increase Government spending [2], and enforce the use of
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asks [3]. However, justifying draconian measures during the
OVID-19 pandemic has not been easy because of individual
ights restrictions, but especially, due to its economic and social
mpacts. Thus, these measures have been considered necessary
y the health authorities, but they have not been very popular
mong citizens for social, economic, legal, among other reasons.
ow, public policies during the COVID-19 outbreak should be
ased on holistic approaches that consider health, economic and
ocial variables in a territory. In this regard, this paper proposes
hybrid machine learning approach to study the evolution of the
ffects of COVID-19 on the socioeconomic aspects of regions of a
ountry.

.1. Previous works

There are few papers in the literature that focus on this prob-
em based on machine learning techniques, and the majority
f the applications are about forecasting models that consider
he dynamical behavior of the time-series of COVID-19. These
odels search to understand the nature of COVID-19 and forecast

ts spread, considering the relationship among the variables of
he SEIRD model (Susceptible, Exposed, Infected, Recovered and
eceased) for COVID-19 infection, but also, weather and trans-
ission variables, among other variables [4–7]. As well, there
re some unsupervised approaches to establish COVID-19 impact,
ike [8,9], but focus mainly on health and not on other types of
ariables. The authors of [8] analyze the risk factors and clinical
utcomes to cluster countries in groups with shared profiles of
he COVID-19 pandemic. They use a k-means algorithm to define
lusters of countries based on the next variables: disease preva-
ence estimates, metrics of air pollution, socioeconomic status
nd health system coverage. With this information, they define
lusters in terms of the number of confirmed COVID-19 cases,
umber of deaths, case fatality rate, and order in which the
ountry reported the first case. In the work of [9], they propose
dynamic clustering for analyzing the lockdown impact due to
OVID-19 flare-up. They use healthcare and simulated mobility
ata to model lockdown as a clustering problem, and design a
ynamic clustering algorithm for localized lockdown by taking
nto account the pandemic, economic and mobility aspects.

In the work of Malki et al. [4], various regressor machine learn-
ng techniques are used to determine the relationship between
ifferent factors and the spreading rate of COVID-19. The tech-
iques estimate the impact of weather variables (e.g., tempera-
ure and humidity) on the transmission of COVID-19 by extracting
he relationship between the number of confirmed cases and the
eather variables in certain regions. Ze et al. [10] develop a deep

earning model to forecast the transmission rate of COVID-19 as a
unction of features that encompass selected variables of climate
onditions, socioeconomic, and government restrictions. In the
tudy of Zhou et al. [11], they analyze the correlation between
he land surface temperature (LST) and industrial production, by
sing the BFAST algorithm and linear regression models on multi-
emporal MODIS data to derive monthly time-series deviation of
ST with a spatial resolution of 1 × 1 km. In this way, they explore
he spatiotemporal patterns of the COVID-19 control measures
mpact on industrial production, within Wuhan city. Viezzer and
iondi [12] investigate if COVID-19 variables are higher in cities
ith higher urbanization, worst socio-economic conditions, and

ess vegetation cover, in the Atlantic Forest of Brazil. Indexes
re created using socio-economic (e.g., absolute built area, av-
rage per capita income, population, demographic density), and
co-environmental data (e.g., absolute and relative forest cover,
bsolute and relative vegetation cover), which are correlated with
bsolute and relative confirmed deaths, absolute and relative
onfirmed COVID-19 cases, among other variables. Finally, Guo
2

et al. [13] analyze several confirmed cases of COVID-19 from
several countries between January and April 2020, using a non-
linear model, to investigate the associations between COVID19
incidence and daily temperature, relative humidity, and wind
speed.

Gupta et al. [14] propose a prediction model for confirmed
and dead cases of COVID-19. They use a long short-term memory
(LSTM) with two layers to obtain predicted coronavirus cases
and deaths for the next 30 days. The authors of [15] define an
approach for predictive models for the SEIRD variables, which
considers the historical data collected and the context variables.
Particularly, the context variables examined include morbidity
rates, number of people over 65 years old, and population density,
among others. In addition, they carry out an analysis of the
dependence of these variables, and also, their relationship with
the context variables, to avoid multicollinearity problems and the
curse of dimensionality. Finally, several prediction models based
on different machine learning techniques and inputs are devel-
oped, which include dependence with context variables, tem-
poral interdependence, and temporal intra-dependence. Finally,
Camargo et al. [16] define an incremental learning approach to
build predictive models of the SEIRD variables for the COVID-19
pandemic. The learning approach is a dynamic ensemble method
based on a bagging scheme that allows the addition of new
models or the updating of incremental models.

As we can see, there are a large number of studies on predict-
ing the behavior of COVID-19. Also, several studies have analyzed
the relationship of certain variables in the socio-economic and
environmental spheres with the spread of COVID-19. In addition,
some unsupervised learning techniques have been used to ana-
lyze the impact of COVID-19. However, there are no studies that
analyze the socio-economic impact of COVID-19 based on the
predicted behavior of the infection variable, which changes due to
the appearance of new strains, new drugs, among others, which
affects in real-time to the society.

1.2. Contribution

One of the great challenges is to build models that allow
describing the behavior of diseases such as COVID-19, and their
effects, having little data, and much ignorance of the collateral ef-
fects. Another great challenge is to be able to update these models
as more knowledge about the disease is obtained. Consequently,
the main contribution of this work is to propose a hybrid machine
learning model to analyze the socio-economic impact of COVID-
19 in a region/department. This model combines variables about
the behavior of COVID-19 with other context variables to eval-
uate its impact in a region. The model uses the variables of the
SEIRD model, predicting the infected values, together with other
context variables (climate, economics and socials), to determine
the current socio-economic situation of a region. Particularly, our
approach groups the regions, and the pattern of each group de-
termines the main socio-economic characteristics to be analyzed.
The proposed hybrid model consists of a time series prediction
model of infected, to which are added several context variables
(climate, socio-economics, incidence of COVID-19 at the level of
deaths, suspects, etc.) in a clustering model, in order to determine
the socio-economic impact in the regions. The clustering model
groups similar regions, and the pattern of each group describes its
socio-economic characteristics, which can be used by decision-
makers to define the public policies to be implemented in the
regions. In this work, a dynamic clustering is used, which operates
online to update the groups according to new incoming data.

Thus, this work presents a hybrid approach based on ma-
chine learning techniques to identify regions with similar socio-
economic impacts due to COVID-19, so they should eventually
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ave similar public policies. In this work, a predictive model is
roposed to foretell the infection rate of COVID-19. Also, several
lustering techniques have been analyzed to define the clusters
f the regions according to their similitude. Previously, different
echniques have been used for the dimensionality reduction of
he variables, in order to extract the best clustering variables of
he regions. In this way, our approach allows studying the evo-
ution of the socioeconomic impact in each region/department,
n order to monitor its socioeconomic behavior due to COVID-19.
pecifically, the approach is used to evaluate the evolution of the
ocioeconomic impact of COVID-19 on Colombia. Our approach
ould be used in the next waves of corona virus-related diseases,
nd other viral life-threatening calamities, to significantly reduce
he socioeconomic impact of COVID-19.

. Our hybrid machine learning model

Our system consists of two components (see Fig. 1). On the
ne hand, a forecasting model that predicts the number of in-
ection cases for each of the next 7 days by each department.
n the other hand, a clustering process that, with the help of
imensionality reduction techniques and the infection prediction
alue, generates clusters associated with departments according
o their socioeconomic behavior due to the pandemic. In addition,
common task in the two components is the feature engineering
rocess that is carried out in each one, to determine the vari-
bles that affect the prediction of infections, or the grouping of
epartments.
Fig. 1 shows the architecture of our hybrid approach. Initially,

he variables to be taken into account in the models are deter-
ined, which are measured in each region. Then, the prediction
odels are built for the variables of interest (previously, the

nput data are cleaned and analyzed to eliminate variables that
o not contribute to the models). The next step creates the
lustering model with the result of the predicted variables and
he socio-demographic variables.

Thus, our approach is composed of three groups of techniques:

• For the prediction model of COVID-19 infections, we have
used a neural network model.

• For the feature engineering process, which in our case con-
sists of dimensionality reduction, we have used three tech-
niques: Principal Component Analysis (PCA), Auto-encoders
and Genetic Algorithms (GA).

• For the clustering process, whose groups are used to analyze
the evolution of the socio-economic impact of COVID-19, we
have used k-means and k-medoids.

Initially, our approach predicts the behavior of the infected
ith COVID-19. Then, with this information, it makes a vector
epresentation of each political subdivision of interest that con-
ains, in addition, the pandemic’s progression, economic, health-
are, geographical and demographic data, to be clustered (after
pplying a dimensionality reduction technique), and such clusters
re the system’s final output.
3

2.1. Variable characterization

In this work, different types of variables were considered,
which can be grouped into the following groups:

• Variables linked to the behavior of COVID-19, which consist
of the real-time values of the SEIRD variables. Of this group,
only the infected variable is predicted, and the rest are taken
from data sources in real-time.

• Climatic variables, which are also taken in real-time. Some
of the variables considered were precipitation, temperature
and relative humidity.

• Economic variables of the region, such as poverty level, child
labor, economic dependence, informal employment, the area
dedicated to the agricultural sector, mining production, etc.

• Social variables of each region, such as educational cover-
age, institutions of higher education, illiteracy, school ab-
sence, inhabitants living in houses, inhabitants living in
apartments, inadequate flooring, and overcrowding.

• Geographic variables, such as height, seismic threat, and for-
est areas;

• Demographic variables, such as rural population, the pop-
ulation under 15 years, the population between 15 and
24 years old, the population over 65, the female population,
the population density, the indigenous population, among
others;

• Variables from the health area, such as mortality from menin-
gitis per 100 thousand inhabitants, mortality from acute
respiratory infection per 100 thousand inhabitants, mor-
tality from problems of the cardiovascular system per 100
thousand inhabitants, mortality from chronic respiratory
disease, ambulances, number of Intensive Care Unit (ICU),
etc.

• Finally, variables of infrastructure and services in the region,
such as airports, roads, electricity coverage, aqueduct cov-
erage, sewer coverage, internet coverage, etc.

Due to the important number of variables considered (80 vari-
bles), one of the fundamental tasks of our approach is the reduc-
ion of dimensionality, to determine the appropriate (correlated)
ariables for the goal of our system.

.2. Prediction model

For the infection forecast, the variables shown in Table 1 have
een used for each department. Those variables are static in time,
s it is assumed that they do not change significantly during each
eek of the forecast. The variables are extracted from official
ources.
These variables in Table 1 can be grouped in the previous

roups of variables: variables linked to the behavior of COVID-
9 (e.g., Deaths by chronic diseases, Deaths by a respiratory
llness. etc.), climatic variables (e.g., temperature, precipitation,
tc.), economic variables (e.g., Informal economy, etc.), social
ariables (e.g., the population between 15 and 24 years Child la-
or, Total population with Diabetes, etc.); Demographic variables
e.g., population density, etc.).

The chosen forecaster model is an artificial neural net that
nly uses the new COVID-19 cases as external variables (SEIRD
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Table 1
Gathered variables.
Altitude population between 15 and 24 years Child labor Total population population with Diabetes
Precipitation population over 65 years Dependency ratio Life expectancy Deaths by chronic diseases
Temperature population density Informal economy Deaths by digestive diseases Deaths by acute diseases
Humidity women population illiteracy Deaths by respiratory illness Deaths by endocrine disorders
Population under 15 years Multidimensional Poverty Index school dropout Deaths by cardiac complications Death by maligne Neoplasm
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Fig. 2. Causal dilated convolutions.

ariables). The series of new positive cases by each department
an have several peaks, explained maybe by delays in testing.
o overcome this problem, three features were included in the
odel. First, the input data is normalized by taking the logarithm
f the raw data. Then, an exponential moving average (Eq. (1)),
ith α = 0.1, is computed for all the series of new infections
nd used as a feature (as suggested in [17]). Finally, the day of the
eek was incorporated as an input using an embedding layer.

t = αxt−1 − (1 − α)vt (1)

Encoder–decoder architectures have been satisfactorily used
or time series forecasting [18]. In particular, 2014 deep Mind’s
ave net [19] proposed a way to stack convolutional layers to
xtract features from sequence data, and keep the number of
arameters in the model low. This last property reduces the
mount of computational power required to train the model.
articularly, in this paper is used an autoencoder neural network.
he main parameters in an autoencoder are: the number of nodes
n any hidden layer, the number of hidden layers, activation unit
e.g., sigmoid, tanh, softmax, and ReLu activation functions), and
egularization parameters on hidden unit weights. Thus, the used
rchitecture consists of an encoder that is made of a series of
locks, each one composed of a dilated convolution (see Fig. 2),
ith 128 filters of size 2 and causal padding, a Dense layer fol-

owed by batch normalization, and finally, a ReLu activation [20]
see Fig. 3.a).

There were 6 of these blocks with 2, 2, 4, 4, 6 and 6 as dilation
ates, respectively. For predictions, the decoder takes as inputs
he output of the encoder and the one-dimensional embedding
or the day of the week in the forecasted window, and then
asses these inputs through dense layers with ReLu activations
see Fig. 3). The predictions are made by a dense layer with the
ize of the forecasted windows as its number of units.
The net is trained using the quantile loss, in order to predict

onfidence intervals. The 5, 90 and 50 quantiles are predicted, and
he last one is taken as the prediction. Before computing the loss,
he net output is re-scaled using the last value of the exponential
moothing in the training window:

ˆt+1,..t+h = exp(NN(x)) × It (2)

(ŷi, yi) = max(q(ŷi, yi), (1 − q)(ŷi − yi)) (3)

s mentioned before, the smoothing exposed above is necessary
n order to overcome the intrinsic heterogeneity of the data.
evertheless, this approach has its own drawbacks: First, the net
s less sensible to instant shocks in the signal. In the context of
he COVID-19 outbreak, this can have as a consequence a model
hat is less efficient to react to sudden downs or spikes created by
4

xtraordinary events. The second (and most important drawback)
s the necessity of fixing the window size hyper-parameter. The
atter implies an added complexity to the model, and creates an
xtra step to choose this parameter.

.3. Feature engineering process

Once the inference is made, the prediction is added to a
ector that contains all the other variables gathered. This vector
s analyzed in order to avoid the curse of dimensionality [21,22],
efore applying the k-means or k-medoids algorithm.
For that, a dimensionality reduction is done. Three dimension-

lity reduction techniques were used: a PCA that captures at least
9 percent of the original variance, GA for feature selection based
n the silhouette score [23], and finally, a simple auto-encoder.

• Principal Component Analysis
The principal component analysis is one of the techniques of
unsupervised learning, which can be applied for exploratory
analysis of the data. One of its applications is for the re-
duction of dimensionality (number of variables) because
in these dimensions the greatest amount of information
possible is retained. It is applied to a large number of quan-
titative variables that are likely to be correlated, achieving
the construction of a smaller number of new variables that
are not correlated. In our case, it was applied to the set
of 80 variables (grouped into the sets of variables already
mentioned) and regions (departments) that were taken into
account in this study.

• Auto-Encoders
Auto-encoders are a type of neural network architecture
that allows building representations of data. For doing so,
a Neural Net is trained using the identity as it loses func-
tion, and then, some vectors from intermediate layers are
extracted. The simpler auto-encoder consists of two parts,
an encoder and a decoder, these can be defined as functions
in the following sense:

φ : X −→ R
n

ψ : R
n

−→ X

φ,ψ = argminφ,ψ∥X − (ψ ◦ φ)X∥
2

Auto-encoders have been successfully applied in informa-
tion retrieval and dimensionality reduction applications. Our
approach uses two autoencoders with the same architec-
tures, but symmetrically such as the weights between layers
are shared, thus reducing the number of weights as is shown
in Fig. 3. This last is because, with shared weights, it is less
prone to overfit in regimes with a small amount of data.

• Genetic algorithms
GA are a metaheuristic based on evolutionary learning that
aims to explore the space of solutions in order to find the
optimal. In our approach, it was applied to the set of 80 vari-
ables as a strategy to reduce the dimensionality (variables)
and achieve the best solution. The idea is to find a subset
of descriptors (reduction of dimensionality), optimizing a
fitness function (Mean Absolute Percentage Error (MAPE))
that corresponds to a quality metric.
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Fig. 3. Deep learning architectures used in this work.
The process of selection of descriptors begins with subsets
of features/descriptors (population), such that each individ-
ual represents a subset of them, which is evaluated with
the quality metric (fitness function — MAPE). According to
this value, the best individuals are selected to reproduce
new individuals using genetic operators, such as mutation
and crossover. If the offspring have a better aptitude than
their parents, they are more likely to survive. Also, for the
generation of the descendants, those individuals that are
better reproduce more, and therefore, those that are worse
disappear. In the end, the GA find a set of suitable indi-
viduals, determined by the quality metrics. In this way, the
algorithm returns the subset of descriptors with the best
combination of descriptors found (best individual).

2.4. Clustering techniques

The Clustering process was carried out taking into account
he results obtained in the feature engineering. Two clustering
echniques were implemented: k-means and k-medoids.

• K-means
The K-means algorithm is a clustering technique that groups
departments into k groups based on information obtained
from their descriptors. The aim of this technique is to create
clusters that are very different between them, which is done
by minimizing the sum of distances between each depart-
ment and the centroid of its group or cluster. The centroid
is the equidistant point of the individuals belonging to that
cluster.

• K-medoids
The K-medoids algorithm, like K-means, is an unsupervised
learning technique that groups departments into k-groups
based on information obtained from their descriptors. It
also creates clusters when the departments in a cluster
are very similar to each other, but different from depart-
ments in other clusters. It is more robust to noise and
outliers than K-means because it minimizes a sum of pair-
wise dissimilarities instead of a sum of squared Euclidean
distances.

. Initial experiments

To evaluate the performance of our approach, we analyze
he socio-economic behavior of the Colombian departments gen-
rated by COVID-19. In this case, 76 demographic, economic,
eographic, and social variables and 4 variables related to COVID-
9 according to the SEIRD model, were considered. In addition,
he infected variable was predicted.

In our approach, the forecasting model predicts the number
f infected for each of the next 7 days in all 33 Colombian
5

departments. On the other hand, the clustering process, with the
help of dimensionality reduction techniques, generates clusters
associated with each department. It is important to remark that
the dimensionality reduction techniques consider in their analysis
the predicted infected variable, but to carry out the clustering
process, this variable is incorporated into the input variables if
it was eliminated by the dimensionality reduction process.

3.1. Infected prediction

For the infected forecast, it is used the variables shown in
Table 1 for each department. Those variables are static in time
because they do not change significantly in a week. The demo-
graphic and economic variables were extracted from the official
sources of the National Administrative Department of Statistics
(DANE) and the National Planning Department (DNP), respec-
tively. The climate and geographical variables were obtained from
the official page of Colombia’s Institute of Hydrology, Meteorol-
ogy and Environmental Studies (IDEAM). The health variables
are available on the official websites of the National Institute of
Health (INS), and of the Ministry of Health and Social Protection.

The prediction of the infection caused by COVID-19 in Colom-
bia was made with the positive cases reported from March to
August 2020 by the National Institute of Health (INS). The pre-
dictive model predicts a 7-day time window for the positive
cases that each department will have. The model was retrained
every 7 days. Table 2 shows the average daily predictions for
each time interval (of 7 days) in each Colombian department;
the intervals are named Week 1, Week 2, Week 3 and Week
4, and the department column presents all the departments of
Colombia. The first week of prediction begins on the first week of
September.

In a second iteration, weeks 5, 6, 7 and 8 were predicted for
the departments. Table 3 shows these predictions.

For each prediction made with the model, the error was mea-
sured in percentage terms, particularly, it is calculated the MAPE.
Also, R2 was used as a quality metric. The results are presented in
Tables 4 and 5. The values presented are the average of the MAPE
and R2 values per department in each prediction interval.

In Table 4, it can be seen that the third week had the best
predictions for the departments since it has the lowest MAPE
value (34%). For the second iteration (see Table 5), week 7 has
the best prediction, since the MAPE is 30%. In addition, the R2

values (coefficient of determination) are presented to evaluate
the quality of the models. The R2 values indicate that the models
explain the variability of the data relatively well.

3.2. Feature engineering

In practice, having many variables is considered a problem,
given that some of these variables do not provide relevant in-
formation for the work being done, making the problem more
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Table 2
Average daily prediction of infected cases by COVID-19.
(a)

Department Prediction Intervals

Week 1 Week 2 Week 3 Week 4

Amazonas 9 4 3 2
Antioquia 1731 1407 1369 1136
Arauca 20 25 25 26
Atlántico 591 294 224 165
Bogotá 3864 3340 2890 2426
Bolívar 229 251 174 163
Boyacá 63 98 107 103
Caldas 44 78 77 79
Caquetá 157 150 134 109
Casanare 20 25 28 36
Cauca 89 127 146 146
Cesar 149 305 332 369
Choco 33 20 15 13
Córdoba 475 404 293 238
Cundinamarca 370 495 489 430
Guainía 0 5 7 14
Guaviare 5 3 9 13

(b)

Department Prediction Intervals

Week 1 Week 2 Week 3 Week 4

Huila 85 164 174 201
La Guajira 80 97 116 107
Magdalena 240 168 145 128
Meta 139 223 267 259
Nariño 228 188 180 161
Norte de Santander 276 326 261 190
Putumayo 66 60 59 40
Quindío 19 33 47 59
Risaralda 112 168 165 163
San Andrés y Providencia 2 6 9 18
Santander 402 530 530 486
Sucre 162 197 154 127
Tolima 109 172 182 183
Valle del Cauca 812 635 573 536
Vaupés 5 8 16 19
Vichada 0 3 6 9

complex. For this reason, it is decided to reduce the dimension-
ality of the dataset. Three techniques were used to reduce the
dimensionality:

• The first technique used was a PCA, with which we kept 20
dimensions. These dimensions retain 99% of the variability
present in the original data set. The PCA allowed us to
move from a dimension of 80 variables that are correlated
among themselves, to a dimension of 20 new variables
(principal components) that are not correlated among them-
selves, retaining 99% of the variability present in Colombia’s
departments, thus losing the least amount of information
possible.

• Another technique used was an auto-encoder with which
it was decided to reduce the dimensionality to 3. This di-
mension was chosen in order to evaluate a much smaller
dimension than the previous one.

• Finally, the GA were used to reduce the dimensionality.
Each individual represents a subset of descriptors, which is
evaluated using as the fitness function the Silhouette index
given by the clusters defined by the k-means algorithms.
The Silhouette index takes values between −1 and 1, a high
value close to 1 indicates that the cluster is well-formed,
while values close to −1 indicates the opposite (clusters
poorly formed). In this way, the GA select the best subset
of descriptors.
6

Table 3
Average daily prediction of infected cases by COVID-19.
(a)

Department Prediction Intervals

Week 5 Week 6 Week 7 Week 8

Amazonas 2 2 1 1
Antioquia 1178 1181 1121 1480
Arauca 26 29 34 38
Atlántico 139 122 103 125
Bogotá 2104 2009 1794 1830
Bolívar 152 114 119 140
Boyacá 111 122 130 161
Caldas 97 112 119 152
Caquetá 99 101 79 99
Casanare 38 49 54 60
Cauca 157 147 134 125
Cesar 321 292 270 242
Choco 12 10 8 6
Córdoba 171 148 122 101
Cundinamarca 389 343 295 309
Guainía 22 23 24 16
Guaviare 19 20 19 21

(b)

Department Prediction Intervals

Week 5 Week 6 Week 7 Week 8

Huila 235 240 228 294
La Guajira 103 102 75 69
Magdalena 115 106 85 71
Meta 253 242 186 232
Nariño 199 146 119 116
Norte de Santander 162 153 145 167
Putumayo 42 28 25 21
Quindío 68 90 109 125
Risaralda 172 186 160 186
San Andrés y Providencia 34 36 41 27
Santander 451 433 393 393
Sucre 94 78 51 55
Tolima 194 185 135 176
Valle del Cauca 576 532 573 625
Vaupés 17 13 13 12
Vichada 17 13 11 14

Table 4
Quality measures — first iteration.

Prediction Intervals

Week 1 Week 2 Week 3 Week 4

MAPE 0.373 0.354 0.343 0.355
R2 0.695 0.701 0.695 0.636

Table 5
Quality measures — second iteration.

Prediction Intervals

Week 5 Week 6 Week 7 Week 8

MAPE 0.340 0.408 0.301 0.372
R2 0.674 0.643 0.614 0.726

3.3. Clustering

In our case study, we intend to group the 33 departments of
Colombia in k groups, in order to find sets of departments that,
given their characteristics, are similar. To group the departments
in each time interval, according to their characteristics or simi-
larities, experiments were carried out with 2 different clustering
techniques: k-means and k-medoids.

There are several methods to choose the value of k, such
as: the elbow method, the Calinsky criterion, the Affinity Prop-
agation, the Gap, Dendrograms, among others. This work takes
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Table 6
Results of the k-means first and second iteration.
Methods Metrics First Iteration — Forecasting Intervals Second Iteration — Forecasting Intervals

Week 1 Week 2 Week 3 Week 4 Week 5 Week 6 Week 7 Week 8

All variables Silhouette k = 6 0.248 k = 3 0.246 k = 5 0.249 k = 3 0.246 k = 5 0.250 k = 3 0.247 k = 3 0.252 k = 3 0.252
Davies–Boulding 0.925 1.280 0.898 1.280 0.897 1.279 1.269 1.269

PCA Silhouette k = 6 0.255 k = 6 0.254 k = 5 0.255 k = 6 0.254 k = 5 0.255 k = 6 0.253 k = 3 0.257 k = 3 0.256
Davies–Boulding 0.914 0.913 0.888 0.913 0.887 0.914 1.257 1.257

Auto-encoder Silhouette k = 3 0.592 k = 9 0.630 k = 4 0.564 k = 3 0.569 k = 6 0.578 k = 3 0.597 k = 7 0.485 k = 3 0.616
Davies–Boulding 0.466 0.418 0.578 0.524 0.476 0.459 0.603 0.552

GA Silhouette k = 3 0.584 k = 4 0.386 k = 3 0.438 k = 6 0.383 k = 5 0.375 k = 3 0.401 k = 4 0.385 k = 3 0.398
Davies–Boulding 1.551 1.447 1.346 1.521 1.368 1.192 1.584 1.239
Table 7
Results of the k-medoids first and second iteration.
Methods Metrics First Iteration — Forecasting Intervals Second Iteration — Forecasting Intervals

Week 1 Week 2 Week 3 Week 4 Week 5 Week 6 Week 7 Week 8

All variables Silhouette k = 6 0.248 k = 3 0.246 k = 5 0.249 k = 3 0.246 k = 5 0.250 k = 3 0.247 k = 3 0.252 k = 3 0.252
Davies–Boulding 0.925 1.280 0.898 1.280 0.897 1.279 1.269 1.269

PCA Silhouette k = 6 0.255 k = 6 0.254 k = 5 0.255 k = 6 0.254 k = 5 0.255 k = 6 0.253 k = 3 0.257 k = 3 0.256
Davies–Boulding 0.914 0.913 0.888 0.913 0.887 0.914 1.257 1.257

Auto-encoder Silhouette k = 3 0.592 k = 9 0.630 k = 4 0.564 k = 3 0.569 k = 6 0.578 k = 3 0.597 k = 7 0.485 k = 3 0.616
Davies–Boulding 0.466 0.418 0.578 0.524 0.476 0.459 0.603 0.552

GA Silhouette k = 3 0.584 k = 4 0.386 k = 3 0.438 k = 6 0.383 k = 5 0.375 k = 3 0.401 k = 4 0.385 k = 3 0.398
Davies–Boulding 1.551 1.447 1.346 1.521 1.368 1.192 1.584 1.239
Table 8
Silhouette and Davies–Boulding indexes in the forecast interval, First and second iteration.
k Metrics First Iteration — Forecasting Intervals Second Iteration — Forecasting

Intervals

Week 1 Week 2 Week 3 Week 4 Week 5 Week 6 Week 7 Week 8

3 Silhouette 0.587 0.588 0.585 0.585 0.400 0.401 0.400 0.399
Davies–Boulding 0.414 0.415 0.415 0.416 0.870 0.869 0.870 0.870

4 Silhouette 0.302 0.302 0.301 0.300 0.225 0.226 0.228 0.228
Davies–Boulding 0.855 0.855 0.857 0.858 1.137 1.134 1.129 1.132

6 Silhouette 0.236 0.205 0.266 0.266 0.231 0.232 0.233 0.232
Davies–Boulding 0.949 1.035 0.833 0.835 1.249 1.247 1.243 1.232
advantage of the use of the GA for the selection of descriptors,
also, as a technique to select the value of k given the fitness
function implemented, the Silhouette index. Therefore, the GA
was run with these techniques for different k values (k = 1, 2,
. . . , 10), and the k with the highest silhouette value was chosen.

Tables 6 and 7 present the results of the clustering process
sing the first intervals of prediction of the infected variable like
nput (week 1 to week 4) and the second intervals of predic-
ion of the infected variable like input (week 5 to week 8). In
hese Tables, it is possible to observe the methods used for the
imensionality reduction, and the quality metrics (the silhouette
nd Davies–Boulding indexes). Both the suggested k-value in each
nterval and the values of the already mentioned metrics are
resented.
In the first experiment, it is evident that the dimensionality

eduction method with the best results in the different prediction
ntervals was auto-encoder, since the values for the silhouette are
he closest to 1, and the values for Davies are the closest to 0. The
rder of the techniques in each prediction interval, according to
he results, are: auto-encoder, GA and PCA. Also, it is observed
hat clustering by previously doing a dimensionality reduction
s always better than clustering by having all the variables. On
he other hand, with the k-means technique, the best results
ere obtained, which are always above the k-medoids results
see Tables 6 and 7).

Additionally, we carry out an analysis of the k values with
he GA. The best results are shown in Table 8. GA suggest the
tilization of 3, 4 and 6 groups in the different time intervals,
ccording to the values of the quality metrics.
7

In the second experiment is considered the second interval of
prediction of infected cases of COVID-19 (second iteration) during
the clustering process. The results for k-means and k-medoids, of
the silhouette and Davies–Boulding indices, are shown in Tables 6
and 7.

In this second experiment, it is still shown that using an auto-
encoder for the dimensionality reduction and k-means is better
since the silhouettes and the Davies–Boulding indexes for each
week are the closest to the values 1 and 0, respectively.

Again, we carry out an analysis of the k values for each week
with the GA. The best results are shown in Table 8. In this case,
GA suggest the utilization of 3, 4 and 5 groups in the different
time intervals, according to the values of the quality metrics.

The silhouette indices, for the set of descriptors selected with
GA, with k = 3 in each prediction week, are quite close to 1, which
indicates that the 3 groups built are very well-formed. In the
same way, Davies–Boulding indices close to 0 indicate that there
are very small distances between the elements that make up the
groups, so it can be said that there is high intra-group similarity
and high inter-group differences; that is, the departments that
make up each cluster, due to the characteristics that identify
them, are very similar to each other.

According to the above results, a good number of groups
(value of k) is 3. The values of the silhouette and Davies–Boulding
indices support this. In the next section, k = 3 will be used for the
analysis. In addition, the best reduction technique was autoen-
coder, but as is not easy to interpret the centroids of the clusters
formed by this method, GA is used as the reduction technique
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Fig. 4. Evolution of clusters and Departments — First Iteration.
n the next section since the GA results are very close. Among
he most commonly used clustering techniques are k-means and
-medoids, the former takes into account the average behavior
f individuals, while the latter is not affected by individuals with
typical behavior, so it was decided to implement and evaluate
hich one yielded better results. Thus, the best clustering tech-
ique was k-means. Therefore, in the next section, the k-means
ethod is used for clustering. Finally, according to the results
f the prediction model and its quality in the clustering process,
his process should be recalculated (retrained) every 4 weeks to
nsure the creation of good clusters.

. Evolution analysis

With the results of the previous experiments, we can set up
xperiments to analyze the evolution of the behavior of the de-
artments, taking into account the cluster in which it is assigned
ach week. Taking into account the interest of interpreting the
roups formed according to the variables that characterize it, it is
sed GA as a reduction technique. Thus, to carefully analyze the
volution (week 1, week 2, week 3, week 4, week 5, week 6, week
, week 8) of the departments using the clusters built by the GA,
he centroid of each cluster is studied, and from it, we find the
haracteristics (pattern) that define them.

.1. Results

Fig. 4 shows the 3 groups formed in the 4 weeks, and the
epartments that comprise them. It is evident that despite the
hanges that occurred in the variables in these weeks, these
ere not significant for the departments to change groups, which
eans that during these 4 weeks the behavior of each department
as very similar.
Now, we will proceed to identify the characteristics of each

luster taking into account its centroids. Cluster 3 is only com-
osed of the capital of the country, Bogotá, which is located in
he central part of the country and has an average temperature
f 14℃. This cluster is characterized by a high number of infected

cases of COVID-19 predicted, a high number of recovered and
dead, and a high population density. In addition, it is character-
ized by medium-low indicators of early childhood care services,
economic dependency rates, critical overcrowding, school lags,
uninsured health, child labor and informal work. However, a
low rate of informal labor does not guarantee that the poverty
index will be close to 0. Particularly, in the capital, there is a
medium-high poverty index. The percentage of people in the
capital between the ages of 15 and 64 is moderately high, and
the number of men in this age range is higher, which is another
distinctive characteristic of this cluster. On the other hand, Bogotá
is characterized by low indicators of illiteracy, low educational
achievement, school non-attendance, lack of access to a water
source and inadequate excreta disposal.

The second cluster is made up of the departments of Ama-
onas, Guainía and Vaupés. These departments are located in the
8

southeast of the country, and all border Brazil to the southeast.
They are located near the equatorial line, and because of this,
the temperature during the day is very high, averaging 31.6 ◦C.
This group of departments is characterized by a medium infected
number of cases of COVID-19 predicted, recovered and dead, and
the population density is low. On the other hand, it presents high
rates of poverty, economic dependency and critical overcrowding,
inadequate disposal of excreta, non-attendance at school, school
backwardness, no early childhood care services, no access to
improved water sources and a high percentage of women. Other
characteristics present in this cluster are that they have low
indicators of literacy, low educational achievement, no health
insurance, and a high rate of child labor and informal work. They
also have a low percentage of people between 15 and 64 years
old, particularly men.

The last cluster, the largest, where the remaining 29 depart-
ments of Colombia are located, is a very particular group, given
that all of its characteristics are either moderately high or mod-
erately low. This cluster has a positive number of predicted cases
of infected by COVID-19, recovered and dead, which are mod-
erately low. In addition, the population density is moderately
low, as well as the indices of multidimensional poverty, of early
childhood care services, of economic dependency rates, of critical
overcrowding, of inadequate excreta disposal, of non-attendance
at school, of school backwardness, of no access to an improved
water source, of no health insurance, and finally, the percentage
of women in the department is moderately low. On the other
hand, there are characteristics with moderately high rates, such
as illiteracy, low educational achievement, child labor and infor-
mal work. In addition, the percentage of people between the ages
of 15 and 64 is moderately high; in particular, there are more men
than women in this age range.

In the second iteration, the clustering model was retrained,
despite the number of groups formed being the same, but there
are variants in the formation of the clusters that can be seen in
Fig. 5.

4.2. Findings

The change in the behavior of some departments in the second
iteration is very noticeable, which can be determined by the
centroids of each cluster. It can be seen that the cluster that made
up the departments of Amazonas, Guainía and Vaupés during the
first iteration, in the second iteration continues to be made up
of the same departments. These departments are identified by
having several infected cases of COVID-19 predicted, which is
moderately low, as the indicators of no access to an improved
water source, the percentage of people between the ages of 15
and 64, and the number of days where it rains. However, this
cluster is also characterized by a high level of multidimensional
poverty, critical overcrowding, lack of school attendance, use of
inadequate outdoor flooring materials, a high rate of economic
dependency and of informal work. These departments also have
medium-high rates of illiteracy, of early childhood care services,
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Fig. 5. Evolution of clusters and Departments — Second Iteration.
f inadequate elimination of excreta, of non-attendance at school,
nd of school lags, no health insurance, and a population in
iserable conditions, with a medium-high percentage of women

n the departments.
The group that initially had the capital city (Bogotá) has grown

n size, and now also includes the departments of Antioquia,
tlántico, Boyacá, Caldas, Casanare, Cauca, Córdoba, Huila, Meta,
ariño, Norte de Santander, Putumayo, Quindío, Risaralda, San
ndrés and Providencia, Santander, Tolima, and Valle del Cauca.
ll of these departments went from having moderately low in-
ected cases of COVID 19 to moderately high, except for Bogotá,
hich went from a high to a moderately high indicator. In addi-
ion, they have medium-high percentages of people between the
ges of 15 and 64 and many rainy days. Nevertheless, the indexes
f poverty, illiteracy, services for early childhood care, economic
ependence rate, critical overcrowding, inadequate elimination
f excreta, non-attendance at school, inadequate material for
xterior floors, school backwardness, lack of access to an im-
roved water source, lack of health insurance, and population in
onditions of misery, are medium-low. The percentage of people
nd women in these departments is moderately low.
The previous cluster, with almost all the departments, is now

ade up of only Arauca, Bolivar, Caquetá, Cesar, Chocó, Cundina-
arca, Guaviare, la Guajira, Magdalena, Sucre and Vichada. This
luster is identified by its low levels of multidimensional poverty,
conomic dependence, critical overcrowding, lack of school at-
endance, informal work, and low percentage of people between
he ages of 15 and 64. They also present several infected cases of
OVID 19 predicted, and an index of inadequate exterior flooring
aterial, which is moderately low. It is also characterized by
ome very rainy days and a moderately high indicator of illiteracy.
he percentage of people, especially women, is high; there is a
igh rate of population in miserable conditions. The indexes of
ervices for early childhood care, of critical overcrowding, of in-
dequate elimination of excrement, of non-attendance at school,
f school lags, of no access to improved water sources, and of no
ealth insurance, are high.

.3. Most relevant observations

The observation time period to obtain the above findings in the
ase study was two months, which made possible to study the be-
avior of our approach to analyze the evolution of socio-economic
ariables due to the effect of COVID-19.
A first outstanding aspect is that the ability of the approach

o determine the change in the groups over time, and of the
embers of the group, is clear. So, there is a double dynamic

n this process, one in which the groups are redefined by new
ember regions, and consequently, some that leave; and on the
ther hand, how their patterns (centroids) are changing due to
he effect of COVID-19 on socio-economic variables. The socio-
conomic variables that are most relevant in the characterization
f the groups that are formed over time, due to the effect of
OVID-19, are the level of poverty (and everything that involves
9

Table 9
Quality measures of the prediction models.

Prediction Intervals

Week 1 Week 2 Week 3 Week 4

MAPE 0.366 0.350 0.346 0.361
R2 0.701 0.711 0.698 0.696

such as overcrowding, houses in poor condition, etc.), education,
public services (water, electricity, etc.) and health.

The groups that are formed have clear socio-economic pat-
terns in these variables, being able to see groups with regions in
very poor conditions (critical overcrowding, lack of school atten-
dance, no health services, and in general, miserable conditions),
and a medium incidence of COVID-19 (Amazonas, Guainía and
Vaupés). This may be because these regions are quite isolated. On
the other hand, the groups with a moderate incidence of COVID-
19 are regions with higher socio-economic levels, ranging from
moderately high to moderately low cases of COVID-19 infection.
They are regions with better housing conditions, more opportu-
nities for women, lower levels of poverty, and in general, better
public services, economic, educational and health status for their
inhabitants. It is the same case of Bogotá, which went from a
high to moderately high indicator (improving), because somehow
these socio-economic indices were less affected by the special
attention given by the national government to these regions.
The moderate incidences of COVID-19 in these regions can be
understood because they are the most populated areas of the
country, so the transmission of the disease is easier.

4.4. Evaluation of the generality of our approach

In this section, we carry out the same experiments that were
done for the construction of the prediction and clustering mod-
els in the previous section, but using the datasets updated for
2021, which are the basis of our hybrid model for the dynamic
evaluation of the socioeconomic impact of COVID-19. In this
sense, the same previously developed experimental protocols
were considered.

The results shown in Tables 9 and 10 reflect the quality of
those models with these new data. We see that in general, the
quality of the models is maintained, the values of the metrics do
not change, they are maintained.

Starting from these partial results, where the individual results
of these two models appear, which are integrated into the hybrid
model for the socioeconomic analysis, it is natural to suppose that
an interpretation of the dynamic behavior of the departments is
completely possible with the current dataset.

5. Conclusions

Machine learning methods can provide reliable systems to
help the development of public policies. We have proposed a
hybrid approach to analyze the socioeconomic impact in the
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Table 10
Quality metrics of the clustering models.
k Metrics Forecasting Intervals

Week 1 Week 2 Week 3 Week 4

3 Silhouette 0.591 0.601 0.605 0.599
Davies–Boulding 0.487 0.481 0.456 0.465

4 Silhouette 0.291 0.301 0.301 0.299
Davies–Boulding 0.811 0.815 0.827 0.811

6 Silhouette 0.206 0.215 0.217 0.201
Davies–Boulding 0.898 0.944 0.945 0.939

regions of a country due to COVID-19. Our approach allows mon-
itoring the socioeconomic behavior of the regions/departments
of a country. To do this, our approach initially predicts the in-
fected cases, and together with other context variables (climate,
economics and socials, among others), determines the current
socioeconomic situation of a region. For that, our approach carries
out a clustering process of the regions, in order to determine sim-
ilar ones. With the centroid (pattern) of each group, it is possible
to define its socioeconomic characteristics, a fundamental input
for those who make decisions.

In this work, we have tested our approach for generating
roups of regions in Colombia with similar social, economic
nd health impacts due to the COVID-19 pandemic. The results
btained were satisfactory, the system naturally suggests three
lusters of departments, using social, economic, geographic and
emographic variables. Some of these variables describe charac-
eristics like the levels of poverty, economic dependence, over-
rowding, school attendance, informal work, among others. Also,
ur approach considers the behavior of the pandemic, particu-
arly, the infected cases of COVID 19 predicted.

Among the most important limitations of the approach and
xperiments is that it is a case study based on the behavior of the
andemic in Colombia. So, it is necessary to study its behavior
n other countries. This implies adjusting the parameters of the
odels according to the dynamics of the country of interest, and
articularly, adapting them to their data. Another limitation is
hat according to the behavior of the pandemic, the models must
e retrained and parameterized again every certain period. The
etermination of these retraining periods is not clear, and should
e a factor to optimize according to each region, which is being
tudied for the Colombian case.
Important ideas arise for future works, for example, automatic

nalysis of the cluster centroids, to gain some autonomous inter-
retability on the clustering process. Particularly, the idea is to
nalyze the evolution of knowledge, from the patterns defined
y the centroids [24]. Another downstream task is to identify
atterns related to the vulnerable population, or specifically, the
ockdowns economic impact, adding other variables linked to this
ecision. On the other hand, our hybrid model is composed of two
ypes of tasks, one for prediction and the other for clustering. A
uture work should make a more in-depth analysis of the possible
echniques to consider in each of them, such as, for example,
n the case of prediction, the use of simple regression models,
RIMA, LSTM, among others. Also, the utilization of other fea-
ure engineering techniques like the SHAP (https://github.com/
lundberg/shap) algorithm will be considered.
Other future works will study the inclusion of concepts like

‘autonomic cycles of data analytic tasks’’ [25,26] to generate a
elf-management environment for monitoring the socio-economic
mpact in a country due to COVID-19, which could be extended
o other diseases or aspects to be evaluated. Also, the addition
f contextual ontological information during the analysis pro-
ess will be defined to introduce contextual reasoning [27]. In
ddition, our approach will be tested with datasets from other
10
countries on different continents to evaluate its generality and
effectiveness. Finally, we hope that this work will encourage more
applications of machine learning related to the development of
automatic public policies.
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