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A B S T R A C T   

This study introduces a groundbreaking method to enhance the accuracy and reliability of 
emotion recognition systems by combining electrocardiogram (ECG) with electroencephalogram 
(EEG) data, using an eye-tracking gated strategy. Initially, we propose a technique to filter out 
irrelevant portions of emotional data by employing pupil diameter metrics from eye-tracking 
data. Subsequently, we introduce an innovative approach for estimating effective connectivity 
to capture the dynamic interaction between the brain and the heart during emotional states of 
happiness and sadness. Granger causality (GC) is estimated and utilized to optimize input for a 
highly effective pre-trained convolutional neural network (CNN), specifically ResNet-18. To 
assess this methodology, we employed EEG and ECG data from the publicly available MAHNOB- 
HCI database, using a 5-fold cross-validation approach. Our method achieved an impressive 
average accuracy and area under the curve (AUC) of 91.00 % and 0.97, respectively, for GC-EEG- 
ECG images processed with ResNet-18. Comparative analysis with state-of-the-art studies clearly 
shows that augmenting ECG with EEG and refining data with an eye-tracking strategy signifi-
cantly enhances emotion recognition performance across various emotions.   

1. Introduction 

Emotions are the vibrant colors that paint the canvas of our daily lives, influencing our thoughts, decisions, and social interactions 
in profound ways. They not only shape our perception of the world but are also fundamental to our mental and physical well-being. The 
ability to recognize and understand emotions is essential across various fields, including psychology, marketing, and the rapidly 
evolving realm of artificial intelligence [1–3]. Thanks to advances in emotion recognition technologies, we are now enhancing 
customer service, developing more intuitive AI systems, and refining mental health diagnostics. 

Researchers tap into the human psyche using sophisticated techniques such as electrocardiography (ECG) [4–6] and electroen-
cephalography (EEG) [7–11]. While EEG tracks the brain’s electrical activity to identify patterns associated with different emotions, 
ECG monitors heart rate variability to gauge stress or relaxation levels. These tools not only deepen our understanding of emotions’ 
physiological roots but also aid in creating responses that resonate on a human level. Further exploring the brain’s complexity, 
connectivity analysis offers a window into how different brain regions interact, revealing insights into various mental states. This 
analysis is categorized into structural, effective, and functional connectivity [12]. Structural connectivity examines the anatomical 
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links between brain regions, using techniques like diffusion tensor imaging (DTI) [12,13]. This provides a roadmap of the brain’s 
physical connections, vital for understanding its architecture and identifying potential abnormalities in neurological and psychiatric 
disorders. However, its scope is limited as it doesn’t fully capture the dynamic interactions between brain areas, and it can be affected 
by imaging artifacts. On the other hand, functional connectivity (FC) [12,14] focuses on the statistical relationships between different 
brain regions’ activities, measured via methods like functional magnetic resonance imaging (fMRI) or EEG. Although useful, FC does 
not establish causation and can be influenced by noise and other confounding factors, which limits its ability to discern the structural 
underpinnings of brain function. Effective connectivity (EC) [12,15], the third category, explores the directional influence one brain 
region has over another, shedding light on the causality and dynamics of these interactions. This technique is pivotal in understanding 
how information flows within the brain, supporting the study of cognitive processes and disorders. By unraveling these complex neural 
relationships, EC provides crucial insights that guide both scientific inquiry and practical application in understanding the human 
mind. 

Convolutional Neural Networks (CNNs) have become a cornerstone in EEG research, lauded for their adept handling of complex 
spatial and temporal data [16,17]. Their rise to prominence is driven by their capability to analyze high-dimensional EEG data effi-
ciently, allowing researchers to extract meaningful patterns directly from the raw signals without intensive manual feature engi-
neering. This feature is crucial in neuroscience, where precise interpretation of brain signals is paramount. CNNs are versatile, used for 
tasks ranging from detecting specific wave patterns and classifying emotional states [7–11,18,19] to diagnosing neurological disorders 
such as schizophrenia [20], depression [21–23] and Parkinson’s disorder [24]. The widespread use of CNNs is also supported by 
advanced computational tools and libraries that simplify their implementation, broadening their accessibility to a diverse range of 
neuroscientific researchers and practitioners. In the process of utilizing CNNs, creating 2D images often involves converting 
single-channel EEG (or ECG) data into time-frequency representations (TFR). While traditional techniques like the continuous wavelet 
transform (CWT) [7,20,25–28], synchrosqueezing wavelet transform (SSWT) [10], and Smoothed pseudo-Wigner-Ville distribution 
(SPWVD) [18,20] focus on single-channel data, newer methods leveraging multiple EEG channels, such as brain connectivity analysis, 
are gaining traction for their broader applications and deeper analytical capabilities. These multi-channel techniques provide a richer, 
more detailed view of the brain’s network interactions compared to single-channel methods. Time-frequency representation methods 
such as CWT, SSWT, and WVD excel in analyzing how frequency components of EEG and ECG signals evolve over time, offering a 
detailed view of brain activity at the micro level. These techniques are particularly adept at tracking temporal frequency changes 
linked to various cognitive and physiological states. Conversely, brain connectivity methods, which examine interactions across 
multiple EEG channels, offer a macroscopic view of brain function. This approach is especially valuable for its ability to uncover 
complex patterns and network dynamics across different brain regions during specific tasks or conditions. The comprehensive insights 
provided by brain connectivity are critical, especially for understanding collaborative brain region activities, which play an essential 
role in diagnosing and managing neurological conditions. In essence, while TFR methods deliver precise frequency analysis, brain 
connectivity techniques provide a holistic view of the brain’s networked activity, paving the way for groundbreaking discoveries in 
EEG research. 

The contributions of this study are multifaceted and significant in advancing the field of emotional signal processing: 
Eye gate strategy: This novel approach is employed to identify and exclude irrelevant segments from emotional EEG and ECG 

signals. In this strategy, the most common feature of pupil diameter is used to identify and remove bad parts of emotional stimulation. 
Multichannel information flow analysis: By implementing the eye gate strategy, this study explores the interaction and infor-

mation flow between multiple EEG and ECG channels during tasks that involve emotional processing. Specifically, the EC method of 
GC is applied to data extracted from 32 EEG channels and 3 ECG channels, representing two emotional states—happiness and sad-
ness—sourced from the public MAHNOB-HCI database. This is notably the first instance of integrating ECG with EEG to analyze 
connectivity during emotional tasks within this database. 

Deep feature extraction and representation: Deep learning techniques are utilized to extract significant features from combined 
EEG-ECG signal windows. The study introduces a unique way to visualize multichannel EC through images that represent the complex 
interactions in two fundamental emotional states: sadness and happiness. 

These advancements provide a more accurate and nuanced understanding of emotional states through bioelectrical signals, 
potentially leading to improved applications in fields such as neuromarketing, psychiatric diagnosis, and personalized therapy. 

1.1. Related studies 

Li et al. [29] explored FC by utilizing the phase locking value (PLV) derived from 32 EEG channels across two databases, DEAP and 
MAHNOB-HCI. They employed graph regularized extreme learning machine and support vector machine (SVM) techniques to classify 
three emotional states—negative, positive, and neutral—achieving accuracies of 62 % and 68 % for each database, respectively. Moon 
et al. [30] developed a CNN-based framework that utilizes a connectivity matrix crafted from brain connectivity measures including 
Pearson correlation coefficient (PCC), PLV, and transfer entropy (TE). This matrix was structured using two novel approaches that 
gauge similarity and dissimilarity among EEG signals from different spatial locations. Tested on the DEAP database, the system 
attained an accuracy of 80.73 % using the PLV measure, highlighting that the effective representation of emotional valence in the 
connectivity matrix significantly boosts classification accuracy. Bagherzadeh et al., in Ref. [9] estimated the partial directed coherence 
(PDC) measure from EC maps and used them to fine-tune six pre-trained CNN architectures to classify emotional states. Among these, 
ResNet-18 stood out, achieving the highest accuracies of 94.27 % for the DEAP database, 95.25 % for the MAHNOB-HCI database, and 
96.00 % for the DREAMER database, underlining the effectiveness of EC-based CNN models in emotion detection from EEG signals. 
These techniques have also been employed in detecting depression. Also, Bagherzadeh et al., in another study [8], leveraged two EC 
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measures, PDC and direct directed transfer function (dDTF), to differentiate four emotional states along with neutrality, based on the 
valence-arousal model. Using the ResNet-50 architecture, they achieved impressive accuracies of 99.43 % and 96.26 % on the 
MAHNOB-HCI database with alpha-dDTF and alpha-PDC images, respectively. Another study [11] fused three EC measures—TE, PDC, 
and dDTF—to create novel images for use with combined pre-trained CNN and LSTM models. They reached accuracies of 98.76 % and 
98.86 % in recognizing five emotional states from the DEAP and MAHNOB-HCI databases, respectively, based on a two-dimensional 
valence-arousal model. 

Pan et al. in Ref. [31], proposed a deep learning-based multimodal emotion recognition (MER) framework called Deep-Emotion, 
which integrates features from facial expressions, speech, and EEG to enhance MER performance. Deep-Emotion consists of three 
branches: the facial branch uses an improved GhostNet network, the speech branch employs a lightweight fully convolutional neural 
network (LFCNN), and the EEG branch utilizes a tree-like LSTM (tLSTM) model for feature extraction. Decision-level fusion combines 
the results from all branches for comprehensive recognition. Experiments on the CK+, EMO-DB, and MAHNOB-HCI datasets 
demonstrate the superiority of the Deep-Emotion method. In Ref. [32], Pan et al., proposed a novel spatio-temporal self-constructing 
graph neural network (ST-SCGNN) for cross-subject emotion recognition. It combines activation and connection pattern features for 
spatio-temporal feature generation. The self-constructing module dynamically updates the graph structure of the neural network. 
Experiments using the SEED and SEED-IV datasets showed average accuracies of 85.90 % and 76.37 %, surpassing state-of-the-art 
metrics. 

Other EEG signal processing methods are. 

2. Material and methods 

2.1. Multimodal MAHNOB-HCI dataset 

The MAHNOB-HCI dataset [33] is an innovative collection of EEG and ECG data harvested from 27 diverse, healthy individuals, 
who participated in the study by engaging with 20 unique video clips. The dataset encompasses data from 16 females and 11 males 
with varied educational backgrounds, ranging in age from 19 to 40 years (26.06 ± 4.39). Data was recorded under supervision of 
Imperial College of London. It was recorded over 32 EEG channels using the advanced Biosemi Active II system, adhering to the 
standard 10–20 electrode placement system at a frequency of 256 Hz. The EEG channels included are Fp1, Af3, F3, F7, Fc5, Fc1, C3, T7, 
Cp5, Cp1, P3, P7, Po3, O1, Oz, Pz, Fp2, Af4, Fz, F4, F8, Fc6, Fc2, Cz, C4, T8, Cp6, Cp2, P4, P8, Po4, and O2. Additionally, three ECG 
channels were simultaneously recorded from the upper right and left corners of the chest, and the left corner of the abdomen, all at the 
same sampling frequency. 

The research protocol consisted of three stages designed to elicit distinct emotional responses: it began with a neutral video to 
balance any pre-existing emotional biases, followed by the viewing of emotionally charged video clips, and concluded with a self- 
assessment phase. Each participant’s involvement lasted about 50 min, with individual assessments taking around two and a half 
minutes each. The lengths of the video clips varied, ranging from approximately 34 to 117 s, to fully engage the participants and elicit a 
range of emotions. Participants identified their emotions using concepts of valence and arousal, ultimately categorizing them into four 
emotional classes: happiness, disgust, fear, and sadness. This approach allowed for a nuanced examination of emotional responses 

Fig. 1. Flowchart of the proposed emotion recognition based on GC images and ResNet-18 from multimodal MAHNOB-HCI database.  
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based on both valence and arousal scores. 

2.2. Proposed ER system using GC maps and transfer learning from multimodal signals 

The eye gate strategy is introduced to enhance the recognition of emotional states from multimodal signals. Pupil diameter has been 
chosen using the minimum-redundancy-maximum-relevance (mRMR) feature selection method [34] among pool of features. Also, this 
feature, serves as a common feature for detecting patterns of sadness and happiness within MAHNOB-HCI data. Once discriminative 
patterns are identified, relevant segments of EEG and ECG signals are isolated, as illustrated in Fig. 1. Then, these signals undergo noise 
and artifact removal through filtering, followed by a reduction in sampling frequency to decrease computational load and costs. 
Subsequently, the EEG signals are re-referenced to the average of all channels. The interaction between multichannel EEG signals and 
ECG signals is then examined within two primary emotional classes: happiness and sadness. These interactions are evaluated using the 
GC effective connectivity method. To ensure accurate GC estimation, signal stationarity is verified by segmenting the signals into 
smaller parts. GC estimation is carried out based on a specific model order and validated against predefined criteria. The resulting GC 
measures are visualized as color-scale images, which are divided into five-folds for fine-tuning using the pre-trained CNN model 
ResNet-18. This technique employs transfer learning, leveraging the knowledge of CNN models to address our new problem. The 
process involves replacing the fully connected layer with one containing two neurons, corresponding to the number of emotional 
classes. Additionally, the classification layer linked to the previous fully connected layer is updated accordingly. 

2.3. Remove inappropriate parts of EEG and ECG using eye-tracking strategy 

First, multiple features such as mean and standard deviation of fixation duration and pupil diameter (in X and Y directions), fixation 
frequency and maximum fixation duration are extracted [35]. Then, the pupil diameter has been chosen among these features using 
the mRMR method. This feature selection approach systematically identifies a set of features characterized by minimal mutual 
redundancy while maximizing the mutual information with the outcome variable (class label) [34]. 

During investigation pupil diameter values from sad and happy data, we found that during sadness this feature decrease and during 
happiness it increases. So, we used this as a good metric to remove irrelevant parts from data. For example, when the subject watched a 
sad clip and pupil diameter increases so the subject goes out from sadness. Therefore, corresponding times in EEG and ECG signals are 
determined and irrelevant parts are removed. Fig. 2 shows this issue. Pupil diameter (D) is calculated by Eq (1) as follows: 

D= 2 ×

̅̅̅̅
A
π

√

(1)  

where, A is area of the pupil. 

2.4. Estimate GC effective connectivity 

Effective connectivity is a useful tool to analyze multichannel EEG signal with the aim of revealing interaction between brain 
channels and therefore discriminate brain states. Each effective connectivity method estimates this interaction based on its point of 
view. GC is an appropriate effective connectivity method in emotion recognition [35–39]. This method is used to reveal interaction 
between 32 EEG channels and 3 ECG channels during two emotional states of happiness and sadness. 

Fig. 2. An example from a participant watching clip with sad label. As it can be observed, when pupil diameter increases the subject passed sadness 
and emotional state is changed. So, this time cane be removed from EEG and ECG signals. 
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When examining two signals concurrently, represented as x(t) and y(t), if the predictive capability of the first signal significantly 
improves by incorporating historical data from the second signal as opposed to relying solely on its own information, then the second 
signal is considered causal to the first [40]. In the context of the univariate autoregressive model (AR), we define Eq (1), where ai,j 

represents the model parameters (typically estimated via the least squares method), P denotes the order of the AR model, and ui 
signifies the residuals associated with the model. It is noteworthy that the prediction of each signal (x and y) is based solely on its 
respective past data [40]. 

x(n)=
∑P

k=1

ax,kx(n − k) +
∑P

k=1

uxu(n) y(n) =
∑P

k=1

ay,ky(n − k) +
∑P

k=1

uyu(n) (1) 

Eq (2) calculate the GC from y to x: 

GCy→x = ln
(

Vx|x

Vx|x,y

)

(2) 

The variances of these residuals are computed as Vx|x,y = var
(

μyx

)
and Vx|x = var

(
μy

)
. The GC value ranges from zero to infinity. As 

previously mentioned, GC offers the advantage of asymmetry, allowing it to discern effective connectivity. However, it is a linear 
parametric technique, dependent on the autoregressive model of order p, where p denotes the model order. The estimation of GC is 
conducted using MATLAB 2023b with the HERMES connectivity toolbox, version 2020, and the model order is preset to 10. 

2.5. Transfer learning and ResNet-18 

Transfer learning is widely used in deep learning applications, enabling the utilization of a pre-trained network as a base to master a 
new task. Fine-tuning a network through transfer learning is often faster and less demanding than training a network from the ground 
up with randomly initialized weights. This method quickly incorporates learned features into a new task, even with a limited number 
of training images [8–11]. Given the wide range of available transfer learning models, it is essential to consider the trade-offs and 
ensure alignment with the overall objectives of our study. After testing various models to find the best match for our application, 
ResNet-18 [41] was selected due to its balance of storage and computational resource constraints while maintaining operational 
feasibility. ResNet-18 features one convolutional layer (filter size = 7 × 7), 8 consecutive residual units (each with 2 consecutive 
convolutional layers with a filter size of 3 × 3 and a shortcut), and one fully connected layer with 1000 neurons. Its structure is 
illustrated in Fig. 3. For more details about ResNet-18, see Ref. [41]. The Cross-Entropy loss function and the ADAM (Adaptive Moment 
Estimation) algorithm [42] were used to optimize the training process. This model had been used in deep learning studies to recognize 
emotional states from imaging derived EEG signals [7,9,10] and therefore, it has demonstrated it’s generalization and effectiveness to 
solve complicated emotion recognition problems. 

2.6. Evaluation statistics 

To evaluate the recognition performance of our GC-ResNet-18 approach, we employ 5-fold cross-validation (CV). In this setup, 
images from each emotion category are split into four folds for fine-tuning ResNet-18, with the remaining fold used for testing. This 
process is repeated five times to ensure each image is tested. We calculate the average accuracy and the area under the curve (AUC) as 
metrics to assess performance in our two-class emotion recognition problem [43]. Eq (1) and Eq (2) calculated these measures, 
respectively. 

Accuracy=
TP + TN

TN + TP + FN + FP
(2)  

AUC=
1
2

(
TP

TP + FN
+

TN
TN + FP

)

(3) 

Fig. 3. Simplified structure of ResNet-18. ResNet-18 is designed based on residual units which includes 2 consecutive convolutional layers and 
a shortcut. 
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where.  

- TP (True Positive) refers to the correct identification of Class 1 over Class 2,  
- TN (True Negative) refers to the correct rejection of Class 1 in favor of Class 2,  
- FN (False Negative) indicates an incorrect rejection of Class 1 in favor of Class 2,  
- FP (False Positive) indicates an incorrect identification of Class 1 over Class 2. 

This evaluation method is applied across two emotional classes. Specifically, Class 1 represents happiness and Class 2 represents 
sadness. 

3. Results 

EEG data from 32 channels and 3 ECG channels from the MAHNOB-HCI database, which included 27 participants, was initially 
processed using the EEGLAB toolbox in MATLAB software (version 2023b), as detailed in the EEG signal preprocessing section. Data 
from three subjects were excluded due to technical errors. To calculate the Granger causality (GC) connectivity measure across the 
processed EEG channels from 24 participants, the HERMES toolbox within the MATLAB environment was utilized. The process started 
with determining the window length based on the variance ratio test to select stationary segments, resulting in a consistent window of 
5000 ms for analysis across the database. A sliding window of 2500 ms was used to generate numerous images for analysis with pre- 
trained CNN models. An MVAR model with an order of 10, chosen according to the Akaike Information Criterion (AIC) [12], was 
consistently applied. The model’s appropriateness was confirmed through checks for residual whiteness, consistency, and stability 
[12]. After these validations, the GC measure was computed, resulting in a 35 × 35 × 25 array (location × location × time window). 
This GC data was visualized using color scales and saved in.jpg format (default size in MATLAB is 875 × 656). These images were then 
used as input for mentioned pre-trained CNN, producing 2853 images for sadness and 4391 for happiness. Fig. 4 displays GC images 
from one participant showing happiness (a) and sadness (b), where information flow is depicted with cooler blue tones for lower values 
and warmer red tones for higher values. The first 32 arrays on each axis represent EEG channels (ranging from Fp1 to O2), and the last 
three are ECG channels (EXG1: upper right corner of the chest, EXG2: upper left corner of the chest, and EXG1: left side of the 
abdomen). According to Fig. 4 (b), this GC image reveal the most interactions between EEG and EXG2 channels than the other two 
ECGs. Indeed, this person during this sadness window has interactions between second ECG channel and some of frontal, parietal and 
occipital channels such as Af3, Fc5, O1, Po3. Also, ECG channels have most interaction among them. This is similar for happiness 
(Fig. 4 (a)), but interactions among ECG and EEG channels are weak. 

Subsequently, as we have used ResNet-18 through transfer learning approach, the fully connected layer is replaced by a new layer 
with two neurons to classify sadness and happiness. Also, a new classification layer related to new fully connected layer is applied. 
Then, GC images were used to fine-tune ResNet-18 through 5-fold CV method. The re-train process was repeated five-times based on 
ADAM optimizing method and each time average accuracy and AUC values are calculated. hyperparameters were set as follows: an 
initial learning rate of 0.0008, a squared gradient decay factor of 0.99, a mini-batch size of 32, and a maximum of 160 epochs. The 
stopping criterion was loss value lower than 0.00001 in five consecutive epochs. All analytical procedures and coding were executed in 
MATLAB software version 2023b on a laptop powered by an Intel(R) Core(TM) i7-10610U CPU @1.80 GHz, GPU Nvidia Quadro P520. 

Fig. 5 shows topographic images of GC for happiness (a) and sadness (b) for subject number one at one 5-s window of analysis. This 
pattern of interaction between EEG channels and ECG channels was similar for most of subjects. As it can be observed from Fig. 5(a) 
and (b), there are coupling between Cp2 EEG channel and all ECG channel during sadness and happiness. Also, P7 is coupled with the 
first and third ECG channels during happiness. 

Table 1 reports accuracy values achieved using the ResNET-18 on GC images. According to Table 1, the highest accuracy achieved 

Fig. 4. An example of GC images for one subject during (a) happiness and (b) sadness. The color scales illustrate the flow of information, with lower 
values depicted in cooler blue tones and higher values in warmer reds. 
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using GC-EEG-ECG images and ResNet-18 equal to 91.34 (std = ± 1.01). Also, the average AUC for this configuration achieved 0.97. 
GC images from EEG achieved the average accuracy and AUC of 89.25 % and 0.92, respectively. 

Fig. 6 shows ROC for GC-ResNet-18. AUC values for happiness and sadness, for this configuration are 0.97, and 0.97, respectively. 
Fig. 7 shows training progress based on percent of accuracy and loss function over epochs. This figure is result of training the 

ResNet-18 on GC images of 4-folds. 

Fig. 5. Topographic representation of GC for happiness (a) and sadness (b) for first subject at one-5 second window of analysis. Order of channels 
from 1 to 35 are: Fp1, Af3, F3, F7, Fc5, Fc1, C3, T7, Cp5, Cp1, P3, P7, Po3, O1, Oz, Pz, Fp2, Af4, Fz, F4, F8, Fc6, Fc2, Cz, C4, T8, Cp6, Cp2, P4, P8, 
Po4, O2, EXG1, EXG2 and EXG3. 

Table 1 
Results of ResNet-18 on GC images from multichannel EEG and EEG-ECG.  

Modality Accuracy (%)(mean ± std) AUC 

EEG 89.25 ± 1.45 0.92 
EEG-ECG 91.00 ± 1.01 0.97  
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4. Discussion 

4.1. Identifying irrelevant data sections 

The primary objective of this study was to identify irrelevant sections of data related to elicited emotions, specifically sadness and 
happiness. Pupil diameter was selected using the mRMR method among common features (fixation duration in X and Y directions and 
etc.) as a key metric for this purpose. The findings revealed a clear pattern: pupil diameter increased when subjects experienced 
happiness and decreased during sadness. This differentiation allowed for the exclusion of irrelevant data segments, ensuring that only 
pertinent EEG and ECG data were analyzed. 

Fig. 6. ROC curve for GC images of ECG-EEG using ResNet-18.  

Fig. 7. up: accuracy curves and down: loss function curves over epochs for ResNet-18 on GC images of 4-folds.  
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4.2. Exploring EEG and ECG interactions 

The second objective focused on exploring the interactions between EEG and ECG channels during emotional states using GC 
measures. This study stands out for its innovative approach of jointly estimating GC measures from both EEG and ECG data for emotion 
recognition tasks. This dual-modality analysis provides a more nuanced understanding of emotional processing by capturing both the 
brain’s electrical activity and the autonomic nervous system’s response. 

While previous studies have leveraged EEG and photoplethysmogram (PPG) to estimate connectivity metrics such as Generalized 
Partial Directed Coherence (gPDC) and dDTF in contexts like deceptive interviews [44,45], the current study highlights the added 
value of integrating EEG with ECG. This combination enriches our understanding of the physiological underpinnings of emotions. 
Recent research underscores the advantages of such multimodal approaches, advocating for their potential to offer a comprehensive 
view of emotional states. 

The integration of EEG and ECG signals is particularly advantageous for real-time emotion recognition systems, which are 
increasingly used in fields such as neuromarketing and mental health monitoring. EEG provides rapid detection capabilities by 
measuring direct brain responses to emotional stimuli, while ECG offers a stable and simple means to monitor the autonomic nervous 
system’s reactions. Together, these modalities enhance the robustness and usability of emotion recognition systems in practical 
applications. 

According to Figs. 4 and 5, there are notable interactions between the Af3, Fc5, O1, Po3, Cp2, and P7 EEG channels and ECG 
channels during states of sadness and happiness. The frontal region, in particular, has been identified in physiological studies as the 
primary area for emotional processing. These findings align with previously introduced channels in studies [7,9,10,46], which also 
highlight the significant role of these regions in emotional responses. 

The observed interactions suggest that the frontal lobe, especially the regions corresponding to the Af3 and Fc5 channels, is heavily 
involved in processing emotions. Additionally, the occipital (O1), parietal (Po3, P7), and central (Cp2) regions also show significant 
engagement, indicating a widespread network of brain areas contributing to emotional experiences. This comprehensive network’s 
involvement underscores the complexity of emotional processing, integrating both cortical and autonomic responses as reflected in the 
ECG channels. 

Moreover, the consistency of these channels with those identified in previous studies reinforces the reliability of these regions in 
emotional processing research. This alignment with earlier findings enhances the robustness of our results and suggests potential 
biomarkers for specific emotional states. As such, these channels could serve as critical focal points for further research into the neural 
underpinnings of emotions and their physiological correlates. 

4.3. Comparison with recent emotion recognition studies on same database 

Table 2 presents a comparison of our results with those from recent emotion recognition studies using the same database 
(MAHNOB-HCI). The differences between our study and others include the number of emotion classes, evaluation criteria, modalities, 
and the data segments processed. We have enhanced our study by augmenting it with ECG data to provide deeper insights into the 
interactions between the brain (EEG) and heart (ECG) during emotional responses. According to this table, our results surpass those of 
all other studies compared. Overall, our proposed emotion recognition system outperforms the current state-of-the-art. 

Table 2 presents a meticulous comparison of our results with those from recent emotion recognition studies that also used the 
MAHNOB-HCI database. Our research is distinct in several ways: we incorporated fewer emotion classes (two compared to up to four in 
other studies), used the combination of EEG and ECG data (while others used either EEG, ECG, or facial expressions combined with 
EEG), and implemented a 5-fold cross-validation evaluation method, which is similar to the methods used in some of the other studies. 
Our technique employs GC with a ResNet-18 architecture, providing an innovative approach to emotion recognition by capturing the 
nuanced interactions between brain and heart activities during emotional responses. 

The table illustrates that our method achieves a higher accuracy of 91.34 % (±1.19), which is notably superior to other methods 
referenced. For instance, study [47] which uses a multivariate synchrosqueezing transform with a deep CNN on EEG data, achieves an 
accuracy of 88.17 % under a hold-out evaluation criterion. Similarly, the recent study [47] combines face and EEG data and achieves 
accuracies of 75.21 % for valence and 74.17 % for arousal using a 10-fold cross-validation. In contrast, methods focusing solely on ECG 
data, like in studies [4,49], achieved lower accuracies under similar or less stringent evaluation criteria. 

This comparative data underscores the effectiveness of integrating EEG and ECG modalities and highlights the robustness of our 
system against both single-modality and dual-modality approaches, affirming our system’s position as a new benchmark in the field of 
emotion recognition technology. 

The advantages of this study include.  

- Exclude irrelevant parts from emotional data using eye-tracking gate strategy.  
- Estimating the coupling of EEG and ECG during emotional processing to enhance the performance of emotion recognition systems.  
- Jointly analyzing the effective connectivity of multichannel EEG and ECG data to explore their roles in processing emotions such as 

sadness and happiness.  
- Utilizing a transfer learning approach to classify emotional states from physiological data, compensating for the limited number of 

initial training samples. 

However, this study has certain limitations. 
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- A limitation of this study concerns the analysis of heart rate variability (HRV), a commonly used metric in many ER studies that 
reflects changes in emotional states such as fear, anger, and disgust. HRV operates predominantly below 4 Hz, aligning with the 
delta frequency band in EEG, which is not specifically targeted in emotion recognition procedures. Therefore, HRV was not 
considered in this study.  

- Additionally, the sample size poses a constraint; the database includes 27 subjects, each viewing 18 emotional video clips, which 
may not provide a robust sample size for extensive analysis. 

5. Conclusion and future works 

The study focuses on improving the accuracy and reliability of emotion recognition systems by utilizing multimodal signals. We 
have introduced the use of eye-tracking as a gating strategy to filter out irrelevant data segments. Additionally, we propose the 
integration of ECG with EEG to estimate EC, thereby representing brain-heart information flow during emotions such as happiness and 
sadness. For this purpose, GC is estimated and used as input for the efficient and high-performance pre-trained CNN model, ResNet-18. 
As a result, we achieved the highest average accuracy of 91.00 %. Our results were benchmarked against state-of-the-art studies and 
demonstrate that augmenting ECG with EEG enhances emotion recognition capabilities for sadness and happiness. 

Looking ahead, we plan to use eye-tracking data more extensively as a filter to select the most impactful segments of EEG and ECG 
data for a broader range of emotions, including sadness, happiness, disgust, and fear. These emotions are fundamental and are common 
across different cultures, ages, and sexes. We also intend to incorporate other deep learning techniques, such as Long Short-Term 
Memory (LSTM) networks, to integrate temporal dynamics into our proposed emotion recognition system. 

Data availability 
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