
Faustova et al., Sci. Adv. 8, eabp8992 (2022)     17 August 2022

S C I E N C E  A D V A N C E S  |  R E S E A R C H  A R T I C L E

1 of 16

S I G N A L  T R A N S D U C T I O N

A synthetic biology approach reveals diverse 
and dynamic CDK response profiles via multisite 
phosphorylation of NLS-NES modules
Ilona Faustova, Mihkel Örd, Viacheslav Kiselev, Dmytro Fedorenko, Irina Borovko, Dags Macs, 
Kaur Pääbo, Marko Lõoke, Mart Loog*

The complexity of multisite phosphorylation mechanisms in regulating nuclear localization signals (NLSs) and 
nuclear export signals (NESs) is not understood, and its potential has not been used in synthetic biology. The 
nucleocytoplasmic shuttling of many proteins is regulated by cyclin-dependent kinases (CDKs) that rely on multisite 
phosphorylation patterns and short linear motifs (SLiMs) to dynamically control proteins in the cell cycle. We studied 
the role of motif patterns in nucleocytoplasmic shuttling using sensors based on the CDK targets Dna2, Psy4, and 
Mcm2/3 of Saccharomyces cerevisiae. We designed multisite phosphorylation modules by rearranging phosphoryl-
ation sites, cyclin-specific SLiMs, phospho-priming, phosphatase specificity, and NLS/NES phospho-regulation 
and obtained very different substrate localization dynamics. These included ultrasensitive responses with and 
without a delay, graded responses, and different homeostatic plateaus. Thus, CDK can do much more than trigger 
sequential switches during the cell cycle as it can drive complex patterns of protein localization and activity by 
using multisite phosphorylation networks.

INTRODUCTION
During major cellular reorganization events and state changes, such as 
cell division or cell differentiation, complex regulatory mechanisms 
and large spatially coordinated signaling networks are needed. In the 
eukaryotic cell division cycle, cyclin-dependent kinases (CDKs) are 
central regulators. In freely proliferating cells, CDK activity displays 
oscillatory dynamics due to the wavelike synthesis and degradation of 
cyclins (1). At each cell cycle stage, different versions of cyclins are 
expressed. In G1, the total CDK activity reaches a minimum due to the 
very low expression of cyclins and the low intrinsic activity of early 
CDK complexes (2–4). CDK activity starts to increase at the G1/S 
transition, peaks in mitosis, and drops again at the M/G1 transition (5).

The cell cycle is regulated by hundreds of CDK targets, leading to 
chains of downstream events, which are triggered by the phosphates 
added to target proteins [in Saccharomyces cerevisiae, there are ~700 
CDK targets (6), which is >10% of the proteome]. However, it is not 
clear how the simple oscillatory dynamics of a single protein kinase 
activity can be processed into properly timed, dosed, and precisely 
localized molecular events that lead to synthesis, segregation, and 
division. One way CDK regulates protein activity is through the 
phospho-regulation of protein shuttling between the nucleus and cy-
toplasm (7, 8). However, little is known about how CDK can tempo-
rally control the ratio of nuclear and cytoplasmic concentrations in a 
precise manner to produce distinct protein activity dynamics.

Nucleocytoplasmic shuttling is mediated by the nuclear pore 
complex and karyopherins—importins and exportins that catalyze 
transport into the nucleus and cytoplasm, respectively. To be recog-
nized, a target protein must carry a nuclear localization signal (NLS) 
and/or nuclear export signal (NES), which are amino acid sequences 
that are often regulated by multiple adjacent phosphorylation sites 
(9). Most CDK targets are phosphorylated at multiple sites (10). 
Multisite phosphorylation systems have been shown to introduce 

ultrasensitivity to kinase output switches (11, 12), create multistabil-
ity (13–15), facilitate multi-input signal processing (16–19) and al-
losteric regulation (20), regulate kinase scaffolds (21, 22), produce 
negative feedback (23), and form phospho-degrons (24, 25).

Our recent studies exemplified the power of the synthetic biolo-
gy concept “build to understand” by demonstrating how multisite 
phosphorylation networks can act as “timing tags” that trigger spe-
cific events at distinct CDK thresholds. Using a model system based 
on the Cdk1 target Sic1, we changed the order of the sequence ele-
ments within phosphorylation site clusters to program the execu-
tion times over the whole time span of the budding yeast cell cycle 
(26, 27). The mechanisms that drive multisite phosphorylation by 
CDK include short linear motif (SLiM)–based cyclin docking inter-
actions, priming phosphorylation, and docking of primed sites to 
the CDK complex’s phospho-adaptor subunit Cks1. The better the 
phosphorylation parameter set (or the “multisite phosphorylation 
code”) of a phosphorylation cluster is, the more efficiently CDK 
phosphorylates it up to the execution threshold of a switch. Thus, 
CDK function was translated into a simple principle as follows: 
Lower CDK activity at early cell cycle stages necessitates a stronger 
set of parameters in early targets, while the mitotic switches at high-
er CDK levels can contain sites or clusters with a relatively weak set 
of CDK multisite phosphorylation parameters. In this sense, a tar-
get can be compared to a resistor in electronics. The higher the re-
sistance is, the later the switch. By counteracting CDK activity, 
phosphatases play a key role in determining the CDK activity 
threshold of a switch. For example, a preference for phospho- 
threonine dephosphorylation over phospho-serine by PP2A-Cdc55 
creates a delay in threonine phosphorylation in the cell cycle (28).

In these previous studies, we focused solely on how the multisite 
phosphorylation parameters that lead to faster or slower phosphor-
ylation can control a fixed output condition, i.e., the generation of a 
phospho-degron (26, 27). However, there are many types of CDK 
signaling outputs (7), which can be regulated in multiple ways, in-
cluding the following: complex formation/disruption, localization 
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change, enzyme activation/inactivation, protein degradation, etc. 
Moreover, the same type of outputs may have different affinities or 
execution rates for the subsequent downstream processes. Thus, it 
remains an open question whether phosphorylation efficiency is a 
generalizable predictor of output timing, i.e., poor CDK sites (or 
sites with a low CDK/phosphatase specificity ratio) are later switches, 
while optimal CDK sites or docking-potentiated sites are early 
switches. One mechanism that can subvert this direct relationship is 
cyclin-specific docking (18, 27, 29–34). Cyclin-specific docking can 
enforce a well-resolved temporal order of substrate phosphorylation 
that is independent of the phosphorylation site specificity (26). This 
was also elegantly demonstrated in a recent study comparing the 
phosphorylation dynamics of Cdk1 substrates in wild-type (WT) 
strains to a strain with just one B-type cyclin, Clb2, instead of six 
(Clb1 to Clb6) (10). Similarly, the relationship between phosphoryla-
tion efficiency and output timing can also become confounded when 
the rates of downstream steps are taken into account. For example, 
substrates with the same timing for CDK phosphorylation can have 
different timing for the resulting output effects, such as nuclear exit, 
due to differences in the kinetics of downstream steps (fig. S1A).

In the current paper, we addressed the relationship between 
phosphorylation efficiency and response dynamics focusing on 
multisite phosphorylation of NLS-NES modules. In contrast to deg-
radation, phospho-regulation of localization is a more complex re-
versible output, opening up a much richer set of possibilities in 
terms of the response profiles. We used synthetic phospho-regulated 
nuclear localization sensors based on NLS-NES regions of the CDK 
targets Dna2, Psy4, and Mcm2/3 in S. cerevisiae. Instead of a fixed 
CDK output, the studied phosphorylation sites and their CDK spec-
ificity affected both the net rate of CDK multisite phosphorylation 
of the sensor and the dynamics of the downstream process, namely, 
nucleocytoplasmic shuttling, via differential regulation of the NLS 
and NES. By varying the combination of phosphorylation sites and 
by introducing different cyclin-specific docking motifs, we found 
that the dynamic output profiles of nuclear entry or exit, as a re-
sponse to accumulating cyclins from G1 to mitotic exit, can exhibit 
very different shapes and oscillatory behaviors.

RESULTS
Switching between abrupt and gradual nuclear exit profiles 
of a Psy4-based CDK sensor
To create a localization sensor that exits the nucleus in response to 
CDK activity, we fused superfolder green fluorescent protein (sfGFP) 
to the intrinsically disordered C terminus of Psy4 (positions 315 to 
441) (Fig. 1A and fig. S1B), a regulatory subunit of the protein phos-
phatase PP4 that contains a bipartite NLS, which is inactivated by 
Cdk1-mediated phosphorylation (8, 35). We followed the nuclear 
shuttling of the construct using time-lapse fluorescence microscopy 
(Fig. 1B). We used the G1/S transition, defined as a point at which 
50% of an Mcm2/3-based Cdk1 activity sensor tagged with mCherry 
was exported from the nucleus, as a reference point of cell cycle 
progression (Fig. 1C and fig. S1C) (18, 36). In addition, we used the 
Mcm2/3-based sensor to measure the cell cycle length and found 
that, in these experiments, 25% of cells reach anaphase by 54 min 
after G1/S transition (Fig.  1C). Psy4(full-length)-sfGFP (78 kDa) 
and Psy4(315-441)-sfGFP (42 kDa) were exported from the nucleus 
with similar dynamics following G1/S (Fig. 1C). This confirms that 
the disordered C terminus could be used as a model system to study the 

regulation of nuclear shuttling and that the localization dynamics were 
not affected by a possible gain in free diffusion through the nuclear 
pores for the smaller protein. Additionally, the addition of glutathione 
S-transferase to Psy4(315-441)-sfGFP, which increased the molecular 
weight by 27 kDa, did not affect the localization dynamics, indicat-
ing that the process is dependent on regulated transport (Fig. 1C).

Double mutation of the optimal CDK phosphorylation sites 
T320 and T347 to alanines leads to constant nuclear localization of 
Psy4 during the cell cycle (Fig. 1, A and D) (8). These sites are located 
immediately N-terminal to the two basic motifs of the bipartite NLS 
(Fig. 1A), and their phosphorylation is expected to inhibit nuclear 
import (Fig. 1E) (8). However, the disordered C terminus contains 
four additional Cdk1 consensus sites (Fig. 1A). To study the potential 
complexity of the six-site network in regulating nucleocytoplasmic 
shuttling, we performed systematic analysis using phosphorylation 
site mutants. First, we found that the single alanine mutation T347A 
did not abolish exit in contrast to the double mutant but instead 
switched the rapid drop of nuclear signal to a slow gradual decline 
(Fig. 1D). The T320A mutant also exhibited a less steep decline, al-
though the effect was less drastic (Fig. 1D), but we observed no effect 
upon mutation of a minimal consensus site S337 (fig. S1D).

As the exit of the T347A mutant is not abrupt, the phosphorylation- 
driven switch cannot be attributed to a specific CDK activity thresh-
old. In contrast, the WT sensor exhibits an abrupt switch-like exit. 
This raises the possibility that different dynamic shapes of CDK sig-
naling outputs can be created via the phosphorylation of multisite 
networks that regulate the equilibrium of nucleocytoplasmic shut-
tling. As T347 is a site at which phosphorylation is predicted to hinder 
nuclear import, the gradual decline instead of a rapid switch is 
likely due to the increased re-entry rate of the T347A sensor (fig. 
S1E). Thus, for the WT sensor, the downstream event at the G1/S 
threshold (translocation into the cytoplasm) is very efficient. The 
localization equilibrium is abruptly shifted toward exit at very low 
CDK activity levels via CDK-blocked re-entry. However, when re- 
entry is blocked less efficiently, due to the T347A mutation, the abrupt 
exit is switched to a gradual decline. These results exemplify how a 
single CDK site mutation in a six-site phosphorylation network can switch 
the kinase-phosphatase module input-output function from the one 
with an ultrasensitive response to a graded response (12). The WT 
sensor showed cell cycle–dependent phosphorylation shifts, with the 
major change starting at 20 to 30 min after release from G1 (Fig. 1F), 
which correlates well with the microscopy profile of a fast drop in nu-
clear localization (Fig. 1C). The version with T347A showed a slower 
accumulation of the shifts, which was also in good agreement with 
the slow gradual exit observed by microscopy (Fig. 1, D and F).

The abrupt trapping of the phosphorylated sensor in the cyto-
plasm as opposed to the leaking circulation would suggest that 
engineering a more efficient and specific phosphorylation of the 
NLS-inactivating sites at the leaking sensor would restore the ultra-
sensitive response. To test this hypothesis, we engineered sensors with 
increased cyclin recognition specificity. The WT Psy4(315-441) 
fragment lacks any identified cyclin docking motifs, and the addi-
tion of an optimal G1-CDK–specific LP cyclin docking motif (32) 
did not substantially change its rapid exit (Fig. 1G and fig. S1E). In 
contrast, adding this LP motif to the T347A mutant transformed its 
gradual exit profile to an early abrupt ultrasensitive switch and 
shifted the 50% exit timing by approximately 40 min (Fig. 1G). This 
result suggests that the CDK thresholds and temporal order of 
switches based on different multisite phosphorylation patterns 
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depend heavily on the kinetics of both phosphorylation and post-
phosphorylation downstream equilibria (also see fig. S1A).

Cyclin specificity imposes a biphasic nuclear exit profile 
for the sensor in S and M phases
Unexpectedly, a single alanine mutation at S364 caused a stepwise 
biphasic nuclear drop of the sensor (Fig. 1H and fig. S1E). An initial 
rapid export after G1/S was followed by a period of steady plateau 
around the S phase of up to 20 min, after which the exit rate increased 

again. Apparently, as also demonstrated in more detail below, the 
kinase-phosphatase specificities toward the key sites in the S364A 
sensor enable rapid phosphorylation and rapid steady-state equilib-
rium (plateau) upon reaching the S-CDK peak, while the phos-
phorylation of key sites in the T347A sensor must be slower; thus, 
equilibrium cannot be reached before the later mitotic cyclins start 
to accumulate. As S364 does not qualify as a predicted site affect ing 
the NLS (8), the incomplete exit in S phase suggests that S364 could 
be a positive regulator of a putative NES.

A

75–3 0 3 6 42

Merged

GFP

mCherry

Time from 
G1/S (min):

Psy4(315-441)-GFP
Mcm2/3(NLS-NES)-mCherry

B

20 µm

Psy4(315-441) GFP
T320

S337

T347S364 S409 S434

320 367TPRKRKPTDLDNFEYDESPSFTNMDLTTPKKYKHTATGRFSIIESPSS

NLSTP SP

Phospho-
inactivate NLS

Phospho-
inactivate NLS

G HPsy4(315-441)-GFP

0 20 40 60 80
Time from G1/S (min)

0

10

20

30

40

50

60

70

N
uc

le
ar

 fl
uo

re
sc

en
ce

 in
te

ns
ity

 (a
.u

.)

Psy4(315-441)-GFP

Time from G1/S (min)
0 20 40 60 80

0

10

20

30

40

50

60

70

80

N
uc

le
ar

 fl
uo

re
sc

en
ce

 in
te

ns
ity

 (a
.u

.)

D
Psy4(315-441)-GFP

0 20 40 60 80
Time from G1/S (min)

0

10

20

30

40

50

60

70

80

N
uc

le
ar

 fl
uo

re
sc

en
ce

 in
te

ns
ity

 (a
.u

.) WT
T320A-T347A
T320A
T347A

C

0 20 40 60 80
Time from G1/S (min)

0

0.2

0.4

0.6

0.8

1

N
uc

le
ar

 fl
uo

re
sc

en
ce

 in
te

ns
ity

 (a
.u

.) Mcm2/3-mCherry
Psy4(315-441)-sfGFP
Psy4(full-length)-sfGFP
Psy4(315-441)-sfGFP-GST

E

Psy4(314-441) in G1 - low Cdk1 activity

T320 T347S364 S409 S434

Cytoplasm

Nucleus

Psy4(314-441) in S/M - high Cdk1 activity

T320 T347S364 S409 S434

Cytoplasm

Nucleus
Import/export rates

> >

S/T-P motifs

Phosphorylated
S/T-P motifs

Psy4(315-441 T347A)-6HA

Psy4(315-441 WT)-6HA

  0      10     20      30     40     50     60     70 min from G1

α-HA

1P

M
ul

ti-
ph

os
ph

or
yl

at
io

n

F

α-HA

1P

M
ul

ti-
ph

os
ph

or
yl

at
io

n

  0      10     20      30     40     50     60     70 min from G1

Anaphase

25% cells in
anaphase

WT
WT + LP
T347A
T347A + LP

WT
S364A
S364A clb5::CLB2
S364A 2xCLB5

Anaphase Anaphase

Fig. 1. Multisite phosphorylation controls the nuclear export of Psy4. (A) Scheme showing the Cdk1 phosphorylation sites and NLS motifs in the disordered C termi-
nus of Psy4 (positions 315 to 441). Phosphorylation of T320 and T347 inactivates the NLS (8). (B) Images showing the cell cycle–dependent shuttling of Psy4(315-441)-GFP 
and Mcm2/3(NLS-NES)-mCherry sensor between the nucleus and cytoplasm. (C) Normalized nuclear fluorescence intensities of the indicated Psy4 modules during the cell 
cycle. Plot shows means ± SEM of cells synchronized at the time of G1/S, defined by nuclear export of 50% of the Mcm2/3 NLS-NES sensor. GST, glutathione S-transferase. 
(D) Plot displaying means ± SEM nuclear fluorescence intensities of a population of cells expressing different Psy4-based modules synchronized at G1/S by the Mcm2/3 
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Phos-tag SDS–polyacrylamide gel electrophoresis (PAGE). (G) Plot showing the means ± SEM nuclear fluorescence levels of the Psy4 sensors in the cell cycle. The LP 
motif (VLLPPFRI) was added to the C terminus of Psy4, as shown in fig. S1E. (H) Nuclear export of Psy4-S364A module in different strains. In clb5::CLB2 strain, an extra copy 
of CLB2 is expressed from CLB5 locus, and in 2xCLB5 strain, an extra copy of CLB5 is expressed from an integrative plasmid. Plot shows means ± SEM nuclear Psy4-GFP 
fluorescence intensities. a.u., arbitrary units.
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To test whether it is possible to shift the S phase equilibrium and 
the plateau height by increasing CDK activity in S phase, we used a well- 
defined system in which the S phase cyclin CLB5 was replaced in its 
locus with mitotic cyclin CLB2 (37). As the intrinsic catalytic activities of 
CDK complexes rise gradually during the cell cycle (2, 3, 34), Clb5-Cdk1 
has approximately an order of magnitude lower specificity toward CDK 
consensus phosphorylation sites compared to that of Clb2-Cdk1. As ex-
pected, the clb5::CLB2 replacement [in the ∆swe1 background (37, 38)] 
suppressed the plateau and almost restored the dynamics of the WT 
sensor (Fig. 1H). Similarly, when a second copy of CLB5 was added, the 
plateau was shifted, although not as much as in the case of Clb2 (Fig. 1H), 

which is also in agreement with in vitro kinetic data on the intrinsic ac-
tivity differences of these two CDK complexes (34). Thus, the biphasic 
dynamics corresponded to profound differences in S- and M-CDK in-
trinsic activities. Intriguingly, the observed profile is an example of how 
CDK-regulated processes in two major phases of the cell cycle, S and M 
phases, could clearly manifest as two different output steady states.

A mitotic switch based on limited phospho-regulation 
of NLS and NES
Notably, the S phase plateau of the S364A mutant shifted up when 
the T320A mutation was added (Fig.  2A), creating a profile with 
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virtually no response to premitotic thresholds of CDK activity. When 
the most C-terminal sites of the six-site cluster, the suboptimal SP 
motifs S409 and S434, were further mutated, the construct became 
entirely nuclear. As these sites are located at least 40 amino acids 
C-terminal to the NLS, their phosphorylation is not expected to affect 
the NLS (8). This suggests that, similar to S364, phosphorylation of 
these sites might activate a putative NES (Fig. 2B). Psy4 is exported 
by Msn5, for which no NES consensus has been defined, but the 
export of other Msn5 targets has been found to be activated by phos-
phorylation (8, 39). Thus, the data suggested that, in the T320A-S364A 
construct, the two mutations weakened both NLS and NES regula-
tion. Low levels of CDK in S phase are not sufficient to shift the 
equilibrium toward exit, while the higher mitotic levels are still suf-
ficient to achieve this shift (Fig. 2B). To test this hypothesis, we 
attempted to increase the S-CDK activity toward the T320A-S364A 
sensor by introducing cyclin-specific docking motifs (Fig. 2C). The 
addition of an optimal G1-specific LP motif resulted in rapid export 
of the sensor at G1/S (Fig. 2D). An exclusively S-Cdk1–specific NLxxxL 
motif (27) led to an abrupt partial exit, followed by a gradual decline 
in nuclear levels (Fig. 2D), while the addition of an RxL motif resulted 
in a slightly steeper decline after the initial drop, which is in good 
agreement with the high specificity of RxL motifs for S-Cdk1 and 
moderate specificity for the G2-Cdk1 complex (33). The M-Cdk1–
specific LxF motifs exhibited a mild effect on the slope of the exit 
around the time window of mitosis (Fig. 2E). Similarly, the profile 
created by addition of the G2-Cdk1–specific PxF motif correlates with 
the expression period of G2 cyclin Clb3 between S and M phase cyclins.

In addition, a sensor containing the pair T320 and T347 as the only 
two CDK sites left (AP T320-T347, where AP denotes the mutation of 
all CDK consensus sites except for those noted) was able to shift the 
equilibrium between the nucleus and cytoplasm (Fig. 2B and fig. S2A). 
This suggests that basal NES activity must be present in a nonphos-
phorylated construct, as active export by Msn5 is necessary for the nu-
clear exit of Psy4, and phosphorylation of T320 and T347 is predicted 
to affect NLS re-entry but not the exit rate (Fig. 2B) (8). Furthermore, 
when either T320 or T347 was present as the single CDK consensus 
site, the construct was entirely nuclear (fig. S2A). This suggests that 
pT320 and pT347 work as a cooperative pair to prevent re-entry.

C-terminal truncations in Psy4 suggested that an NES could re-
side in the region around the CDK site S364 and the region from 
375 to 441 that harbors the CDK sites S409 and S434 (fig. S2, B and 
C). To further test the export activity of this region, we replaced the 
identified Crm1-dependent NES in the Mcm2/3 NLS-NES sensor 
with the Psy4 sequence from positions 360 to 441 (fig. S2D). While 
mutating the Mcm3 NES led to a considerable loss in nuclear shut-
tling of the sensor, replacing the Mcm3 NES with the Psy4(360-441) 
region rescued the shuttling; however, compared to the construct 
with the Mcm3 NES, this construct remained more nuclear (fig. S2E). 
Mutation of Psy4 S364, S409, and S434 to alanine abolished the nu-
clear export activity of this region when fused to the Mcm2/3 NLS 
(fig. S2E). This finding indicates that the Psy4 region at positions 
360 to 441 has phosphorylation-dependent nuclear export activity. 
In the Psy4(315-441) construct, a double mutation of S409A- S434A in 
the WT template did not affect the localization, but reduced nuclear 
export upon S409A and S434A mutations was observed when com-
bined with that of the T347A mutation (fig. S2F). Therefore, in contrast 
with the S364A mutant (Fig. 2A), we suggest that phosphorylation 
of S364 is the major determinant of export promoting activity, 
while sites S409 and S434 may have a supportive role.

Next, we directly analyzed the phosphorylation of the localization 
modules in different cell cycle phases. For this, we arrested cells with 
-factor (G1 phase), hydroxyurea (HU) (S phase), or nocodazole 
(mitosis) (Fig. 2F). Separate mutations of T320A, T347A, or S364A 
showed a single-band downshift of the hyperphosphorylation in 
nocodazole. In addition, the double mutation T320A-S364A caused 
a further loss of phosphorylation in HU, while a slightly promi-
nent shift in mitosis was observed (Fig. 2F). The double mutation 
S409A-S434A showed a moderate loss in phosphorylated forms in HU 
and nocodazole arrest, which confirms that these sites are phosphorylated 
in vivo and may play a role in promoting nuclear exit, as observed in 
several forms of the sensor (Fig. 2A and fig. S2F).

NLS-regulating phosphorylation sites are linked to  
NES-activating sites via Cks1-mediated docking
Kinase assays using purified proteins and Phos-tag SDS–polyacrylamide 
gel electrophoresis (PAGE) autoradiography revealed that phospho-
rylation of the WT sensor is dependent on Cks1, a phospho-adaptor 
subunit of the CDK complex that recognizes phospho-threonines but 
not phospho-serines as priming sites (Fig. 3A) (40, 41). Cks1- dependent 
docking facilitates the phosphorylation of sites located on the C-terminal 
side of the priming sites (41). For example, the NLS-inactivating TP 
sites could prime the C-terminal export-activating SP sites (Fig. 1A). 
This directional chain of priming events that leads to the phosphory-
lation of SCF phospho-degrons has been found in several CDK targets 
(18, 25, 27). Phosphorylation of constructs containing T320A or T347A 
mutations, alone or combined, revealed that T320 and T347 are the 
major Cdk1 target sites and are required for rapid Cks1-dependent hyper-
phosphorylation (Fig. 3B).

To further test whether T320 or T347 may be the priming sites 
facilitating the phosphorylation of export-activating sites, we used 
phospho-mimetic mutations T320E and T347E and followed their 
localization dynamics. The idea was to separate the two functions: 
While the glutamates may mimic the phospho-regulation of NLS, 
as reported (36), they cannot act as priming sites since the phospho- 
mimicking EP sequences do not bind Cks1 (40). As expected, both 
T320E and T347E reduced the initial nuclear localization level of 
the construct, confirming that these mutations inactivate the NLS 
(Fig. 3C). On the other hand, after G1/S, the T320E mutant followed 
the same exit profile as that of the WT sensor, whereas the T347E 
mutant showed a gradual exit path, analogous to the T347A mutant 
(Figs. 1D and 3C). This result strongly suggests that phosphorylated 
T347 (pT347) serves as a Cks1-dependent priming site to promote 
the phosphorylation of the NES-activating site S364 (Fig. 3D). Al-
though pT320 might also act as a primer for S364, the distance be-
tween the two sites exceeds the optimum length (41), which may also 
be reflected in the slow gradual exit of the T347A sensor (Fig. 1D). 
In addition, the synergistic amplification from Cks1 docking is clearly 
evident from the finding that sensors including either the Cks1 primer 
site (T347) or the suboptimal sites (S364, S409, and S434) are entirely 
nuclear, but combining them into one sensor creates a prominent 
early switch (fig. S3A).

This intriguing priming-mediated connection between NLS- 
inactivating and NES-activating sites further reveals that the whole 
six-site CDK phosphorylation network contains a more complex 
signal processing scheme than that initially anticipated. The priming 
connection may work as a system to ensure that molecules containing 
the NLS-inactivating pT347 site are exported decisively. In the ab-
sence of this connection, randomly distributed phosphorylation of 
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T347 or S364 sites in a pool of molecules may either not lead to ef-
ficient export or may result in a futile export-import cycle, respec-
tively (Fig. 3D).

Threonine-serine swapping reveals a CDK specificity filter
As Cks1 binds phospho-threonines but not phospho-serines, we tested 
a Cks1-docking deficient T320S-T347S mutant sensor. This sensor 
was exported rapidly at G1/S, similar to the WT (Fig. 3E). There are 
two possible explanations for this result, including the following: 
either the Cks1-dependent docking is not important or the phos-
phorylation of serines at sites 320 and 347 occurs more efficiently 
than that of threonines and thereby rescue the effect of disabled Cks1 
docking. A construct with T347 as the only CDK site was almost sta-
ble over the cell cycle, but a similar construct with the T347S muta-
tion resulted in rapid exit, dropping to 50% of G1 levels (Fig. 3E). In 
constructs with T320 or S320 as the only CDK sites (AP T320 or AP 
T320S), the effect was similar (fig. S3B). These results support the 
possibility that phosphorylation at sites 320 and 347 occurs to a greater 
extent (i.e., a greater fraction of molecules) when they are serines than 
when they are threonines (Fig. 3F). In addition, other sensor versions 
with threonine-serine mutations showed a switch to a similar rapid 
loss of nuclear localization at G1/S (fig. S3, C to E).

Next, we compared the dynamics of Psy4 modules with T320- T347 
and S320-S347 as the only two CDK sites in a strain in which the 
CLB5 gene was replaced with CLB2 (clb5::CLB2 ∆swe1) to obtain 
higher intrinsic Cdk1 activity in S phase, as described above (Fig. 1H). 
While the AP T320S-T347S sensor oscillated with similar dynamics 
in the WT and clb5::CLB2 strains, the AP T320-T347 module was 
exported to a greater extent in the clb5::CLB2 strain (fig. S3F). This 
suggests that S320 and S347 could be close to being maximally 
phosphorylated in the S phase, whereas T320 and T347 did not 
reach full phosphorylation in the WT background. To assess the 
phosphorylation status, we analyzed the shifts in cells arrested with 
-factor (G1), HU (S phase), or nocodazole (mitosis) using Phos-tag 
Western blotting. As predicted, the AP T320S-T347S sensor and AP 
S320 sensor reached a full shift compared to that of the analogous 
threonine variants (Fig. 3G). While the AP T320-T347 sensor was 
phosphorylated to a greater extent in HU-arrested clb5::CLB2 cells 
than in WT cells, it did not reach full phosphorylation in the mitotic 
cells of either strain (Fig. 3G). This suggests that serines in these posi-
tions are efficiently and fully phosphorylated, but threonines are not.

We and others have previously shown using model substrate 
peptides that compared to TP motifs, SP motifs are approximately 
two to three times more specific for Cdk1 complexes (26, 42). In 
addition, with Psy4 sensors, we found that the T320S-T347S mutant 
showed a loss of hyperphosphorylation in vitro but also an increase 
in the phosphorylation initial velocity by two times (Fig. 3B). Next, 
we found that, in in vitro dephosphorylation assays, a key CDK 
counteracting phosphatase PP2A-Cdc55 showed a higher preference 
for the WT Psy4 sensor containing the two threonines compared to 
the T320S-T347S version (Fig. 3H and fig. S3G). This is in agree-
ment with previous reports on PP2A-Cdc55 specificity, which also 
found that the serine-threonine identity of phosphorylation sites is 
a key determinant of the timing of site phosphorylation in the cell 
cycle (28, 43). Lower CDK specificity and higher phosphatase spec-
ificity could explain why export is less efficient with the sensors con-
taining T320 and/or T347 compared to the corresponding sensors 
with Thr-to-Ser mutations. In contrast, the phosphatase Cdc14, which 
counteracts CDK during mitotic exit, showed a higher specificity 

for the T320S-T347S sensor (Fig. 3H and fig. S3G), which is also in 
agreement with a previously reported preference for phospho- 
serines in the case of Cdc14 (44, 45). These data demonstrate that 
even highly optimal CDK sites can be only partially phosphorylated 
due to high phosphatase specificity.

As previously shown for several Cdk1 targets, S/TP consensus 
sites can be phosphorylated in G1 when the activity of cell cycle– 
related CDK complexes is very low (17, 26), and we found that the 
Psy4-based sensor was partially phosphorylated in an -factor arrest 
(Figs. 1F, 2F, and 3G). However, most of these shifts were not present 
when an alternative approach by G1 cyclin depletion was used for 
G1 arrest, suggesting that the phosphorylation was due to the mitogen- 
activated protein kinase Fus3 that is activated via the pheromone 
pathway (fig. S4A). Psy4 is nuclear in pheromone-induced G1 arrest 
(8), raising the interesting possibility of a specificity filter that allows 
nuclear exit only in response to Cdk1, which, in contrast to other 
proline-directed kinases, has the Cks1 docking mechanism.

The T320S-T347S sensor lacks the Cks1 docking capability, while 
its phosphorylated form is more resistant to phosphatases (providing 
a lower phosphorylation threshold for proline-directed kinases 
compared to that of the threonine-based sites) (28). To test the ef-
fect of Thr-to-Ser mutations on filtering kinase activity, we ana-
lyzed the levels of the WT sensor and the T320S-T347S sensor in an 
-factor arrest. The WT sensor accumulated to higher levels com-
pared to that of the all-Ser version in G1 (fig. S4, B and C). In addi-
tion, in an -factor arrest, the sensor with all Cdk1 consensus sites 
mutated to alanine accumulated to higher nuclear concentrations 
compared to that of the T320A-T347A mutant, in which S364, S409, 
and S434 were still present (fig. S4, D and E). This further supports 
that the sites S364, S409, and S434 promote nuclear export and that 
these sites are phosphorylated to some extent in cells arrested with 
-factor. These experiments show the importance of serine-threonine 
identity of phosphorylation sites in determining the phosphorylation 
threshold, which affects both the phosphorylation dynamics in the 
cell cycle and filtering the input from different kinases.

The Cdk1 inhibitor sensitivity of the G1/S triggered sensors 
and the concept of CDK thresholds
To test how the localization sensors behaved in the context of different 
Cdk1 activity dynamics, we inserted them into the Cdk1-as1 strain 
(46), in which Cdk1 activity is lower and can be quantitatively in-
hibited. The Mcm2/3-based sensor was exported with similar fast 
kinetics at G1/S as in a WT strain, and the profile was not sensitive 
to up to 200 nM inhibitor (Fig. 4A). Notably, in the case of the Psy4-
based sensor, the profile was changed from an ultrasensitive G1/S 
switch to a gradual export in the Cdk1-as1 strain. Furthermore, 
even a small 100 nM dose of inhibitor, which was insufficient to 
induce cell cycle arrest at a high G2/M CDK threshold (46), led to a 
markedly flattened nuclear shuttling profile of the Psy4-based mod-
ule with a minor nuclear exit in the cell cycle (Fig. 4B). A similar 
effect was observed with the S364A mutant sensor (Fig. 4C), where-
as the inhibitor had no effect on the localization sensor dynamics in 
cells expressing WT Cdk1 (fig. S4F). This differential inhibitor sen-
sitivity might arise from the serine-threonine preferences of both 
phosphatases and Cdk1, as the NLS-inactivating sites are serines in 
the Mcm2/3 sensor and threonines in the Psy4 sensor. The sensitivity 
to the inhibitor is highest when sites are not fully phosphorylated 
(Fig.  4,  D  and  E). In addition, in multistep phosphorylation sys-
tems, the final inhibitor effect is amplified at each sequential step. 
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Thus, the Psy4 sensor could be sensitive to lower doses of inhibitor 
because of the stepwise process involving Cks1 docking via pT347, 
which is crucial for the phosphorylation of the C-terminal sites. 
Nevertheless, these results are unexpected because they indicate 
that targets with similar phosphorylation timings (and presumably 
similar CDK thresholds) show very different sensitivities to Cdk1 
inhibitors. These results introduce alternative possibilities to inter-
pret the use of inhibitor doses to define CDK thresholds.

A nuclear import module based on Dna2 also depends 
on CDK multisite phosphorylation
To study an example of CDK-activated nuclear import, we engineered 
a minimal model system based on the DNA replication factor Dna2. 
The Dna2 protein contains an intrinsically disordered N terminus 
with a bipartite NLS that is activated by a Cdk1-mediated phos-
phorylation of S17 in the linker region of the NLS (Fig. 5A) (8). We 
fused the 100 N-terminal residues of Dna2 to sfGFP and expressed 
it from the constitutive PACT1 promoter to study the regulation of 
Cdk1-controlled nuclear entry using time-lapse fluorescence mi-
croscopy (Fig.  5B). Dna2(1-100)-GFP was mainly cytoplasmic in 

the G1 phase but accumulated rapidly in the nucleus after G1/S 
(Fig. 5, B and C). Mutation of Cdk1 site S17 abolished the nuclear 
entry of the module (Fig. 5C), as reported previously for full-length 
Dna2 (8). Full-length Dna2 showed similar localization dynamics as 
those of the N-terminal fragment (fig. S5A), indicating that the key 
motifs regulating the localization are in the 1-to-100 fragment.

Next, we tested how the CDK specificity of S17 affects the dy-
namics of nuclear entry. We generated two constructs in which the 
S17 motif (SPAKK) was mutated to a minimal consensus site (SPAQQ 
or SPAAK). These mutations caused an approximately 50% drop in 
the nuclear abundance during the cell cycle but did not have a nota-
ble effect on the timing of nuclear entry (Fig. 5D). Another full 
consensus CDK phosphorylation site, T4, is located 13 residues 
upstream of S17 at an ideal distance to act as a Cks1-dependent 
phospho- priming site for S17 (Fig. 5A). To test this idea, we mutated 
T4 either to alanine or serine. Both mutations caused a considerable 
decrease in nuclear accumulation of Dna2(1-100)-GFP and slightly 
delayed the timing of entry (Fig. 5E), suggesting that T4 functions 
as a Cks1-dependent primer site for the phosphorylation of S17. 
Furthermore, when the mutation of S17 to a minimal consensus site 
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was combined with the loss of Cks1 priming by T4S mutation, no 
nuclear accumulation of the module was observed during the cell 
cycle (Fig. 5E). This indicates that Cks1 docking is necessary to keep 
a substantial fraction of molecules phosphorylated at S17.

In a kinase assay followed by Phos-tag SDS-PAGE, rapid accu-
mulation of a doubly phosphorylated form was observed, and this 

process was severely suppressed by the Cks1 phospho-pocket muta-
tion, confirming that Cks1 promotes multiphosphorylation of the 
module (Fig. 5F). We also performed Phos-tag Western blotting of 
synchronized yeast cultures to directly analyze the phosphorylation 
of Dna2(1-100)-GFP in the cell cycle. Dna2(1-100) was unphos-
phorylated in pheromone-induced G1 arrest followed by extensive 
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phosphorylation at approximately 30 min after the cells were released 
from arrest (fig. S5B). Analysis of the multisite phosphorylation pattern 
of different Dna2(1-100) mutants confirmed that both T4 and S17 
are phosphorylated in a cell cycle–dependent manner (fig. S5C).

As with the threonine versus serine effects observed in Psy4-based 
constructs, an S17T mutation in Dna2 led to a profound decrease in 
nuclear accumulation (Fig. 5G), and reduced phosphorylation of T17, 
but not S17, was also observed in Phos-tag Western blotting exper-
iments in a T4A background (fig. S5C). The negative effect of S17T 
on entry was greater than that observed by mutating S17 to a minimal 
consensus site (S17 + 3A, mutation of 17SPAK to SPAA) (Fig. 5G). 
The S17T mutation caused a decrease in the phosphorylation rate 
by approximately two times with both Cln2-Cdk1 and Clb2-Cdk1 
in vitro (Fig. 5H). Mutation of S17 to a minimal consensus site 
(S17 + 3A), however, led to a greater decrease in the phosphoryl-
ation rate (Fig. 5H). This suggests that factors other than CDK spec-
ificity are affected by Ser-to-Thr mutations in vivo. Again, as in Psy4, 
we hypothesize that this result could be due to the higher dephos-
phorylation rate of TP sites compared to SP sites (28). In vitro analysis 
of the phosphatase specificity of Dna2(1-100) confirmed that PP2A- 
Cdc55 preferentially dephosphorylates the S17T mutant, while the 
mitotic exit phosphatase Cdc14 preferentially targets S17 (fig. S5D).

Next, we tested the effect of added cyclin docking SLiMs in the 
Dna2-derived module. As the majority of its nuclear accumulation 
occurs around G1/S, we hypothesized that this effect could be driven 
mainly by the G1-specific Cln2-Cdk1 complex, which is abundant in 
the cytoplasm (47, 48). We introduced specific docking motifs for G1-, 
S-, and M-Cdk1 to Dna2(1-100 17SPAQQ) (fig. S5E). The addition 
of a G1-Cdk1–specific LP motif caused an approximately 10-min 
advance in nuclear entry and an increase in nuclear levels through-
out the cell cycle (fig. S5F). Adding an S-Cdk1–specific NLxxxL 
motif did not affect the nuclear import dynamics of the module (fig. 
S5F), likely because the S phase cyclins are predominantly nuclear 
(37). The module containing a mitotic cyclin docking motif LxF 
showed similar nuclear entry at G1/S as that of the WT but had a 
marked nuclear accumulation peak 40 to 60 min after G1/S (fig. S5F). 
These results indicate that the G1- and M-Cdk1 complexes play a 
major role in the phosphorylation of cytoplasmic targets. In contrast, 
the Psy4-based constructs were affected by the specificity of all four 
major cyclins, indicating that the nuclear export of CDK targets is 
affected by CDK activity in both compartments.

Programming the phosphorylation patterns to control 
protein oscillations in the nucleus
Our experiments have shown that the input activity of the core CDK 
oscillator can be processed into different output profiles of regulated 
dynamic processes. This can be achieved by combining the multisite 
phosphorylation code (26) and kinetics of the downstream event, 
which, in the current case, was nucleocytoplasmic shuttling. For a 
conclusive overview, we next demonstrate collected sets of nuclear 
oscillatory patterns of CDK outputs that were programmed into the 
studied modules using a small set of sequence elements that involved 
a combination of phosphorylation sites and cyclin docking sites. For 
a primary reference profile, one can consider the gradual decline of 
the T347A Psy4 sensor (Fig. 6A). Our study reveals that there are 
many ways to transform this gradual shape into various profiles. In 
all tested constructs, an abrupt change in the nuclear level of the 
Psy4 sensor occurred only around the time of G1/S (0 min) and at 
mitotic entry (after 20 min). Addition of the RxL motif caused the 

switch to be even more abrupt than that of the WT (Fig. 6A). A con-
siderable delay that spanned S phase (approximately 20 min) could 
be introduced by mutating T320 and S364 and adding the M-CDK 
docking motif LxF. The constructs with intermediate timing be-
tween the G1/S and M phase profiles were always exported in a step-
wise manner, as shown by the construct with RxL cyclin docking 
sites in the T320A-S364A sensor (Fig. 6A).

Biphasic oscillatory profiles were also designed that contain one 
signaling output in S phase and another in mitosis (Fig.  6B). The 
level of S phase output could be slightly modulated, for example, by 
introducing the T320S mutation to the S364A background (Fig. 6B). 
Second, the gradual profile of T347A could be switched to a biphasic 
profile by the addition of a Clb5-specific NLxxxL docking site in the 
middle of the construct, while smooth nonswitch-like profiles were 
obtained when the docking site was introduced at the C terminus of 
the construct (Fig. 6C and fig. S6A). Given that the Clb5 docking 
motifs potentiate the phosphorylation of sites located N-terminally 
from the docking motif (41), this result suggests that the middle po-
sition helps to phosphorylate T320, imposing a stronger block to nu-
clear re-entry in S phase to create a biphasic profile. The C-terminal 
positioning of the docking motif also potentiates the phosphoryl-
ation of the NES-activating sites and therefore draws a profile with a 
faster exit than that of the gradual T347A reference profile.

For the Dna2-based sensors, the entry timing after G1/S was sen-
sitive to Cln2 specificity (an addition of an optimal LP docking site) 
(Fig.  6D and fig. S6B). Second, the efficiency of Cks1-mediated 
phosphorylation is known to be dependent on the distance between 
the primer and secondary sites, with the optimal distance window 
being estimated to fall between 12 and 16 amino acids (41). Increas-
ing the distance between T4 and S17 by four amino acids consider-
ably delayed entry (Fig. 6D and fig. S6B).

We found that different re-entry timings could also be pro-
grammed. The WT Psy4 module was imported approximately 
5 min later than the Mcm2/3-based sensor (Fig. 6E). Mutation of 
sites S409A and S434A and single mutation of S364A led to earlier 
re-entry timing and resulted in higher nuclear levels in G1 (Fig. 6E), 
presumably because the nuclear accumulation of these mutants is 
more dependent on dephosphorylation of the TP sites that are 
preferentially targeted by PP2A-Cdc55 (28). The T320S and T347S 
mutations also advanced nuclear import (Fig. 6E), likely because 
the phosphatase Cdc14 preferentially dephosphorylates SP sites 
(Fig. 3H) (44, 45).

Programming different stable nuclear plateau levels 
spanning from G1/S to M/G1
As observed in several cases for both the Psy4- and Dna2-based sen-
sors, manipulating the phosphorylation sites and cyclin docking 
motifs often does not affect the timing of shuttling but instead leads 
to different steady states of nuclear levels that last for the whole span 
of S and M phases. For example, a lower constant nuclear accumu-
lation could be programmed in the Dna2 sensor by mutating S17 to 
a minimal consensus site (17SPAQQ or 17SPAAK) (Fig. 7A and fig. 
S7A). The nuclear levels could also be lowered by increasing the 
distance between T4 and S17 (T4 + GGSG), resulting in a less effi-
cient Cks1-mediated phosphorylation of S17 (Figs.  6D and 7A). 
The lowest nuclear level was observed with the S17T mutation 
(Fig.  7A). Furthermore, while the addition of a G1-CDK–specific 
docking motif shifted the timing of nuclear entry, it also increased the 
constant plateau level (Fig. 6D). These results indicate that due to the 



Faustova et al., Sci. Adv. 8, eabp8992 (2022)     17 August 2022

S C I E N C E  A D V A N C E S  |  R E S E A R C H  A R T I C L E

11 of 16

different localization patterns of cyclins (37, 47, 49), CDK activity does 
not accumulate uniformly in the cytoplasm during the cell cycle. Ap-
parently, the high cytoplasmic abundance of G1 cyclin Cln2 could re-
sult in an early peak in cytoplasmic Cdk1 activity. This may be the 
cause of the nearly flat overall nuclear profile of the sensor, as the 
Dna2-based sensor is cytoplasmic in G1, and NLS-activating phos-
phorylation as an entry trigger should also take place in the cytoplasm.

Similarly, in the Psy4- and Mcm2/3-based sensors, we demon-
strated a wide-range ladder of controlled steady nuclear plateaus 
(Fig. 7B and fig. S7B). The lowest constant nuclear concentration 
from G1/S to mitosis was achieved by adding a G1-CDK docking 
motif to the WT Psy4 sensor, while the next step on the ladder could 
be achieved by further mutating the sites T320 and S364. The opti-
mal LP motif efficiently targets G1-Cdk1 activity to phosphorylate the 
Psy4 module, resulting in rapid nuclear exit at G1/S. Then, a period 
with no further decrease in nuclear concentration occurs, presum-
ably due to the degradation of Cln2 or because the modules are fully 
phosphorylated. As the T347A mutation prohibits full NLS inacti-
vation, this mutant is expected to have higher nuclear abundance 
in the state in which all other sites are phosphorylated. Next, by re-
placing the native NES from Mcm3 with the weaker NES from Psy4, 

an intermediate plateau was observed. As this replacement does not 
affect the phosphorylation sites adjacent to the Mcm3 NLS, phospho- 
regulation is likely unaffected, but a different nuclear-cytoplasmic 
ratio is achieved because of the relative strength of NLS and NES motifs. 
Using just a single weak NLS-inhibiting site and S/T swapping, two 
higher steps can be added to the ladder (Fig. 7B). While the module 
that carries S320 is partially translocated at G1/S, the module with 
only T347 is not affected by progression to the S phase. Mutating the 
NES on the Mcm2/3-based sensor is among the other ways to fine-
tune the higher levels of the nuclear plateau (Fig. 7B). Thus, tuning 
the NLS and NES activities by phosphorylation enables the creation 
of sensors with distinct nuclear- cytoplasmic ratios throughout the 
cell cycle.

DISCUSSION
Our study demonstrates that cyclins can create different oscillating 
protein localization shapes via CDK-driven phospho-regulation of 
NLS and NES signals. These oscillatory patterns depend on various 
parameters, including the kinetics of the downstream steps (nuclear 
entry and exit rates), phosphatase specificity, cyclin specificity in 
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substrate docking, and Cks1-dependent phospho-docking connec-
tions. Our data suggest that the kinetics of downstream steps may be 
as important as the CDK/phosphatase activity thresholds in defining 
the order and temporal dynamics of CDK-driven events (fig. S1A). 
We also found that linking the NLS and NES phospho-regulation via 
Cks1-dependent docking may play an important part in establish-
ing the nuclear import-export equilibria of CDK targets.

We observed that CDK-dependent fast export combined with 
the phosphorylation-induced block of re-entry can result in a very 
abrupt early nuclear exit switch. On the other hand, just a single 
alanine mutation (T347A) in the six-site network can change the 
profile from an ultrasensitive switch to a graded response. The gradual 
profile can be turned back to an abrupt switch by G1-CDK–specific 
docking. These observations are related to one of the important 
challenges in kinase signaling: how to process a graded input into 
an ultrasensitive all-or-none output (Fig. 8) (12). Furthermore, the 
T320A-S364A Psy4 sensor was not responsive to the accumulation 
of CDK activity until mitosis (Fig. 2A) (28). However, in mitosis, an 
ultrasensitive nuclear exit profile was formed, which was further en-
hanced by the addition of the M-CDK docking motif LxF (Figs. 2E 
and 8). Unexpectedly, when only the suboptimal CDK site S364 site 
was added back, the ultrasensitive exit profile was shifted by 30 min 
from the M phase to the G1/S phase (Fig. 1D). Considering the 90-min 
span of the cell cycle, this reprogramming of the ultrasensitive out-
put profiles with widely separated timing would likely be difficult to 
design by introducing only a minor change in the number of sites 
from six to four using a simple distributive multisite phosphorylation- 
based ultrasensitivity mechanism (12).

Comparing the rapid exit of the WT Psy4 sensor, the gradual exit 
of the T347A mutant, and the two-step exit with an S phase plateau 
of the AP T320-T347 Psy4 sensor shows that CDK targets with dif-
ferent multisite phosphorylation patterns can have very different 
response dynamics to the increasing CDK activity that drives the 
cell cycle progression (Fig. 8). This provides several interesting in-
sights into cell cycle regulation. First, the presence of a plateau 

indicates a rapid switch from low to high S phase CDK activity at 
G1/S rather than a gradual increase in activity during the S phase. 
Second, the formation of a plateau suggests that an equilibrium 
in phosphorylation and dephosphorylation is reached in the AP 
T320-T347 mutant, in contrast to T347A mutant, where the equi-
librium is not achieved in this time and the sensor exits gradually 
(Fig. 8). In AP T320-T347 sensor, the exit is dependent on phos-
phorylation of full consensus TP sites that are rapidly targeted both 
by Cdk1 and by phosphatase PP2A. In T347A, however, the grad-
ual exit could be due to slow accumulation of phosphorylation at 
S364, S409, and S434, which are minimal consensus Cdk1 sites and 
suboptimal PP2A sites as they are serines. These differences in-
dicate that the equilibrium is not reached rapidly for all CDK 
substrates.

To compare the mechanism of temporal resolution of CDK 
switches in the case of direct linear threshold-to-switch systems and 
the more complex equilibrium systems (NLS-NES), the concept of 
the “rate-limiting step” in CDK multisite phosphorylation systems 
must be considered. In our previous studies, we focused on the 
CDK multisite phosphorylation of targets with diphospho-degrons 
(26, 27). In these cases, the rate-limiting step was phosphorylation 
of a nonconsensus CDK site, a crucial part of the degron, which is 
the end output of the Cks1-driven multisite process. Without Cks1 
and cyclin docking, these sites remain unphosphorylated even at the 
highest mitotic thresholds of CDK (26). Alternatively, in NLS-NES 
equilibrium–type Psy4-based sensors, there are two limiting steps 
and two outputs. High phosphatase activity limits the phosphoryl-
ation of NLS-regulating T320 and T347 (28), while phosphorylation 
of the export-promoting sites is limited by poor CDK specificity. 
Cks1-dependent docking links the NLS-inactivating sites and NES- 
activating sites. By changing the multisite phosphorylation patterns, 
shape and timing of the sensor localization profile could also be 
tuned (Fig. 8), which is a step further in complexity from the single 
degron. In addition, the priming and docking connection is specific 
for Cdk1 and not for other proline-directed kinases, including Fus3 
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(fig. S4, A to C). Thus, the common feature of the two alternative 
systems is the Cks1-driven CDK filter that allows only CDK but not the 
other proline-directed kinases to trigger the switch. In case of degrons, 
different mutations influenced mainly the timing of degradation in 
the cell cycle and less the shape of the switch (26). This could be 
because degradation is an irreversible output, so an equilibrium is 

not established. Together, these results illustrate the multitude of 
parameters that affect the dynamics of CDK substrate phosphoryla-
tion and highlight the importance of the output function in deter-
mining the phosphorylation threshold (fig. S1A).

Another important outcome of the study relates to our under-
standing of CDK thresholds and substrate sensitivity to CDK inhi-
bition. According to the quantitative (or threshold) model of CDK 
function, more CDK activity is needed to drive mitosis than to trigger 
S phase, and this model is supported by the experimental evidence 
of different sensitivities of cell cycle transitions to Cdk1 inhibition 
(50, 51). The Cdk1-as1 strain can be arrested at G2/M with 500 nM 
inhibitor and in both G1 and G2/M with a 5 M dose (46, 50). Ac-
cording to the threshold model, the timing of cell cycle events is a 
product of the direct translation of accumulating CDK activity into 
the sequential timing of various phosphorylation switches. The fast-
er the cyclin concentration rises, the earlier the switches should take 
place. However, paradoxically, overexpression, deletion of major 
cyclins, or placement of mitotic cyclin CLB2 into S cyclin CLB5 lo-
cus in yeast has only a minor effect on cell cycle dynamics (10, 52). 
These observations suggest the cell cycle progression is not consid-
erably affected by premature accumulation of mitotic CDK activity. 
Similarly, the importance of dynamic dosing of CDK activity remains 
unclear in mammalian cells, as cyclin and Cdk knockouts revealed 
that the loss of several cyclins and Cdks is tolerated (53). Unexpectedly, 
we found that execution of the phosphorylation switch of a low- 
threshold G1/S target, the Psy4-based sensor, is lost when Cdk1 ac-
tivity is only slightly reduced, with a dose of 100 nM inhibitor 
(Fig. 4B). Thus, we cannot exclude the opposite possibility that the 
putative “high CDK threshold mitotic targets” that are responsible 
for low-dose (300 to 500 nM) inhibitor-induced G2/M arrest (46, 50) 
may actually be phosphorylated at low CDK activity, as seen with 
Psy4-like inhibitor–sensitive low-threshold early G1/S targets.

Intriguingly, the inherently weaker activity of Cdk1-as1 kinase 
results in a longer cell cycle, similar to yeast cells under poor nutrient 
conditions with slower cyclin accumulation (54–56). In rich media, 
as suggested by high tolerance to cyclin deletions, CDK activity 
accumulates excessively, perhaps to guarantee robustness. Under 
conditions with low net CDK activity, the phosphorylation of a 
minimal set of targets during a narrow low threshold window (po-
tentially including those involved in mitotic events) could be suffi-
cient to accomplish the cycle. Inhibitor-sensitive substrates such as 
Psy4, however, could be important for fine-tuning for better fitness 
in rich media with excess CDK activity.

The connection between phosphorylation specificity and CDK 
thresholds has yet another aspect, as the targets that must be 100% 
phosphorylated, for example, to prevent rereplication, should have 
higher phosphorylation specificity than those that can execute their 
downstream processes when partially phosphorylated (Fig. 4, D and E). 
We also cannot exclude an alternative possibility that the ability of 
cyclin specificity to temporally resolve different switches (26, 33) is 
not simply to time the onset of specific cell cycle processes but is 
instead needed to mitigate substrate competition. The cell contains 
hundreds of targets in which the KMs are relatively low for particu-
lar cyclin-CDK complexes but high for the others (2, 34).

In conclusion, our results provide a broader view of the dynam-
ics and specificity of CDK signaling, shedding light on how a single 
protein kinase can temporally coordinate such an intricate process 
as cell division. Our study also suggests that CDK-dependent phos-
pho-regulation of NLS and NES motifs surrounded by different 
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multisite phosphorylation patterns can potentially be a flexible way 
to tune and dynamically control both entry-exit timing and the nu-
clear levels of CDK targets. Such a toolbox of multisite phospho-
rylation rules, described here and in our previous studies (26, 27), 
may prove to be useful in the next-generation synthetic circuit de-
sign for synthetic biology applications that aim to better control 
cellular signaling in a dynamic manner.

MATERIALS AND METHODS
Yeast strains and plasmids
S. cerevisiae strains were derived from W303 and are described in 
table S1. Gene deletions and tagging were performed using poly-
merase chain reaction and homologous recombination–based ap-
proach (57). Mcm2/3 NLS-NES (36) was cloned into pRS304 with 
PADH1 and mCherry coding sequence. The plasmid was linearized 
with Pac I and integrated to PADH1 locus. Psy4 and Dna2 nuclear 
localization modules were cloned into pRG203MX with PACT1 and 
sfGFP (58). pRG203MX enables guaranteed single-copy integration of 
the vector (59). Before yeast transformation, the pRG203MX-based 
plasmids were linearized with Sgs I. The plasmids used for protein 
purification are described in table S2.

Time-lapse fluorescence microscopy
Before microscopy experiments, the cells were grown at 30°C in 
synthetic complete (SC) media supplemented with 2% glucose to 
OD600 (optical density at 600 nm) of 0.2 to 0.6. The culture was 
pipetted on 0.8-mm cover glass and covered with a 1-mm-thick 
1.5% agarose (NuSieveTM GTGTM Agarose, Lonza) SC/glucose pad. 
The sample was kept under the microscope for 1 hour before start-
ing the experiment. The experiments were carried out using Zeiss 
Observer Z1 microscope with a 63×/1.4 numerical aperture oil 
immersion objective and Axiocam 506 mono camera (Zeiss). The 
sample was kept at 30°C with Tempcontrol 37-2 digital (PeCon). 
The cells were imaged for phase contrast, GFP, and mCherry with 
3 × 3 binning every 3 min. The experiments were up to 8 hours long 
and up to 12 positions were followed using ZEN software (Zeiss), an 
automated stage, and Definite Focus. Filter Set 61 HE (Zeiss) in 
combination with Colibri 470 and Colibri 540 to 580 light-emitting 
diode (LED) modules with exposure times of 15 and 450 ms was 
used for imaging of sfGFP and mCherry, respectively. The Colibri 
LED modules were used at 25% power.

Image segmentation, cell tracking, and quantification of fluores-
cence signals were performed using MATLAB (The MathWorks Inc.) 
as described in (60). To analyze nuclear levels of the fluorescent 
proteins, the brighter region of the cell was segmented as the nucle-
us and the cytoplasm was considered as background signal, as the 
same amounts of the fluorescent proteins have very low signals 
when diluted into the cytoplasm. Also, as the cytoplasmic fluores-
cent protein signal overlaps with the nuclear signal, the average 
cytoplasmic signal is subtracted from the average nuclear signal to 
obtain the final nuclear fluorescence intensities shown on the plots. 
All plots with microscopy data contain data from at least two bio-
logical replicate experiments, and the number of cells analyzed from 
each construct is presented in table S1. The time when 25% of cells 
[based on Psy4(315-441 WT)-GFP strain] reaches anaphase is marked 
on the plots (54 min from G1/S). This was measured from the nuclear 
entry of Mcm2/3-mCherry, which we have determined previously to 
take place 11.5 min after the onset of spindle elongation or anaphase 

(18). No cells or replicate experiments were excluded from the analy-
sis. The data are plotted as the average nuclear fluorescence intensi-
ties of a population of cells from multiple experiments. The error 
bars are ±SEM. No sample size precalculations were made. Fifty cells 
were considered to be sufficient for the analysis, because replicate 
experiments with such sample size showed very little variation.

Western blotting
Dna2(1-100)-sfGFP and Psy4(315-441)-sfGFP were tagged with 6 copies 
of human influenza hemagglutinin epitope tag (6HA) as described in 
(57). The yeast cultures were grown at 30°C in yeast extract, peptone, 
and dextrose (YPD) medium to OD600 of 0.3, followed by addition 
of -factor (1 g/ml) and incubation for 2.5 hours to arrest cells in 
G1 phase. Then, the cells were washed thoroughly to remove -factor 
and were resuspended in fresh YPD medium and grown at 30°C. Cells 
from 5 ml of the culture were collected and flash-frozen in liquid 
nitrogen every 10 min.

Cells were lysed by bead beating in lysis buffer containing urea. 
The proteins were separated using Phos-tag SDS-PAGE with 8% 
acrylamide, 50 M Phos-tag, and 100 M MnCl2 as described in (61). 
The electrophoresis was carried out at 15 mA for 1.5 hours. Before 
transfer, the gels were soaked in tris-buffered saline with Tween 20 
buffer containing 10 mM EDTA for 30 min. The transfer to nitro-
cellulose membrane was performed using the standard semidry 
transfer with Pierce G2 Fast Blotter (Thermo Fisher Scientific). Pu-
rified anti-HA.11 epitope tag antibody (1:500) (clone 16B12, BioLegend, 
catalog no. 901501, RRID:AB_2565006) and horseradish peroxidase– 
conjugated anti-mouse antibody (1:7500) from LabAs, Estonia were 
used to detect the 6HA-tagged proteins. All Western blotting exper-
iments were done in at least two biological replicates.

Protein purification
Dna2(1-100)-sfGFP, Psy4(315-441)-sfGFP, Sic1, and Cdc14 were 
cloned to pET28a and were expressed in Escherichia coli BL21RP 
cells as fusion proteins with N-terminal 6xHis tag. Sic1 was ex-
pressed at 37°C using 1 mM isopropyl--d-thiogalactopyranoside 
(IPTG), while Dna2 and Psy4 constructs were expressed at 30°C 
using 0.5 mM IPTG. The proteins were purified using immobilized 
cobalt affinity chromatography and imidazole for elution. The ex-
pression of 6xHis-Cdc14 was induced with 0.125 mM IPTG at 23°C, 
followed by purification using nickel affinity chromatography.

Clb2-Cdk1 and Clb5-Cdk1 complexes were purified from yeast 
extract of the respective tagged cyclin overexpression culture using 
tandem affinity purification method as described previously (6, 62). For 
purification of Cln2-Cdk1, Cln2 was N-terminally tagged with 3HA, 
overexpressed from PGAL1 promoter, and purified using immuno-
affinity chromatography as described previously (63). Cks1 was puri-
fied from E. coli BL21RP extracts as described in (64).

PP2A-Cdc55 complex was purified from yeast cells containing 
3HA-tagged Cdc55 (65). The yeast culture was grown in YPD to 
OD600 of 1.4, and the cells were collected, snap-frozen, and lysed 
using Mixer Mill MM 400. The lysate was cleared by centrifugation, 
and the supernatant was incubated with anti-HA agarose beads for 
3 hours. The beads were washed thoroughly, and PP2A-Cdc55 was 
eluted with buffer containing HA dipeptide.

In vitro phosphorylation assays
The general composition of the phosphorylation experiments was as 
follows: 50 mM Hepes-KOH (pH 7.4), 150 mM NaCl, 5 mM MgCl2, 
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20 mM imidazole, 2% glycerol, bovine serum albumin (BSA) (0.2 mg/ml), 
500 nM Cks1, and 500 M adenosine triphosphate (ATP) [(with added 
[-32P]-ATP (Hartmann Analytic)]. The substrate protein concen-
tration was 1 M [in the linear (S) versus initial velocity range, several- 
fold below the estimated KM value], and cyclin-Cdk1 complex 
concentration was 0.2 nM. The reactions were carried out at room 
temperature and were stopped at the indicated time points by addi-
tion of SDS-PAGE sample buffer. For analysis of multisite phospho-
rylation, the proteins were separated using Phos-tag SDS-PAGE (8% 
acrylamide and 50 M Phos-tag) as described in (61).

For the dephosphorylation assays, the Dna2- and Psy4-based 
purified substrate proteins were phosphorylated with Clb5-Cdk1 at 
room temperature for 20 (Psy4) or 60 (Dna2) min in the following 
buffer: 20 mM tris-HCl (pH 7.4), 50 mM Hepes-KOH (pH 7.4), 210 mM 
NaCl, 5 mM MgCl2, 80 mM imidazole, 2% glycerol, BSA (0.2 mg/ml), 
and 500 M ATP [(with added [-32P]-ATP (Hartmann Analytic)]. 
Then, an aliquot of the reaction was pipetted to SDS-PAGE sample 
buffer to measure the phosphorylated protein 32P signal, and a mix-
ture containing Sic1 and either Cdc14 or PP2A-Cdc55 phosphatase 
was added to the rest of the phosphorylation reaction. Sic1 was added 
to inhibit further phosphorylation of the substrate proteins by Clb5- 
Cdk1. At 5, 20, and 60 min, an aliquot of the reaction was pipetted 
to SDS-PAGE sample buffer to stop the dephosphorylation reaction. 
The samples were run on SDS-PAGE, the gels were dried, and 32P 
signals were detected using an Amersham Typhoon 5 Biomolecular 
Imager (GE Healthcare Life Sciences) and were quantified using 
ImageQuant TL (Amersham Biosciences). All in vitro phosphorylation 
assays were performed in at least duplicates.

SUPPLEMENTARY MATERIALS
Supplementary material for this article is available at https://science.org/doi/10.1126/
sciadv.abp8992

View/request a protocol for this paper from Bio-protocol.
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