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Introduction: Unlike Western countries, many low- and middle-income countries (LMIC), like India, have a de-centralized
emergency medical services (EMS) involving both semi-government and non-government organizations. It is alarming that due to
the absence of a common ecosystem, the utilization of resources is inefficient, which leads to shortage of available vehicles and larger
response time. Fragmentation of emergency supply chain resources motivates us to propose a new vehicle routing and scheduling
model equipped with novel features to ensure minimal response time using existing resources.
Materials and Methods: The data set of medical and fire-related emergencies from January 2018 to May 2018 of Uttarakhand State
in India was provided by GVK Emergency Management and Research Institute (GVK EMRI) also known as 108 EMSs was used in
the study. The proposed model integrates all the available EMS vehicles including partial outsourcing to non-ambulatory vehicles like
police vans, taxis, etc., using a novel two-echelon heuristic approach. In the first stage, an offline learning model is developed to yield
the deployment strategy for EMS vehicles. Seven well researched machine learning (ML) algorithms were analyzed for parameter
prediction namely random forest (RF), convolutional neural network (CNN), k-nearest neighbor (KNN), classification and regression
tree (CART), support vector machine (SVM), logistic regression (LR), and linear discriminant analysis (LDA). In the second stage,
a real-time routing model is proposed for EMS vehicle routing at the time of emergency, considering partial outsourcing.
Results and Discussion: The results indicate that the RF classifier outperforms the LR, LDA, SVM, CNN, CART and NB classifier
in terms of both accuracy as well as F-1 score. The proposed vehicle routing and scheduling model for automated decision-making
shows an improvement of 42.1%, 54%, 27.9% and 62% in vehicle assignment time, vehicle travel time from base to scene, travel time
from scene to hospital, and total response time, respectively, in urban areas.
Keywords: emergency medical services, integration, routing and scheduling model, non-ambulatory vehicle, random forest, predictive
model, EMS, RF

Introduction
Emergency Medical Services (EMS) plays an important role towards public safety by reducing the mortality and
morbidity rate. The primary purpose of EMS is to allocate emergency vehicles to call locations, find the nearest hospital
for transferring patients and to provide on-site critical emergency care by using the limited available physical and human
resources effectively and efficiently. Time is the driving factor in estimating the performance of any EMS system.
Example, for a critically injured person in vehicular trauma, the survival depends on the time in which the patient
receives prompt treatment. The shorter the time, the higher the chances of survival. In medical terms, this concept is
known as the golden hour. This notion is not limited to trauma-related emergencies only. In case of heart attack or stroke,
time is a ticking bomb necessitating emergency medical care for patient survival.1
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The design of effective EMS systems involves several interconnected strategic decisions, such as locations for
deployment of emergency vehicles, number and type of the vehicles, dispatch strategies, hospital selection, etc. In
case of emergency management, most of the information is not known beforehand and is made available in real time only
which makes it dynamic in nature and difficult to comprehend.

Countries with well-organized emergency medical systems with adequate numbers of ambulances can significantly
reduce the response time. However, in areas where the demand is more than the capacity such as low- and middle-income
countries (LMICs), the response time is high due to insufficient physical as well as human resources. As per the World
Health Organization (WHO), there should be at least one ambulance per 100,000 people. However, in Delhi, the national
capital of India, the ratio is alarming with one ambulance for every 144,736 people.2 Of the total ambulances, some are
reserved for non-emergency tasks, for example, relocating patients from one health care center to another, or moving
discharged patients to their homes. This further reduces the number of ambulances available for life-threatening
emergencies.3

There is a growing need to increase the fleet of EMSs in order to adequately address the current as well as burgeoning
future demand. Moreover, in India there is no centralized EMS provider, unlike 911 in the US. The role of EMS is spread
across numerous public and private organizations resulting in lack of resources integration and protocols standardization
implying that EMS as a whole is fragmented and are underfunded or inconsistently funded which further reduces the
capacity as well as quality of EMS.4 Similar characteristics of EMS are also evident in countries like Nepal,5,6 Nigeria,7

Vietnam,8 and South Asian9 and African10 nations. Sheu and Pan11 have shown that a centralized emergency supply
network in response to a large scale disaster is efficient than a de-centralized system in terms of cost as well as response
time.

Further, the world is facing an acute health emergency with the ongoing COVID-19 pandemic. The adverse effects of
the pandemic have been pushing the already-struggling economy further down the slippery road.12 While every industry
is being impacted by the ongoing pandemic, it’s the health care industry that takes center-stage. The current fragile state
of the health care system did not just make the global environment ripe for worldwide pandemic but also exposed how
digital transformation in health care has been long-overdue. The influx of patients, inundated hospitals, shortage of
resources has exposed some persistent challenges in the health care industry such as lack of transparency and account-
ability, as well as little monitoring and oversight, leading to increased levels of mental stress for patients as well as their
families, students and the elderly.13–15

Increasing the in-house capacity of individual EMS service providers is not an effective approach as demand is
variable. Hence, for periods when the demand is higher than the capacity, outsourcing and integration of resources can
cater to the demand in a timely and more effective manner. Outsourcing can be done from various sources such as non-
EMS vehicles (police vans, rental car providers such as Ola and Uber cab services); and ambulances from private health
care facilities (non-public ambulances). In many countries, non-EMS vehicles present at the distress location are used for
transporting patients to nearest hospitals.16,17 Cornwell et al18 reported higher mortality outcomes in patients transported
by EMS vehicles in comparison to those transported using nearest available non-EMS vehicles.

Non-EMS vehicles can be used during non-availability of ambulances to transport trauma patients to the nearest
hospital; if the response time of an ambulance is high; also in non-critical/ non-emergency tasks so that ambulances are
available for future emergencies where paramedics are required. For better utilization of resources, the EMS vehicle
carrying non-critical patient can be re-routed to serve another patient if the total travel time is significantly low. For
countries with limited resources and high demand with significant variability, re-routing strategy can ensure maximum
coverage and optimal vehicle usage. With the advancement of technology, the vehicle dispatch system can track the real-
time location of vehicles and route the nearest vehicle to the demand location based on travel time and type of
emergency.

The critical point in ensuring minimum response time is the real-time estimation of traffic condition on-road
segments. Sometimes distance is small but the travel time is high mostly during peak hours. Nowadays, Google Maps
Distance Matrix API estimates the real-time traffic information. However, the traffic condition can change because of an
accident or other events along the route.19 Hence, using the current traffic information to predict arrival time is not the
best way. To overcome this, the vehicle closest to the emergency site can be deployed and navigated in a way that it
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arrives at the accident location and to the desired hospital in the minimum time with the changing traffic situation. Such
problems can be addressed using machine learning (ML) techniques which are very useful in predicting future scenarios
such as future demand points, road traffic conditions, location for vehicle redeployment, automatic hospital selection to
dispatch patient based on past data to avoid any delay in patient care, etc.

Finding the shortest route from the nearest available vehicle to the emergency call location and then to hospital is
termed as vehicle routing of emergency vehicles; refer to20–23 for detailed discussion. In this article, the authors propose
a novel two-echelon vehicle routing and scheduling framework with offline ML and partial outsourcing of resources for
EMS providers in developing countries. The contributions of this study are:

● Develop a prediction model by applying ML on historical emergency call data from EMS service provider with the
following capabilities:
○ Analyze well-researched ML algorithms for parameter prediction namely Random Forest (RF), Convolutional

Neural Network (CNN), k-Nearest Neighbor (KNN), Classification and Regression Tree (CART), Support Vector
Machine (SVM), Logistic Regression (LR), and Linear Discriminant Analysis (LDA) on test data set. The best
suited algorithm was used to formulate EMS prediction model.

○ Predict future demand areas based on the type of emergencies, time of the day and day of the week for
deployment of vehicles to reduce response time.

○ Estimate travel time of vehicle based on the time of day and day of the week.
○ Predict the choice of hospital in real time based on type of emergency, travel time and availability of resources.
○ The model will give two hospital locations based on complications: designated hospital and nearest hospital.

● Develop a non-linear integer programming mathematical model for routing and scheduling of ambulances with
partial outsourcing of ambulatory (medically equipped vehicle from private agencies or private hospitals) or non-
ambulatory vehicles (e.g., taxis and police vans) equipped with following features:
○ Re-route the in-house vehicle carrying non-critical patient en route to hospital to serve another patient if the

travel time is significantly low.
○ Monitor real-time information such as vehicle location and availability, available hospital capacity, availability of

doctors, etc., to avoid any unexpected delay.
○ Determine the vehicle type (ambulatory or non-ambulatory) before dispatching to the distress location in case of

outsourced vehicles or in case travel time is higher than desired using ML model.

Literature Review
In the last decade, many researchers have used different ML techniques for EMS decision-making.24–26 Ji et al-
27 developed a dynamic ambulance redeployment strategy for mobile ambulances using deep reinforcement learning
framework to reduce the pick-up time of patients. Policy gradient-based reinforcement was used to learn the score
network, and redeploy the ambulance at the station with the highest score. Zhou et al28 solved the ambulance demand
estimation problem over 2-hour discrete intervals in Toronto, Canada, using a novel time-varying Gaussian mixture
approach. Spatial and temporal characteristics of the data over time using mixture weights were proposed. Grekousis and
Liu29 developed an artificial intelligent tool to predict the vehicle base locations to address future demand in a short
period of time. The study predicted the expected emergency location site instead of zone. Emergency events (EEs) were
modeled as sets of interconnected points in space. Zhou30 predicted ambulance demand with accuracy over time and
space. Three approaches based on Gaussian mixture models; kernel-density estimation; and kernel warping were
proposed by the authors to predict the demand accurately.

While some studies have used ML, deep learning and/or artificial intelligent techniques for predicting the ambulance
demand, other studies find these methods useful in predicting travel times on road network.31–38 Boutilier and Chan39

proposed a regression approach to estimate the distribution of ambulance travel time between two points. The method uses
global positioning system data obtained from historical trips of ambulances on the given road network. Researchers also use
these approaches for the development of tools to recognize the type of emergency from the recorded calls such as cardiac
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arrest,40,41 so that the medical caregivers can give prompt treatment to the patient without any delay. Chi et al42 developed
a novel prediction and optimization-based decision support system for constructing a hospital referral expert system.

Recently scientists used data mining and ML techniques to predict hospital admission of patient in emergency
department;43 and in the decision-making of disaster and crisis management related tasks,44,45 allowing advance
resources planning and preventing bottlenecks during rescue operations or patient flow. However, these techniques
have not been used to predict all the above discussed features (demand locations, travel time, hospital selection, etc.) into
single prediction model. In this article, the authors develop a ML model to predict the following: demand sites for
deployment of vehicles, travel time and hospital location for an efficient EMS system.

The emergence of new technologies like artificial intelligence (AI) and ML offers unprecedented opportunities to
improve patient and clinical team outcomes, reduce costs, and impact global mental health.46 Examples include but are
not limited to automation; information synthesis; and recommendations and visualization of information for shared decision-
making. The increasing availability of health care data and rapid development of big data analytic methods has made possible
the recent successful applications of AI/ML in health care. Guided by relevant clinical questions, powerful AI techniques can
unlock relevant information hidden in the massive amount of data, which in turn can assist in decision-making.47–49

However, it is critical to identify suitable ML techniques to analyze the data. Sakr et al50 predicted the all-cause mortality
rate using the fitness data. The study evaluated and compared the performance of seven ML techniques in predicting medical
outcomes such as mortality from the data set. RF performed best in both accuracy and complexity. Kumari et al51 used
a single layer CNN model for identification of text or images containing of bullying comments in social media posts. Han
et al52 investigated the response of RF algorithm for intelligent diagnosis of rotating machinery. A framework was developed
to compare RF algorithm with other ML techniques from the literature. RF outperformed all in terms of accuracy, stability,
and robustness even with small training data sets. Zheng et al53 predicted a tourist’s next most likely points of interest to visit
in a city and concluded that results of RF are more accurate as compared to LambdaMART, Ranking SVM, ListNet and
RankBoost. Hence, in this research, RF algorithm is used for predictive analysis. The performance of RF is also compared
with 7 other classifiers namely KNN, SVM, CNN, LDA, naive Bayes (NB), LR, and a decision tree algorithm known as
CART. CNN, SVM, decision trees and deep learning techniques also find applications in other area such as classification of
imbalanced data;54 automatic disease detection,55 Web scraping.56,57

Use of historical data in planning of EMS can revolutionize the EMS sector. But certain studies incorporated the
uncertainty without feeding any historical data into the ambulance routing and scheduling problem, and used exact
approaches, heuristics or metaheuristics for solving the model. Sheu et al58 proposed a stochastic model for estimating
real-time effects of incident on surface street traffic congestion. An et al59 developed a mixed integer non-linear scenario
driven stochastic model to solve facility location problem with facility disruption risks; in transit traffic congestion and in
facility queuing delay.

Zhang et al60 developed a mathematical model for the allocation of manpower and routing of ambulances for the non-
emergency transfer service using variable neighborhood search algorithm. Liu et al61 introduced a double standard model
using genetic algorithm to solve vehicle allocation problem for EMS. Shishebori and Yousefi Babadi62 developed
a mixed-integer programming model for medical facility location and network design with system disruptions and
uncertainty. Andersson and Värbrand63 developed a decision support system for dynamic relocation and automatic
dispatching of ambulances. Lu and Sheu64 developed a robust vertex p-center model for locating urgent relief distribution
centers while addressing uncertainty in travel time.

However, the majority of prior research lacks integration of predictive analysis into the ambulance routing and
decision-making. This article develops a framework which incorporates the predictions from past data into the vehicle
routing model to make informed decisions in real time.

Materials and Methods
Study Area
The data set used in this study was provided by GVK Emergency Management and Research Institute (GVK EMRI)
commonly known as 108 Emergency Medical Service in India. Calling 108 is suited for different emergencies like
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medical, fire-related accidents, and reporting an ongoing crime,65 etc. The data used in this study are medical and fire-
related emergencies from January 2018 to May 2018 in state of Uttarakhand, India. The total geographical area of the
state is 53,483 km2, of which 86% of the area is mountainous-terrain and 65% is covered by forest but has a very low
population density of 189 persons per km2 as per Census 2011. 69.45% of the population is rural population and the rest
is urban population, thus making it difficult to deploy dedicated ambulances for small and scattered patches of
population. The total number of requests is 43,404 in the data with a surprising turn that only 29.6% of them are from
urban areas while 70.4% are from rural areas.

Ethics
The study protocol was reviewed and approved by corresponding author’s scientific research committee on 22nd June,
2016. The data given by GVK Emergency Management and Research Institute was anonymized. As the information used
in this study does not include any identifying information of the patients; thus, a written consent from the patients was
not required. This study is anonymized, and informed consent was waived.

Data Set and Preprocessing
To reduce the complexity and for the ease of data handling, the present study is modeled and tested on the data set of the
Dehradun district of Uttarakhand, India. It contains all the features of the original data set. The raw data set contains 9766
requests out of which 38.6% are from urban area and 61.4% are from rural areas. For each request, a total of 659
variables are collected and divided into 16 major feature categories presented in Table 1. Some of the data entries are
listed as “NULL”, such as no scene to hospital distance, any landmark, etc. For all those cases a dummy value is

Table 1 Model Variables

Sl. No. Category Variable Range

1 Area 1

2 Chief complaint 47

3 Time of the day 5

4 Time taken to assign the vehicle 11

5 Base Location 48

6 Hospital Location 115

7 BTOST (Travel time of emergency vehicle from base location to call/scene location) 7

8 STOHT (Travel time of emergency vehicles from the scene or call location to hospital location) 7

9 HTOB (Total travel time of vehicle from a hospital location to base location) 7

10 Age 13

11 Gender 3

12 Emergency 24

13 Sub_emergency 101

14 Patient Remark 6

15 Trip type 2

16 City 262

Total 659
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Table 2 Total Call Requests Distribution Based on Chief Complaint

Sl.
No.

Type of Chief Complaint No. of Request (Urban
Area)

No. of Request (Rural
Area)

Total
Request

Percentage

1 Pregnancy (child birth/ miscarriage/ labor pains) 1340 2118 3458 37.3

2 Accident- Vehicular 374 567 941 10.2

3 Others 367 504 871 9.4

4 Abdominal Pain 292 436 728 7.9

5 Breathing problem 211 346 557 6.0

6 Unconscious 129 263 392 4.2

7 Fall Victim 104 160 264 2.8

8 Fevers 83 157 240 2.6

9 Vomiting 73 132 205 2.2

10 Cardiac 65 112 177 1.9

11 Chest pain 50 106 156 1.7

12 Diarrhoea/ dehydration 53 83 136 1.5

13 B.P. problem Hypo and Hypertension (High B.

P. and Low B.P.)

29 86 115 1.2

14 Seizure/ convulsions/ fits 48 65 113 1.2

15 Fainting 38 71 109 1.2

16 Head injury 47 61 108 1.2

17 Assault (including sexual assault)/ violence 35 66 101 1.1

18 Poisoning (Insecticides/ pesticides, etc.) 46 52 98 1.1

19 Fracture 37 60 97 1.0

20 Stroke (paralysis) 45 47 92 1.0

21 Bleeding injuries 11 31 42 0.5

22 Diabetic problem (sugar problem) 15 26 41 0.4

23 Gastritis/Acidity/ Blood vomiting 20 17 37 0.4

24 Bleeding in pregnancy 17 19 36 0.4

25 Burns 16 16 32 0.3

26 Head ace 9 21 30 0.3

27 Suicide 11 18 29 0.3

28 Animal bite/ insect bite 10 15 25 0.3

29 ENT bleed 7 15 22 0.2

30 Accident -Domestic/non-vehicular 5 4 9 0.1

31 Train accident 5 0 5 0.1

Total 3592 5674 9266 100
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assigned, e.g., N/A for categorical data and 4-digit random numerical number for numerical data. Before the training and
testing of the model, categorical data of each feature set is converted into numerical value using label encoder class of
python tool. The processing steps for each category are defined below.

Area: The area of call location is listed as rural or urban, encoded in a binary variable (0 = Rural, 1 = Urban).
Chief complaint: 47 types of medical emergencies are identified as unique categories such as vehicular trauma, non-

vehicular trauma, cardiac, head injury, fever, fracture, etc. The distribution of requests on the basis of the chief complaint
is given in Table 2. The major chief complaint is pregnancy-related which contributes to 37.3% of all call requests. These
categories are further listed as critical and non-critical emergencies and the distribution of chief complaint on the basis of
criticality is shown in Tables 3 and 4.

Time of the day: EMS arrival calls per unit time are assumed to follow Poisson or Poisson related distribution by most
of the researchers.66–69 So, based on the data, the 24-hour shift has been divided into five periods: early morning hours
(03:00–09:00), morning hours (09:01–11:59), afternoon hours (12:00–17:00), evening hours (17:01–21:00), and night
hours (17:01–21:00). (21:01–2:59). The average number of calls per hour in each time frame is similar. The incoming
distress call distribution in percent throughout the day is as follows: 14.2% between 9:01–11:59, 22.3% between 12:00–
17:00, 17.7% between 17:01–21:00, 26.6% between 21:01–2:59, and 19.2% between 3:00–9:00.

Time taken to assign the vehicle: All the requests were distributed in 11 time-intervals. The intervals are defined as 0–
1, 1–2, 2–4, 4–6, 6–8, 8–10, 10–15, 15–20, 20–25, 25–30, >30.

Table 3 Total Call Requests Distribution Based on Critical Chief Complaint

Sl.
No.

Critical Chief Complaint No. of Request (Urban
Area)

No. of Request (Rural
Area)

Total
Request

Percentage

1 Accident -Domestic/non-vehicular 5 4 9 0.1

2 Accident- Vehicular 374 567 941 15.6

3 Assault (including sexual assault)/violence 35 66 101 1.7

4 Bleeding in pregnancy 17 19 36 0.6

5 Bleeding injuries 11 31 42 0.7

6 Burns 16 16 32 0.5

7 Cardiac 65 112 177 2.9

8 Chest pain 50 106 156 2.6

9 ENT bleed 7 15 22 0.4

10 Fainting 38 71 109 1.8

11 Fall Victim 104 160 264 4.4

12 Head injury 47 61 108 1.8

13 Poisoning (Insecticides/ pesticides, etc.) 46 52 98 1.6

14 Pregnancy (child birth/ miscarriage/ labor

pains)

1340 2118 3458 57.2

15 Stroke (paralysis) 45 47 92 1.5

16 Unconscious 129 263 392 6.5

17 Train accident 5 0 5 0.1

Total 2334 3708 6042 100
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Base location: 48 unique ambulance base locations were identified in the Dehradun district of Uttarakhand, India as
the base location. Base locations indicate the vehicle station location. These bases are shifted to other locations at every
fixed interval of time on the basis of demand pattern of the previous period.

Hospital location: The data provided lists 115 different hospitals. There are both public and private hospitals on the
list. From January through May, patients were sent to these hospitals.

The total travel time of ambulance in response to an emergency is divided into 3 parts as follows:
BTOST*: Travel time of emergency vehicle from base location to call/scene location was taken as metrics for

BTOST.
STOHT*: STOHT variable includes the travel time of emergency vehicles from the scene or call location to hospital

location.
HTOB*: The total travel time value of the vehicle from a hospital location to base location was taken as the basis of

HTOB variable.
*Note: It may be noted that BTOST, STOHT and HTOB have divided into 7 different time-intervals in minutes (0–10,

10–20, 20–30, 30–40, 40–50, 50–60, >60) for drawing a categorical comparison between two events rather than having
continuous comparison. This reduces the complexity of the RF model as individual travel-times are still considered for
making predictions. Another argument could have been to use continuous predictions instead of breaking into time-
intervals, but that would’ve left the decision-making to be done post-prediction, and that too at a higher computational
expense. Thus, it is suitable to present the results in given time-intervals.

Age: For a better understanding of the demand requests with respect to type of emergency and area, the age of the
patient is also taken into consideration. Patients are classified into 13 age groups with a 7-year interval; for example,
patients aged 0 to 7 years are included in one group.

Table 4 Total Call Requests Distribution Based on Non-Critical Chief Complaint

Sl.
No.

Non-Critical Chief Complaint No. of Request (Urban
Area)

No. of Request (Rural
Area)

Total
Request

Percentage

1 Abdominal Pain 292 436 728 22.6

2 Breathing problem 211 346 557 17.3

3 Fevers 83 157 240 7.4

4 Vomiting 73 132 205 6.4

5 Diarrhoea/ dehydration 53 83 136 4.2

6 B.P. problem Hypo and Hypertension (High B.
P. and Low B.P.)

29 86 115 3.6

7 Seizure/ convulsions/fits 48 65 113 3.5

8 Fracture 37 60 97 3.0

9 Diabetic problem (sugar problem) 15 26 41 1.3

10 Gastritis/Acidity/ Blood vomiting 20 17 37 1.1

11 Head ace 9 21 30 0.9

12 Suicide 11 18 29 0.9

13 Animal bite/ insect bite 10 15 25 0.8

14 Others 367 504 871 27.0

Total 1258 1966 3224 100
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Emergency: Type of emergency diagnosed (i) by on-call description by the victim, and (ii) at the scene location by the
first responders.

Sub_emergency: Further categorization of the emergency type, e.g., Pregnancy-related emergency is further diag-
nosed as labor pains, miscarriage, bleeding in pregnancy, etc.

Patient Remark: Before terminating the request, each call record in the data set has an ending remark that specifies the
paramedics’ course of action concerning the patients, e.g., Closed (patient admitted at hospital); Closed First Aid (first
responder gave first aid to the patient); First responder found that the patient is in stable condition (no emergency);
Patient expired (before ambulance reached the scene location); Patient refused treatment (used the transport).

City: Locations of a base from where the ambulance was dispatched is recorded as the city variable.

Predictive Analysis
The RF algorithm is used in this study for the predictive analysis. The predictions are made based on the historical data
for (i) deployment strategy of EMS vehicles, (ii) choice of ambulatory/non-ambulatory vehicle when the distress call is
received, and (iii) hospital selection if the victim is not able to communicate his/her choice when first responding vehicle
reaches the distress call location.

Considering the empirical aspect, it seemed reasonable to test a tree model. For this RF was chosen. The performance
of RF classifier is compared with 7 other classifiers namely KNN, SVM, CNN, LDA, NB, LR and decision tree
algorithm known as CART. Accuracy and F1 score is used as a measure of performance for all techniques. The analysis
of the compared results is presented in section 3.

We classified the data into three categories of prediction such as peak demand periods (based on type of emergency,
area, and time of the day), vehicle deployment location during peak hours (based on future distress locations, type of
emergency and travel time), and hospital selection (based on travel time and emergency type). The RF classifier includes
16 attributes/features related to the emergency already discussed in section 2.2. Ninety percent of the total data entries
were used to train the model and the rest 10% were used to test the model.

Random Forest Algorithm
An RF is built by creating the bootstrapped data set from the given data. The bootstrapped data set may have repeated
data entries as it is created randomly. RF randomly selects the set of variables and further divides it by randomly
selecting a subset of variables/attributes at every step. Once a decision tree is formed, a new bootstrapped data set is
created and a new tree is formed again by taking a subset of variables at each step. This is repeated “n” number of times.
The use of a bootstrapped sample and only a subset of the attributes at every stage results in a wide variety of trees.

The bootstrapped data set allows duplicate entries, as a result, some of the entries are not included in the bootstrapped
data set. Typically, 1/3 of the original entries do not end up in the bootstrapped data set. Such entries are known as “Out-
of-Bag Data sets.” These “Out-of-Bag Data sets” are used to determine the accuracy of the model as follows:

1. Run Out-of-Bag Data set entry through all of the decision trees and store the output. Aggregate the results and
assign that to the out of bag sample.

2. The number of out-of-bag samples that are correctly classified by RF will determine the accuracy of the model.
3. The proportions of the out-of-bag samples that were falsely classified are the out-of-bag error.

Pseudocode to build a RF:
1. Create a bootstrap sample X1 of size K from the training data set.
2. Arbitrary choose “A” attributes from the total of “N” attributes.
Where A ≪ N

a. For classification, A=
ffiffiffiffi
N
p

3. Between the selected “A” attributes, find the best split node “s” using Gini Index.
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Gini Index (s)= 1 � ∑
c

z¼1
pzð Þ2, where pz is the relative frequency of class z in the node s.

4. Using the best split, divide the node into offspring nodes.

1. Repeat steps 1 to 3 until the stopping criteria has been reached, i.e., nodes cannot be split further.

6. Repeat the steps 1–5 for “m” times to create “L” no. of trees.
Pseudocode for developing the accurate RF
1. Build an RF.
2. Calculate the accuracy of RF using the out-of-bag data set.
3. Alter the no. of attributes used per step to build a bootstrapped data set
4. Go to step 1 and repeat
5. Do this for n no. of times and then select the one that is most accurate.
Pseudocode to predict the outcome for a new test data at point “t”

1. Let Hl tð Þ be the class prediction of the lth tree in the RF.

2. Similarly, find the prediction outcome of each tree.

1. Final outcome, HL
RF tð Þ ¼ majority vote Hl tð Þð Þ

L
1.

Routing Methodology
To reduce the total response time; improve the patient survival rate, and increase the overall efficiency of EMS in India,
the proposed research is focused on developing a more sustainable solution. The objective of the study is to manage the
limited resources to meet the uncertainties. This can be achieved by integrating alternative transportation vehicle modes
other than 108 ambulances, e.g., non-ambulatory transportation vehicles (police cars, taxi, etc.), non-public ambulance
service providers.

In developing countries, especially India, the criticality of the incident cannot be predetermined. To tackle this issue,
the proposed model implements a novel approach which includes determining the criticality after reaching the distress
location, and accordingly take decisions for rest of the vehicle-routing strategy.

The proposed routing algorithm is designed to incorporate the results of predictive analysis for efficient and effective
scheduling and routing of vehicles as shown in Figure 1. The features of the proposed routing and scheduling frame-
work are:

● Location for vehicle deployment: Based on the predictions, hot spot locations for next period are created and
vehicle is deployed at the center of that location inside a government building or school or a hospital.

● Which vehicle to dispatch: In trauma cases, as discussed earlier it is more important to transport the patient to
hospital as soon as possible with or without first responders; but in cardiac related emergencies first responders are
needed to transport the patient. Since criticality of patient is not known beforehand, the RF will help in dispatching
of vehicle by categorizing the calls into type of emergencies, sub-emergencies and determining the criticality using
past data.

● In India, hospital selection in general is done by patient or his/her acquaintances at the distress location. Otherwise,
first responders take decision based on their experience and knowledge. In such cases, the prediction model can help
in taking these decisions. Patients’ hospital preferences are influenced by a variety of factors, including their
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Figure 1 Vehicle routing methodology.
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financial condition and the severity of their condition. For example, critically injured patients prefer a well-equipped
hospital over finances and non-critical patients are more likely to choose public hospitals. The hospital location is
predicted based on the type of emergency and travel time.

● Two hospital locations are needed in this study:
○ Designated hospital: Predicted by the RF model based on type of emergency and demand locations. There can be

more than one designated hospital. Final selection will be done by routing model based on the availability of
resources in real time and travel time.

○ Nearest hospital: Given by the routing model in case designated hospital is too far.
● The decision of dispatching the patient to hospital is taken in real-time by the routing model once the criticality of
patient is known. Because in India, the criticality of patient is not known beforehand and is determined after
arriving at the distress location only. Also, the choice of hospital will depend upon the availability of resources in
real-time. If the patient is critical, then the person is dispatched to nearest hospital instead of designated hospital.

● The prediction model is also used to estimate the travel time of vehicle based on the time of day and day of the
week.
○ In the data set, route taken by the emergency vehicle is not given; only locations such as vehicle start location,

call/patient location, hospital location and the distance between each pair (vehicle base to patient location; patient
location to hospital; and hospital to base location) is given.

○ A distance–time matrix is created using the given data. The prediction model uses the distance–time matrix to
predict the travel time between two locations.

○ Another attribute which contributed to prediction of travel time is time of the day. The travel time is predicted for
short time horizons of up to one hour.

○ Vehicle travel time is estimated after comparing the predicted travel time of ML model with the time given by
Google Maps Distance Matrix API. GPS data, once the trip is ended, is then used to calculate the error in
prediction between the actual and estimated time for future correction.

● A non-linear integer programming mathematical model is then developed for routing and scheduling of ambulances
with partial outsourcing of ambulatory or non-ambulatory vehicles.

● Other than outsourcing, the optimization model may re-route the in-house vehicle carrying non-critical patient
enroute to hospital to serve another patient if the travel time is significantly less.

● The proposed framework also determines the vehicle type (ambulatory or non-ambulatory) before dispatching to
distress location in case of outsourced vehicles or in cases travel time is more than desired using ML model.

Following assumptions are considered before modeling the routing problem:

1. All vehicles can serve any patient in case of unavailability of public ambulatory vehicles.
2. Non-ambulatory vehicles are prohibited from assigning to call location which will need medical staff for pre-

hospital care, e.g., heart-related emergencies, etc. (as discussed in literature review).
3. If more than one emergency vehicle is needed at the call location, then the request will be divided into several and

will be treated as individual requests with the same location.
4. Only public vehicles may be re-routed to serve more than one patient if it is transporting a non-critical patient and

in transit to the hospital.
5. Cloud sharing: Real-time sharing of information related to the emergency among all the parties involved:

a. In cases where 108 is too far to respond, any nearby patient carrier option can raise the hand and deliver the
patient to hospital.

b. In the meantime, with every incoming emergency request, nearby hospital’s status is also known in real-time
and the hospital can give green signals whether they can accommodate a new request or not. If they cannot
accommodate then new hospital can be identified with available facilities without losing time.

6. Before making a dispatching decision to a new location, the vehicles that are at patient scene, re-routed once and/
or transporting critical patients are excluded from the list of available vehicles.
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7. Status of patient with respect to criticality is known at the patient location only. First responders after examining
the patient will update the patient’s status.

8. Real-time status update with respect to each vehicle (vehicle is connected to GPS).
a. So that in case of vehicle breakdown or other random error (gets stuck) then for preliminary treatment the
patient can be taken to a nearby clinic or a hospital, whichever is nearest, for the first aid and after that
transferred to the desired hospital. The vehicle is subjected to a destination change if required.

b. If a new emergency request is located on the way to the hospital of already assigned vehicle, then it can
accommodate new emergency if needed.

9. Nearest hospitals have the resources to stabilize the critical patient but may or may not specializes in definitive
care.

10. Real-time data feedback to improve the system: travel time, type of emergency, environmental conditions, social
and cultural conditions, time of the day, location of request, etc., to estimate the reasons for delay for future
reference.

11. Google Maps Distance Matrix API is used to calculate the real-time traffic information.
a. Due to the mixed traffic conditions on Indian roads, it is difficult to consistently predict travel times accurately.
b. The integration of Google Maps Distance Matrix API into the model will help in developing the optimized
routes.

c. It will convert the emergency location into latitude and longitude coordinates and calculate distance/time
between emergency location and base location and/or hospital.

After considering all the above assumptions, the proposed model is designed to take decisions in four phases.

1. In the first phase, vehicle is assigned to the call location based on its availability and current location.
2. Decisions regarding the re-routing of vehicles are taken in the second phase. A vehicle transporting non-critical

patients to the hospital can be re-routed to serve another patient if the travel time is less. However, the vehicle
serving critical patient or two patients is exempted.

3. In the third stage, hospital is assigned to patient either based on his/her preference if given any or based on the
predictions of RF.

4. In the last stage, model relocates the vehicle either to the next call location or towards base station if no call is
received.

The developed methodology for the real-time routing and scheduling of emergency vehicles is presented in Figure 1.
The proposed problem is solved as a nonlinear integer programming problem. It incorporates the predictions from RF
into the model before dispatching the vehicle.

Mathematical Formulation
The proposed objective function (OF) has six parts for routing and dispatching of vehicles. Aim of OF is to minimize the
total travel time.

OF ¼ ½∑
i2N

∑
j2I

∑
v2V

tijvτXijv þ∑
i2I

∑
j2Hk

∑
v2VCA
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∑
j2Hk

∑
v2VNCPU

tijvτYijv 1 � ∑
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þ ∑
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∑
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tijvτZijv� 1

The model notations and decision variables are given in Appendix A.
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The first term in OF minimizes the vehicle travel time from base to emergency location. The second term minimizes
the travel time from emergency to hospital location for vehicles which are exempted from serving another patient ie
vehicles transporting either critical patient or two patient or non-ambulatory vehicles. The third to fifth term minimizes
the travel time for public vehicles (108) serving non-critical patients.

The first constraint given by Equation 2, states that at any node, vehicles can be dispatched only to: call/patient
location, hospital or base station.

∑
i2N

∑
j2I
Xijv þ∑

i2I
∑
j2Hk

Yijv þ ∑
i2Hk

∑
j2N
Yijv ¼ 1; "v 2 V 2

The second constraint given by Equation 3 states that non-ambulatory vehicle will not be assigned to emergency
locations requiring medical staff for pre-hospital care;

∑
i2NNA

∑
j2Iη
Xijv ¼ 0; "v 2 VNA 3

The third constraint given by Equation 4 states that each vehicle will return to the same base station if idle after hand over
of patient to the hospital (not assigned to another call location);

∑
i2N

∑
j2I

∑
w2Hk

XijvYjwvZwiv ¼ 0; "v 2 V 4

The fourth constraint given by Equation 5 states that vehicle dispatched to serve a patient can never go to hospital or to
base station without visiting the patient;

∑
j2Hk

Yijv þ ∑
w2N

Zjwv ¼ 0; "i 2 I; v 2 V 5

The fifth constraint given by Equations 6 and 7 states that public vehicle is permitted to reroute if there is significant
improvement in total travel time;

∑
i2N

∑
j02I
tij0vτXij0v � ∑

i2N
∑
j2I
tijvτXijv � f � M � βv; "v 2 VPU ; j�j 6

1 � Xijv � Xij0v � M � βv; "i 2 N; v 2 VPU ; j 2 I; j 2 I; j�j 7

The sixth constraint given by Equations 8 and 9 states that public vehicle servicing critical patient and non-ambulatory
vehicles will be exempted from rerouting;

∑
i2I

∑
j2Hk

Yijv ¼ 1; "v 2 VCA 8

∑
i2I

∑
j2I
Xijv þ ∑

i2Hk
∑
j2N
Zijv ¼ 0; "v 2 VCA ; i�j 9

Pseudocode for vehicle deployment and routing strategy
1. Prepare the data
Read the historical data
Convert string data to numerical using ranking method
Prepare and run Model
2. Place taken as class tag for classification
3. Divide the data into Training and Testing set
4. Pass the data through RF
5. Perform predictive analysis on the output from 4
6. Calculate accuracy
Get the possible locations from where the ambulance can be deployed
7. I = Take location of the new request
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8. Pass I to 5 and get V
9. Get nearest vehicle from V
if V=={Vpu || Vpr || VNA || VNCPU || VCA }
T = Evaluate tijvτ using OF
if V(TSv)< T
select the vehicle
direct selected vehicle to location
update v
Allocate hospital
if “choice of hospital” exists:
Check availability at target hospital
if True:
dispatch to target location
else:
evaluate “nearest designated hospital” based on complications using OF
if True:
dispatch to target location
else:
find the nearest hospital/ clinic
take the patient for the first aid
take the patient to the available hospital
update vehicle status as “Free” after patient handover
10. Repeat steps 7 to 10 for all the requests.

Results
Experimental Setup
All the experiments are done on a Dell Intel(R) CORE (TM) i5-5200U Processor with 2.20 GHz and 8 GB RAM and
a 64-bit operating system. Anaconda distribution platform is used for developing the model. In this study, the test data set
has been created on the basis of actual data obtained from GVK Emergency Management and Research Institute (GVK
EMRI) Uttarakhand, India. The test data set of 7 days’ duration has been extracted from actual call records of Dehradun
district of Uttarakhand, India. The characteristics of the extracted test data set reflects similar characteristics of actual
data set in terms of demand distribution as per day of week, time of the day, type of emergency, etc.

The collected data set has 45 ambulances in Dehradun district to fulfill the demand from January 2018 to May 2018.
Vehicle registration number of each ambulance served as the unique code for respective ambulances. These vehicles are
stationed at various locations for effective operations within the district. For this study, only Police Control Room (PCR)
vans are used to serve the purpose of non-EMS vehicles due to lack of taxi data. There are 39 police stations and police
check posts located within the district. These locations are assumed as base locations for stationing the non-EMS
vehicles.

For simulation, the sample size of non- EMS vehicles is assumed to be 78 PCR vans, two vans at each station/post.
Private ambulance services working within the district are also identified. To the best of our knowledge, there are 21
private ambulance service providers working within the district. The sample size of private ambulances is assumed to be
63, 3 ambulances at every base location. These ambulances are assumed to be stationed at the addresses given on Google
maps by respective service providers to run the simulation.

Geo-location of each vehicle is validated using Google maps before running the simulation. Since, the simulation
method is divided into two stages, first is predictive modeling and then routing. The results of predictive analysis can
change the final base location of vehicles before using it as input for 2nd stage. The hospital list is extracted from the
actual call data obtained from GVK EMRI. There are a total of 115 hospitals and clinics listed in the call records and are
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used as hospital destinations during simulation. These hospitals are further categorized into different types depending
upon the type of treatment provided, e.g., trauma centers, pregnancy related, heart disease specialist, etc. Accuracy, F1-
score, total response time, vehicle assignment time, vehicle travel time, etc. is used as model performance indicators.

Performance Evaluation
The performance of the RF classifier is compared with 7 other classifiers namely KNN, SVM, CNN, LDA, NB, LR and
decision tree algorithm known as CART. Any classification algorithm is evaluated on the basis of its classification
accuracy. In general, due to the accuracy paradox which states that for a given level of accuracy, the predictive models
may have greater predictive power than models with higher accuracy70 and hence it is best to use another performance
matrix as well. To overcome this, F1-score is used as a secondary metric for performance assessment as it estimates the
random error.

Accuracy ¼
Number of correct predictions
Number of total predictions

F1 ¼
2 � Precision � Recall
Precisionþ Recall

For the ease of comparison, a subset of 2000 data points is created. Out of which 90% are used for training and rest 10%
is used for testing. To reduce the bias from random sampling of training data, the learning models are trained and tested
using 10-fold cross validation method. The parameters of different classifiers are listed in Table 5. The results of
performance assessment between all the classification algorithms are shown in Figure 2. The results indicate that the RF

Table 5 Parameters of Different Classifier Used in the Study

S. No. Classifier Parameters

1 CNN Number of convolutional layers = 3;

No. of filters = 16, 32, 64;

Kernel size = 5; Stride = 1;
Pooling size = 2;

Activation function = ReLU, Softmax;

Batch size = 128;
Epoch = 1000;

Dropout rate = 0.2;

Learning rate = 0.001;
Loss function = Binary cross-entropy

2 KNN Number of nearest neighbors (k) = 3

3 CART Splitting criteria = Gini index;

Number of features = 16;
Maximum depth = 12

4 SVM Kernel function = RBF kernel function;
Cost (C) = 106;

Gamma = 10−5

5 LR Learning rate (α) = 0.3;

Threshold (c) = 0.5

6 LDA Tolerance for the matrix inversion (τ) = 10−4

7 RF Number of trees = 1000;
A (Number of variables as candidates at each split) = 4

Abbreviations: CNN, convolutional neural network; KNN, k-nearest neighbor; CART, classification and regression tree
(CART); SVM, support vector machine; LR, logistic regression; LDA, linear discriminant analysis; RF, random forest.
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out-performs all the other techniques. The performance of NB is lowest of all. RF classifier outperforms the LR, LDA,
SVM and NB classifier in terms of both accuracy as well as F-1 score. Performance of RF is almost equal to the CNN,
CART and KNN classifier in terms of accuracy, but is significantly better in terms of F-1 score.

Vehicle Assign Time Estimate to Incoming Request
The vehicle assign time is defined as the time after which a vehicle is assigned to scene location once the call is received.
The calls are classified into two categories: rural and urban because there is significant difference in infrastructure of both
the areas. Factors such as route network, condition of road, number of hospitals and available vehicles, etc., are different
for both the areas. Hence, the vehicle assignment time shall vary accordingly. The comparison of existing approach and
our customized random forest vehicle routing (RFVR) is presented in Table 6. The results indicate that in urban area
RFVR algorithm takes less than a minute to assign vehicle to 25.5% of the total requests in comparison to 18.5% in the
existing method. RFVR algorithm assigns vehicle to 90.2% of the requests within first six minutes of the call while
existing approach caters only to 80.2% of the requests. Three percent of the requests takes more than 30 minutes to
assign the vehicle in existing approach while in RFVR, all the requests are assigned vehicle within 25 minutes. The
statistics in case of rural area vary as 18% of the requests are catered by RFVR in less than a minute while only 13%
requests are assigned to vehicles in first minute according to existing data set; RFVR assigns vehicle to 81% of the
requests within first 6 minutes as compared to 74.8% in the existing approach.

Vehicle Travel Time Estimation from Base to Scene/Request Location
The location of the call is taken as the origin and the nearest location as identified by the algorithm is taken as the
destination. The approximate time to travel is estimated using past data. The comparison of the results is shown in
Table 7. The results indicate that vehicle takes less than 10 minutes to reach scene location in 27.3% and 20.8% in urban
and rural area whereas the existing method serves 23.3% and 18.4%, respectively. According to simulation data, 89%
requests in urban and 78.8% requests in rural areas are within 30-minute distance from the vehicle locations in
comparison to 76.6% in urban and 70.8% in rural areas in existing approach. According to historical data,
vehicles takes more than 60 minutes to reach scene location in 4.5% and 6.4% of the cases in urban and rural area
which improved to 1.5% in urban and 2% in rural respectively in the proposed approach.

Figure 2 Performance comparison of different classification techniques.
Abbreviations: CNN, convolutional neural network; KNN, k-nearest neighbor; CART, classification and regression tree (CART); SVM, support vector machine; LR, logistic
regression; LDA, linear discriminant analysis; RF, random forest.
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Total Response Time Estimation to an Emergency
The response time to an emergency is defined as the time difference between the call receipt time and vehicle arrival time
at the scene. In other words, response time is the sum of vehicle assignment time and travel time from base to scene. The
comparative results of the study are shown in Table 8. The proposed simulation indicates that 19.4% and 12.4% requests
in urban and rural area respectively are responded within 10 minutes of the call receipt as compared to the existing which
accounts for 15.6% in urban and 10.6% in rural areas. The results of the algorithm show that within the first 30 minutes
of the call, 81.5% and 68.4% requests in urban and rural area respectively are served as against the existing approach
which serves 66.5% and 59.2% requests in urban and rural area, respectively.

Table 9 shows the Vehicle assignment time with respect to type of emergency and comparison of average vehicle
assignment time to different types of emergency, comparison of simulated and existing average vehicle travel time from
base to scene location with respect to type of emergencies, and the average response time with respect to type of
emergency in urban and rural area of Dehradun district of Uttarakhand, India.

Estimated Improvement in Solution
Improvement in EMS services is calculated on the basis of reduction in time associated with the different tasks of
emergency services namely: vehicle assignment time, travel time from base to incident and incident to hospital, and total
response time. In urban area of Dehradun district, the RFVR simulation model shows an improvement of 42.1%, 54%,
27.9%. and 62% in vehicle assignment time, vehicle travel time from base to scene, travel time from scene to hospital
and total response time, respectively. In rural parts of the district, the algorithm shows an improvement of 17.3%, 13.8,
12.4%, and 13.8% in vehicle assignment, travel time from base to scene, travel time from scene to hospital and total
response time, respectively. Figures 3 and 4 shows the distribution of improvement with respect to emergency type in
urban and rural area respectively.

Proportion Utilization of Integrated System Capacity
The capacity of the simulated system is defined as the total number of vehicles (in-house and outsourced), the total
number of hospitals in Dehradun district including polyclinics. The results are reported in terms of proportions of
requests served by GVK EMRI (108) and other alternative options. The results of simulation indicate that 76% of the

Table 6 Proportions of Vehicle Assignment Distribution Within Intervals (in Minutes)

Urban (%) Rural (%)

Time in Minutes Existing RFVR Existing RFVR

0–1 18.5 25.5 13 18

1–2 25 29.5 18.3 22

2–4 22.2 29 24.5 25

4–6 14.5 6.2 19 16

6–8 6.7 4.8 9 8

8–10 3 1.5 3.6 4

10–15 3 1.5 4.1 2.5

15–20 1.5 1 2.3 2

20–25 1.6 1 1.9 2.5

25–30 1 0 1 0

>30 3 0 3.3 0
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requests are served using 108 emergency vehicles; 19% are addressed using 112 or police cars (112 is a new centralized
emergency service launched in India for multiple request types), and; the rest 5% are addressed using other emergency
providers such as private ambulances. Hospital assignment ie selection of hospital is distributed as follows: 65% of the
patient are transferred to designated hospitals which are listed in the 108 system; 15% are transported to patient’s choice;
11% are sent to nearest hospital; and the rest 9% are taken to polyclinics.

Discussion and Implications
In both urban and rural areas of Uttarakhand State, India, the results obtained using the proposed method demonstrate
potential improvements in all the considered metrics: average ambulance assignment time, average vehicle travel time
from base to scene, and average vehicle response time. However, as compared to rural regions, the rate of improvement
in urban areas is substantially higher. This might be owing to the scarcity of both public and private ambulatory vehicles.
Furthermore, the number of resources available to outsource non-ambulatory vehicles is restricted in rural areas. In
general, rural regions have lower population density and are more dispersed than urban areas, making it inefficient to
deploy large amounts of resources to serve such a dispersed population. Additionally, in rural regions, there are few
hospitals with minimal resources such staff, equipment’s, ventilators, etc. The mountainous landscape of Uttarakhand’s
Dehradun area contributes to the increase in travel time as well. The narrow road or single lane road condition is
prevalent in rural areas leading to traffic delays.

Table 8 Proportions of Responses to an Emergency Within Time (in Minutes)

Urban (%) Rural (%)

Time in Minutes Existing RFVR Existing RFVR

0–10 15.6 19.4 10.6 12.4

10–20 27.6 32.1 25.2 29

20–30 23.3 30 23.4 27

30–40 14.2 11.4 16.5 14.6

40–50 7.8 2.9 9.4 5.8

50–60 4.4 2.1 5 4.4

>60 7.1 2.1 10 6.8

Table 7 Proportions of Vehicle Traveled from Base to Scene Within Time Interval

Urban (%) Rural (%)

Time in Minutes Existing RFVR Existing RFVR

0–10 23.3 27.3 18.4 20.8

10–20 31 35.7 30.4 33

20–30 22.3 26 22 25

30–40 10.8 5.5 13.4 10.2

40–50 5.7 1.8 6.7 5

50–60 2.4 2.2 2.7 4

>60 4.5 1.5 6.4 2

Risk Management and Healthcare Policy 2022:15 https://doi.org/10.2147/RMHP.S338186

DovePress
211

Dovepress Rathore et al

Powered by TCPDF (www.tcpdf.org)

https://www.dovepress.com
https://www.dovepress.com


Table 9 Average Time Metrics with Respect to Chief Complaint

Sl.
No.

Type of Chief Complaint Average Ambulance Assignment Time Average Vehicle Travel Time from Base
to Scene

Average Vehicle Response Time

Urban Rural Urban Rural Urban Rural

Existing RFVR
Solution

Existing RFVR
Solution

Existing RFVR
Solution

Existing RFVR
Solution

Existing RFVR
Solution

Existing RFVR
Solution

1 Abdominal Pain 5.0 3.0 5.8 5.2 21.2 13.7 27.9 25.9 26.2 16.7 33.7 31.1

2 Accident -Domestic/non-vehicular 3.6 1.9 7.8 5.8 18.6 5.4 17.9 14.7 22.2 7.3 25.7 20.5

3 Accident- Vehicular 3.9 1.1 4.7 4.0 16.0 4.0 19.4 14.9 19.9 5.1 24.1 18.9

4 Animal bite/ insect bite 7.4 3.0 4.9 4.3 19.7 11.4 34.9 29.7 27.1 14.4 39.8 34.0

5 Assault (including sexual assault)/

violence

3.3 1.5 7.6 6.8 23.6 7.4 22.5 19.8 26.8 8.9 30.1 26.6

6 B.P. problem Hypo and Hypertension

(High B.P. and Low B.P.)

5.5 3.4 5.6 5.0 24.2 14.0 26.0 23.9 29.7 17.4 31.6 29.0

7 Bleeding in pregnancy 3.4 1.2 3.6 3.0 18.5 4.0 15.4 12.1 21.9 5.2 18.9 15.1

8 Bleeding injuries 5.5 2.3 5.8 5.0 25.1 8.0 29.0 25.5 30.6 10.3 34.8 30.5

9 Breathing problem 7.2 3.0 6.2 5.2 24.0 8.2 26.3 21.8 31.2 11.2 32.5 27.0

10 Burns 7.0 2.1 5.8 4.8 19.6 8.4 23.2 19.5 26.6 10.5 29.0 24.3

11 Cardiac 4.1 1.3 5.3 4.4 20.6 6.5 22.8 18.0 24.7 7.8 28.1 22.4

12 Chest pain 3.1 2.0 7.1 6.0 22.1 6.7 23.0 19.1 25.2 8.7 30.0 25.1

13 Diabetic problem (sugar problem) 4.2 3.8 6.6 5.8 18.9 10.3 20.6 18.9 23.1 14.1 27.1 24.7

14 Diarrhoea/ dehydration 8.5 3.2 8.7 7.4 20.7 21.0 31.0 28.5 29.2 24.2 39.7 35.9

15 ENT bleed 4.4 1.9 4.3 3.7 10.2 4.3 26.8 22.5 14.6 6.2 31.1 26.1

16 Fainting 4.7 1.6 6.0 5.2 21.8 8.0 21.4 18.2 26.5 9.6 27.4 23.4

17 Fall Victim 5.2 2.3 5.7 4.9 25.0 6.5 28.9 26.3 30.3 8.8 34.6 31.2

18 Fevers 6.2 4.7 6.2 5.3 24.4 16.6 29.5 27.4 30.6 21.3 35.7 32.7

19 Fracture 4.0 3.3 5.1 4.3 26.4 10.3 22.2 20.0 30.5 13.6 27.3 24.3

20 Gastritis/ Acidity/ Blood vomiting 3.5 3.6 5.1 4.6 26.4 14.9 22.0 19.8 30.0 18.5 27.2 24.4
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21 Head ace 3.2 3.2 6.6 5.8 22.1 9.6 22.9 21.5 25.3 12.8 29.6 27.3

22 Head injury 4.4 2.4 4.3 3.7 30.8 5.0 26.8 21.2 35.3 7.4 31.1 24.9

23 Others 7.1 3.0 8.0 6.9 24.0 12.4 26.3 24.7 31.1 15.5 34.3 31.6

24 Poisoning (Insecticides/ pesticides, etc.) 5.4 2.2 5.4 3.3 18.0 9.5 24.4 19.8 23.4 11.7 29.8 23.0

25 Pregnancy (child birth/ miscarriage/

labor pains)

4.8 1.9 5.7 3.8 23.4 9.8 28.0 22.4 28.2 11.7 33.6 26.2

26 Seizure/ convulsions/fits 3.9 3.6 6.1 4.4 20.2 7.8 22.5 19.2 24.1 11.4 28.6 23.5

27 Stroke (paralysis) 2.8 2.0 4.0 2.8 25.1 6.0 25.0 19.3 27.9 8.0 29.0 22.1

28 Suicide 6.4 4.8 7.0 6.3 15.1 17.0 17.8 16.8 21.5 21.8 24.9 23.0

29 Train accident 4.0 3.6 0.0 0.0 12.6 5.1 0.0 16.7 16.6 8.7 0.0 0.0

30 Unconscious 8.4 3.8 8.1 4.9 18.2 7.8 20.1 24.3 26.5 11.6 28.2 21.5

31 Vomiting 5.9 5.9 7.6 6.5 24.4 19.4 27.3 9.0 30.3 25.3 34.8 30.8
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The findings imply that integration of resources and utilization of historical data into a real-world dynamic system can
improve the efficiency and efficacy of a fragmented supply chain system. The proposed approach helps to save time and
promote effective utilization of resources. Resource outsourcing in a dynamic environment is not only beneficial in
meeting the demand in a timely manner, but can also be beneficial in a life-threatening situation. The applications of the

Figure 4 Improvement in rural area.

Figure 3 Improvement in urban area.
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proposed approach have promising future in EMSs of developing countries where funds and system capacities are limited
but demand is high.

The promising results obtained from the developed prediction model suggest that utilizing a large data set derived
from day-to-day operations is beneficial in gaining meaningful insights into the system and its characteristics in real-
world scenarios. By reducing system uncertainties, policymakers and decision-makers will be able to make more
informed and long-term decisions. Furthermore, prediction models can also aid in the reduction of human interaction
with the system, thereby moving the system closer to semi/complete automation.

Conclusion and Future Work
In this article, the authors have developed a two-echelon vehicle scheduling and routing model for EMSs in Uttarakhand,
India. In the first echelon, offline learning model based on an RF algorithm is used for prediction of the following:
emergency demand sites, travel time, type of vehicle to be dispatched and selection of hospital. In second stage, the
vehicle routing model with partial outsourcing and re-routing of vehicles is used to optimize the routes of emergency
vehicles, reduce travel time and improve the overall efficiency of system.

A data set of 9766 points has been used to train and test the model. The performance of the RF classifier is compared
with 7 other classifiers namely KNN, SVM, CNN, LDA, NB, LR and decision tree algorithm known as CART. Accuracy
and F-1 score is used to draw the comparisons. The results show that the RF classifier outperforms all the other
techniques.

To meet the rising demand for emergency services, it is proposed to create a centralized framework by integrating all
the available EMS and alternative resources such as non-ambulatory vehicles, private ambulances, etc., instead of
increasing the in-house capacity. The results of the simulation show that there is 62% and 13.8% reduction in the total
response time in urban area and rural area respectively of Dehradun district of Uttarakhand. Hence, integration of
resources can help the EMS to respond to an emergency in a time effective manner without increasing the current in-
house capacity. It should be noted that the rate of improvement in urban areas is substantially higher. This might be due
to lack of resources and hilly topography, both of which contribute to the increase in total response time.

This study can be applied to different parts of the country with modifications due variation in traffic conditions and
norms of EMS. The proposed approach has a promising future in emergency medical care in other LMICs with limited
resources and system capacities and high demand. Future studies can be taken up to determine the probability of future
emergencies in real-time as well as traffic conditions on road using online learning framework for efficient allocation of
vehicles. There is a growing need to explore the use of medical drones in order to supply medicines where accessibility is
difficult, provide first aid kit to an accident location, check patient status using video, etc.
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