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Due to significant anatomical variations in medical images across different cases, medical image 
segmentation is a highly challenging task. Convolutional neural networks have shown faster 
and more accurate performance in medical image segmentation. However, existing networks for 
medical image segmentation mostly rely on independent training of the model using data samples 
and loss functions, lacking interactive training and feedback mechanisms. This leads to a relatively 
singular training approach for the models, and furthermore, some networks can only perform 
segmentation for specific diseases. In this paper, we propose a causal relationship-based generative 
medical image segmentation model named GU-Net. We integrate a counterfactual attention 
mechanism combined with CBAM into the decoder of U-Net as a generative network, and then 
combine it with a GAN network where the discriminator is used for backpropagation. This enables 
alternate optimization and training between the generative network and discriminator, enhancing 
the expressive and learning capabilities of the network model to output prediction segmentation 
results closer to the ground truth. Additionally, the interaction and transmission of information 
help the network model capture richer feature representations, extract more accurate features, 
reduce overfitting, and improve model stability and robustness through feedback mechanisms. 
Experimental results demonstrate that our proposed GU-Net network achieves better segmentation 
performance not only in cases with abundant data samples and relatively simple segmentation 
targets or high contrast between the target and background regions but also in scenarios with 
limited data samples and challenging segmentation tasks. Comparing with existing U-Net networks 
with attention mechanisms, GU-Net consistently improves Dice scores by 1.19%, 2.93%, 5.01%, 
and 5.50% on ISIC 2016, ISIC 2017, ISIC 2018, and Gland Segmentation datasets, respectively.
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Fig. 1. Original images and corresponding ground-truth annotations in medical image segmentation tasks. (a) shows the original images of skin lesions along with 
their corresponding ground-truth images. (b) illustrates the tissue slice images for glandular segmentation along with their corresponding ground-truth images.

1. Introduction

Medical images play a crucial role in the diagnosis and treatment of diseases. The emergence of computer-aided diagnosis and 
treatment systems has provided more accurate medical image interpretation for various diseases, assisting doctors in more effective 
treatment [1–3]. Segmenting organs or lesion images from medical scans aids doctors in making accurate judgments, planning surgical 
procedures, and devising appropriate treatment strategies. Moreover, precise and reliable medical image processing reduces the time, 
cost, and errors associated with manual processing. Among numerous medical image processing tasks, medical image segmentation 
is a critical component [4]. While medical image segmentation helps to clarify changes in anatomical or pathological structures in 
images, aiding physicians in identifying missed lesions and improving disease prevention and treatment plans, it remains a challenging 
task due to the complex geometric structures, blurred edges, various types of interference, and inherent noise values present in medical 
images.

As shown in Fig. 1, medical image segmentation has been applied in the fields of skin lesion segmentation [5] and glandular 
segmentation [6]. In (a), it depicts original skin lesion images and their corresponding ground-truth images, while in (b), it illustrates 
tissue slice images for glandular segmentation along with their corresponding ground-truth images. When performing segmentation of 
skin lesion images, a number of difficulties still need to be overcome, even though sufficient data samples and a high contrast between 
the lesion area and the background in some images can be utilized. These difficulties include the fact that the size of the lesion area 
may be small, the edges may not be sufficiently sharp, and the presence of interfering factors such as hairs and discoloration on 
the skin, all of which can make the segmentation process more complex. For the segmentation of the glandular dataset, the small 
number of samples, the extremely low contrast between the glandular region and the background, the unclear boundaries between 
the glands, and the possible presence of structures within the glands that are similar to those in the background combine to make the 
segmentation process more difficult.

Deep learning networks have made remarkable achievements in the field of medical image segmentation, surpassing state-of-the-
art non-deep learning methods. Fully Convolutional Networks (FCNs) [7] were among the earliest deep learning networks applied 
in medical image segmentation. Ronneberger et al. extended this architecture and proposed the U-Net [8] network structure, which 
achieved good segmentation performance with a large amount of training data. They consist of an encoder and a decoder. In the 
encoding stage, image features are primarily extracted through downsampling. In the decoding stage, upsampling is performed to gen-
erate segmentation maps of the same size as the input. Currently, various networks such as V-Net [9], 3D U-Net [10], Res-UNet [11], 
Dense-UNet [12], YNet [13], KiU-Net [14,15], and U-Net3+ [16] have been specifically proposed for image and volume segmenta-
tion of various medical imaging modalities. The utilization of attention mechanisms in U-Net models [17,18] enables the networks 
to focus more on the most relevant information in the feature maps while suppressing irrelevant information. These techniques have 
demonstrated excellent performance on many challenging datasets, confirming the efficiency of convolutional neural networks in 
recognizing and extracting organ or lesion features from medical scans. However, these network models rely on a huge amount of 
data to be trained and a large number of network parameter configurations to exhibit good generalization capabilities. This leads 
to the fact that current segmentation methods are largely dependent on data samples and are sensitive to the information in the 
input data. However, an important challenge faced in the field of medical image segmentation is the difficulty of obtaining sufficient 
data samples. In addition, most of the current attention mechanisms applied to medical image segmentation are based on traditional 
probability-based visual learning methods, which are only used to explicitly guide the final prediction results, while ignoring the 
causal connection between the prediction and the attention mechanism. Specifically, existing attention mechanisms mainly perform 
weakly supervised training via loss functions and lack other supervisory signals to guide the training process. Such likelihood-based 
methods focus only on explicit guidance of the final prediction without considering the causal interaction between prediction and 
attention.

We propose the GU-Net (Generative U-Net Network) model, where an improved U-Net network serves as the generative network. 
Specifically, we incorporate the Causal Attention Mechanism based on Channel and Spatial Dimensions (CSCA), which is a fusion 
of the Convolutional Block Attention Module (CBAM), into the decoder stage. CBAM enables the extraction of image features in 
both channel and spatial dimensions, emphasizing more relevant features while suppressing less relevant ones. By combining CBAM 
with the causal attention mechanism, the attention module is not solely dependent on the loss function for training but can also 
adjust based on the causal relationship between prediction and attention. Additionally, the integration with the discriminator in 
the Generative Adversarial Networks (GAN) allows the GU-Net to leverage backpropagation. This enables the network to update 
its parameters without direct reliance on data samples, thus improving the network’s generalization performance. Furthermore, the 
2

interaction between the two networks in the optimization process enhances the accuracy of segmentation results. We will conduct 
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medical image segmentation experiments on both the skin lesion image dataset and the GlaS gland dataset. These two datasets are 
vastly different in type, with varying sizes and shapes of areas to be segmented, and they exhibit significant interference factors. 
This will validate that GU-Net can achieve good segmentation results not only with sufficient data but also with smaller datasets. 
Additionally, conducting experiments on different types of datasets will verify the generalization performance of GU-Net.

2. Related work

2.1. Medical image segmentation

Early methods for medical image segmentation typically relied on edge detection, template matching, statistical shape models, 
active contours, and traditional machine learning techniques. These methods have achieved decent results to some extent, but medical 
images often suffer from issues such as blurriness, noise, low contrast, making feature representation more difficult. Therefore, medical 
image segmentation remains one of the most challenging tasks in the field of computer vision.

Due to the rapid advancement of deep learning techniques, manual feature extraction for medical image segmentation is no longer 
widely employed. Convolutional neural networks (CNN) have successfully achieved hierarchical feature representation of images, 
making them one of the hottest research topics in image processing and computer vision. Since CNNs, which are used for feature 
learning, are not sensitive to image noise, blurriness, and contrast, they can achieve excellent results in medical image segmentation.

Neural networks used for image segmentation typically adopt the encoder-decoder architecture of fully convolutional networks. 
The encoder is responsible for extracting image features, while the decoder aims to restore the extracted features to the original image 
size and output the final segmentation result. Typical neural network structures include U-Net [8], FCN [7], Deeplab [19], among 
others. U-Net is an end-to-end trainable network composed of an encoder and a decoder. The encoder functions as a feature extractor, 
acquiring high-dimensional features across multiple scales, which the decoder utilizes to reconstruct the target for segmentation. 
U-Net incorporates skip connections to effectively fuse low-resolution and high-resolution feature maps, effectively combining image 
features at different resolutions. Currently, U-Net has become a benchmark model for most medical image segmentation tasks and 
has undergone various efficient improvements. For instance, Zhou et al. proposed the U-Net++ model [20]. Compared to U-Net, 
U-Net++ combines the DenseNet structure, enhancing gradient flow through dense skip connections. Additionally, it introduces 
multi-level upsampling and concatenation operations to increase network capacity and contextual information, thereby improving 
segmentation performance on medical images. Milletari et al. introduced the V-Net model [9], which achieves 3D medical image 
segmentation. Compared to U-Net, V-Net utilizes 3D convolutional kernels to better exploit the high-dimensional spatial correlation in 
the data. Furthermore, V-Net employs residual connections for four layers of convolutional operations, resulting in better performance 
in medical image segmentation. AttResDU-Net [21] proposes an attention-based residual dual U-Net architecture, which modifies 
existing medical image segmentation models by incorporating attention gates on skip connections and residual connections within 
the convolutional blocks. However, existing neural networks are trained based on input data and are heavily influenced by it. If the 
model can be combined with a GAN network’s discriminator, it can utilize the discriminator for backpropagation, updating only using 
gradients flowing through the discriminator, thereby enhancing the model’s generalization ability.

In recent years, the emergence of Transformer network models has led to various adaptations in medical image segmentation mod-
els. For instance, U-Net Transformer [22] applies the U-shaped architecture for image segmentation while integrating Transformer’s 
self-attention and cross-attention mechanisms. Although visual Transformers have made significant progress in the field of image 
segmentation, it’s important to recognize that most visual Transformer models are relatively complex, computationally intensive, and 
require longer training times, demanding higher hardware specifications. In contrast, our proposed GU-Net model is a lightweight 
network, requiring lower hardware specifications, shorter training times, and is more suitable for real-time applications.

2.2. Attention mechanisms

Attention is one of the fundamental mechanisms in human visual perception. When confronted with complex scenes, humans 
have the ability to selectively focus on regions of interest, narrowing down the search range and accelerating recognition speed. 
Many researchers have made efforts to simulate human attention mechanisms in computer vision systems [23–25], aiming to facilitate 
more accurate recognition by discovering regions of interest and alleviating negative effects caused by variations in visual appearance, 
cluttered backgrounds, occlusions, and so on.

Existing attention mechanisms can be broadly categorized into two types: local attention and non-local attention. Oktay et al. 
proposed an attention U-Net model [18], which incorporates a spatial attention block into the U-Net architecture. By using spatial 
attention, weight maps are generated to modulate the output of the encoder, suppressing low-correlation regions and highlighting 
salient features for pancreas segmentation. SA-UNet [26] achieves state-of-the-art performance by introducing spatial attention mod-
ules, inferring attention maps along the spatial dimension, and multiplying them with input feature maps to achieve adaptive feature 
refinement. This has been demonstrated on the DRIVE and CHASE_DB1 datasets for vessel segmentation. Channel attention, on the 
other hand, leverages learned global information to selectively emphasize useful features and suppress irrelevant ones, adjusting 
the response strength of features across channels. Hu et al. introduced Squeeze-and-Excitation Networks (SE-Net) [27], which em-
ploy a three-step process involving squeezing, exciting, and generating feature weight maps using the sigmoid function to achieve 
channel-wise attention weighting, revealing the importance of channel features across the entire feature map. While spatial attention 
overlooks the variations in different channels and treats each channel equally, channel attention directly focuses on global infor-
3

mation, disregarding spatial local information for each channel. Therefore, researchers have proposed models with hybrid attention 
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blocks, combining the advantages of both attention mechanisms. For instance, Woo et al. proposed the Convolutional Block Attention 
Module (CBAM) [28], which combines spatial attention and channel attention modules. Compared to attention mechanisms that 
solely focus on either spatial or channel aspects, CBAM achieves better results. Non-local attention mechanisms distribute weights 
across different parts of the entire input signal, allowing the model to concentrate on crucial parts to improve performance. Wang et 
al. introduced a non-local U-Net to overcome the limitations of convolutional operations in medical image segmentation [29]. This 
network model utilizes self-attention mechanisms and global aggregation blocks during the upsampling and downsampling processes 
to extract comprehensive image information, leading to more accurate segmentation predictions. Non-local attention mechanisms 
capture contextual information of input signals more comprehensively compared to local attention mechanisms, which only focus on 
a subset of the data. However, local attention mechanisms are generally more efficient as they only need to attend to specific regions 
in the data, in contrast to non-local attention mechanisms.

It can be seen that attention mechanisms are effective in improving the segmentation accuracy of medical images. However, most 
attention modules currently used in medical image segmentation are supervised by the final loss function, lacking strong supervision 
signals to guide the training process. They are only used to explicitly train the generation of the final prediction, disregarding the 
causal relationship between prediction and attention mechanism. In GU-Net, a generative network based on the U-Net model is 
employed as the underlying framework, and a causal counterfactual attention mechanism fused with the CBAM attention module is 
introduced in the decoding stage for medical image segmentation. The counterfactual attention mechanism [30] quantifies the quality 
of attention by comparing the impact of facts (features highly correlated with the ground-truth) and counterfactuals (features with 
lower correlation with the ground-truth) on the final prediction. Then, by maximizing the differences, the counterfactual attention 
mechanism enables the network to learn the most effective visual features, reducing the influence of interference factors on medical 
image segmentation and enhancing the discriminative power of the network model.

3. Methods

Taking inspiration from interactive training and the causal relationship between attention mechanisms, we propose the GU-Net 
network model as shown in Fig. 2. This model combines the advantages of spatial and channel attention mechanisms for feature 
extraction, the causal relationship between prediction and attention, and the interactive training between the generator and dis-
criminator in GAN networks. In the following sections, we will provide a detailed description of the different components of this 
network.

3.1. Overall framework of GU-Net

The structure of the GU-Net network model is illustrated in Fig. 2. While maintaining generality, we chose the powerful U-Net 
network model [8] as the base model for the generator in our approach, integrating four Counterfactual Spatial Channel Attention 
(CSCA) mechanisms fused with CBAM into the decoder part of the U-Net. This allows each attention module to correspond to a level 
or a feature map within the decoder. The main advantages are as follows: (1) Each level of the U-Net decoder contains features 
at different scales. By incorporating attention mechanisms at each level, the network can better focus on information at specific 
scales, enabling the fusion of multi-scale features. (2) Applying attention mechanisms at each level enhances the network’s ability to 
accurately reconstruct details and boundary information of the target objects. Each level’s attention mechanism helps the network 
concentrate on processing information at specific scales, thereby improving its reconstruction capability. (3) Attention mechanisms 
aid in extracting relevant feature information while suppressing irrelevant details. Introducing attention mechanisms at each level 
enhances the network’s representational capacity, enabling more effective learning of image representations. (4) Feature maps at 
different levels may have varying levels of information and importance. Integrating attention mechanisms at each level allows the 
network to adaptively adjust attention allocation based on the feature information at different levels, thereby better adapting to 
different types of input images. In summary, adding four attention modules allows the generator to flexibly and effectively handle 
features at different scales, thereby improving segmentation performance and enhancing the network’s generalization capability.
The GU-Net model is further combined with a discriminator to achieve interactive training through backpropagation. The input 
to the generator network is either the original lesion image or tissue slice image, while the input to the discriminator consists of 
the concatenation of the original lesion image or tissue slice image with the generated result from the generator network, and the 
concatenation of the original lesion image or tissue slice image with its corresponding ground truth image. In the GU-Net model, the 
improved U-Net network as the generator aims to generate segmentation result maps with high accuracy to deceive the discriminator 
network, while the objective of the discriminator is to distinguish between the generated feature maps by the generator and the 
ground-truth. In this way, the generator and discriminator form a dynamic “game process”. During the “game process”, the generator 
and discriminator continuously update their weights to generate feature maps that are most correlated with the ground-truth.

3.2. CSCA attention mechanism

The purpose of the CSCA module is to enhance the quality of the model by adjusting the prediction based on the causal relationship 
between prediction and attention, building upon the accurate segmentation feature maps extracted by CBAM in both channel and 
spatial dimensions, as illustrated in Fig. 3.

The CBAM (Convolutional Block Attention Module) effectively captures global contextual information and channel-wise correla-
4

tions of image features. It consists of two sub-modules: the channel attention module and the spatial attention module.
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Fig. 2. Overall architecture of GU-Net.

The channel attention module aims to adaptively learn the importance of each channel and enhance relevant feature channels. It 
achieves this by modeling global information for each channel. Initially, the channel attention module employs adaptive global max 
pooling and adaptive global average pooling operations to extract the maximum and average values for each channel from the input 
feature map. Subsequently, these globally pooled features are passed through a multilayer perceptron (MLP) to learn the importance 
weights for each channel. The MLP typically comprises two convolutional layers followed by a ReLU activation function. The first 
convolutional layer reduces the number of input channels to 1/16 of the original size, followed by ReLU activation, and the final 
convolutional layer restores the number of channels to the original size to learn the weights for each channel. The output values 
are then compressed to a range between 0 and 1 using the sigmoid function, representing the attention weights for each channel. 
Finally, the channel attention weights are applied to each channel of the input feature map to enhance useful feature channels through 
weighted multiplication.

The feature map processed by the channel attention mechanism serves as the input to the spatial attention module. The spatial 
attention module aims to adaptively learn the importance of each spatial position and enhance relevant spatial regions. It achieves 
this by modeling features for each position. Initially, the maximum and average values of the input feature map along the channel 
dimension are computed separately. These results are concatenated along the channel dimension using the concat operation to form a 
feature map with two channels. Then, a 7 ×7 convolution operation is applied to the concatenated feature map to learn the importance 
of each spatial position, followed by the application of a sigmoid activation function to limit the output between 0 and 1, representing 
the importance weights for each spatial position. Finally, the spatial importance weights are multiplied with the input feature map 
to obtain the combined result after channel and spatial attention.

When convolutional neural networks utilize the CBAM attention mechanism to improve segmentation accuracy, the optimization 
of the attention module is solely based on the final prediction results, treating the model as a “black box” and neglecting how the 
learned attention map influences the prediction results. Causal reasoning helps us break out of the “black box” and analyze the causal 
relationship between prediction and attention.

A causal graph, also known as a structural causal model, can be used to represent the variables of an attention model, including 
the input feature map X, the attention-generated feature map A, and the final prediction F. The connection X→A indicates that the 
feature map X is used as the input for attention, resulting in the corresponding attention feature map A. (X,A)→F represents that 
both the feature map and attention map together determine the final prediction F. Node X is the causal parent of A, and node Y is the 
causal child of both X and A. With a causal graph, we can perform “intervention” operations, which involve directly manipulating 
the values of certain variables to analyze causal relationships and observe the resulting effects, denoted as “do(∙)”. When studying 
the influence of a variable, intervention can be performed by clearing all incoming links to the variable and assigning a specific 
value to it. For example, in the causal graph, do(A=�̄�) means requiring variable A to take the value �̄� and severing the link X→A, 
thereby forcing the variable A to no longer be influenced by its causal parent X. In the CSCA attention mechanism, counterfactual 
interventions do(A=�̄�) are performed by generating a non-existing attention map using random numbers while keeping the input 
5

feature map unchanged, as illustrated in Fig. 4. The actual impact of learned attention on the prediction can be represented by the 
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Fig. 3. Structure of the CSCA attention mechanism.

Fig. 4. Illustration of the “intervention” operation in the causal graph.

difference between the observed prediction Y(A=A,X=X) and its counterfactual substitute Y(do(A=�̄�),X=X)[31–33], as expressed 
in Equation (1):

𝐹𝑒𝑎𝑡𝑢𝑟𝑒 =𝐸�̄�∼𝛾 [𝑌 (𝐴 =𝐴,𝑋 =𝑋) − 𝑌 (𝑑𝑜(𝐴 = �̄�),𝑋 =𝑋)] (1)

Here, 𝛾 represents the distribution of counterfactual attention mechanism. Therefore, the effectiveness of attention can be explained 
as the difference between effective attention and spurious attention, leading to an improvement in the final prediction.

Thus, the feature map obtained through the CSCA attention mechanism can be represented by Formula (2):

𝐹 =𝐴− �̄� (2)

Here, F represents the feature map processed by the CSCA attention module, A represents the feature map processed by the CBAM 
attention module, and �̄� represents the incorrect feature map. A undergoes weighted processing through channel attention and spatial 
attention, enhancing the importance of useful information contained within it. On the other hand, �̄� may contain some unnecessary or 
irrelevant information due to improper application of channel and spatial weights. Therefore, we utilize the principle of ‘intervention’ 
in causal relationships to subtract A from �̄�, thereby removing features with lower relevance. Specifically, the erroneous attention map 
�̄� is generated using random weights. During training, the generated attention weights are uniformly distributed random numbers 
between 0 and 2. Then, these randomly initialized attention weights are multiplied with the input features to obtain the feature map 
�̄�. If the model is in a non-training state, all generated attention weights are set to 1. Then, the input features are multiplied by these 
tensors of all 1s to obtain the feature map �̄�.

By optimizing the attention mechanism, we aim to improve predictions based on erroneous attention and encourage the attention 
model to discover the most discriminative regions, thereby enhancing the segmentation performance of the generator.

3.3. Loss function

The Dice loss function [9] is commonly used in image segmentation tasks, especially in cases of class imbalance. The Dice loss 
measures the similarity between the predicted segmentation result and the ground truth segmentation mask based on the overlap 
region. It is calculated based on the Dice coefficient. During the training of the generative network, the Dice coefficient is designed 
to measure the overlap between the generated segmentation result and the ground truth, with values ranging from 0 to 1, where 
6

1 indicates perfect overlap and 0 indicates no overlap. To convert the Dice coefficient into a loss function, the Dice loss, as shown 



Heliyon 10 (2024) e37338D. Cheng, J. Gai, B. Yang et al.

in Formula (3), is typically used. As the Dice coefficient increases, the Dice loss decreases, thereby driving network optimization 
to improve the accuracy of the segmentation results. Because the Dice loss function does not depend on the absolute values of the 
predicted results, it performs well for small targets and can better handle class imbalance situations.

The adversarial loss function [34] is commonly used in Generative Adversarial Networks to train the adversarial process between 
the generator and the discriminator. The generator aims to produce realistic samples, while the discriminator aims to accurately 
distinguish between generated samples and real samples. The adversarial loss function works by minimizing the adversarial difference 
between the generator and the discriminator, thereby encouraging the generator to produce more realistic samples while making it 
difficult for the discriminator to differentiate between generated and real data. Through this adversarial training process, the generator 
and discriminator engage in a dynamic game. The generator strives to produce more realistic samples to deceive the discriminator, 
while the discriminator endeavors to improve its ability to discriminate between real and generated samples. Ultimately, this game 
process leads the generator to produce samples that are more similar to real data, thereby enhancing the performance of the generative 
network.

In summary, the selection of Dice loss function and adversarial loss function aims to optimize the performance of medical image 
segmentation tasks. The Dice loss function handles class imbalance and segmentation of small objects, while the adversarial loss 
function promotes the generation of predicted segmentation results that are closer to real samples, thereby improving the segmentation 
accuracy of the generative network. The following sections will provide detailed explanations of these two loss functions.

(1) Loss in the Generative U-Net network: Dice loss function. It is represented by Formula (3):

𝐷𝑖𝑐𝑒 𝐿𝑜𝑠𝑠 = 1 −𝐷𝑖𝑐𝑒 = 1 −
2 ||𝑋

⋂
𝑌 ||

|𝑋|+ |𝑌 | (3)

Here, X represents the set of pixels in the ground-truth, Y represents the set of pixels in the predicted segmentation image, ||𝑋
⋂

𝑌 ||
approximates the dot product between the pixels of the ground-truth and the predicted image, and the dot product results are summed. 
|𝑋| and |𝑌 | approximate the pixel-wise summation in their respective images.

(2) Loss function generated by the adversarial process: Adversarial loss. It is represented by Formula (4):

𝑚𝑖𝑛
𝐺

𝑚𝑎𝑥
𝐷

𝑉 (𝐷,𝐺) =𝐸𝑥∼𝑝𝑑𝑎𝑡𝑎(𝑥)[log𝐷(𝑥)] +𝐸𝑧∼𝑝𝑧(𝑧)[log (1 −𝐷(𝐺(𝑧)))] (4)

Where x is a sample drawn from the real data distribution 𝑝𝑑𝑎𝑡𝑎, z is a sample drawn from the noise distribution 𝑝𝑧, and G(z)

represents the fake samples generated by the generator. We train the discriminator to maximize the probability of assigning correct 
labels to training examples and generator’s samples, while training the generator to minimize log (1 −𝐷(𝐺(𝑧))). In other words, the 
discriminator and the generator engage in a minimax game, with the value function V(G, D). Ultimately, our goal is to make the 
generated data distribution match the real distribution.

4. Experimental results

To validate the accuracy and generalization of the GU-Net network model in medical image segmentation, we conducted exper-
iments on three skin lesion image datasets (ISIC 2016, ISIC 2017, ISIC 2018) and the GlaS gland dataset. The experiments included 
ablation studies of GU-Net on the four datasets and comparative experiments with four related methods.

4.1. Experimental evaluation and methods

The GU-Net experimental model was implemented in the PyTorch framework. We used the Adaptive Moment Estimation (Adam) 
with an initial learning rate of 10−4 for training, a weight decay of 10−8, batch size of 8, and trained for 300 epochs. The learning 
rate was decayed by 0.5 every 256 steps. The feature channel number in the first block of GU-Net was set to 16 and doubled after 
each downsampling. The training was conducted on an NVIDIA GEFORCE RTX 3060 GPU. We trained the network using Dice loss 
function and adversarial loss function, and tested the best-performing model on the validation set at all stages. We performed 5-fold 
cross-validation for final evaluation.

The quantitative evaluation parameters for segmentation accuracy are: (1) The similarity score between predicted values and 
ground-truth (Dice); (2) Average symmetric surface distance (ASSD); (3) The accuracy of the positional information of the predicted 
results. (IoU); (4) Actual inference time of the neural network model (inference time).

4.2. Skin lesion image segmentation

4.2.1. Dataset

We used publicly available datasets of skin lesion images, namely ISIC 2016 [35], ISIC 2017 [36], and ISIC 2018 [37,38]. The ISIC 
2016 dataset consists of 900 training images and 379 validation images. The ISIC 2017 dataset includes 2000 training images, 150 
validation images, and 600 test images. The ISIC 2018 dataset contains 2594 training images, which we randomly split into 1816, 
260, and 518 for training, validation, and testing, respectively. For each sample, the original image and its corresponding ground-
truth annotation (including cancerous or non-cancerous lesions) are available. Due to the varying sizes of images in the dataset, we 
resized each image to 256×342 and normalized them using mean and standard deviation. During training, we performed random 
cropping of size 224×300, horizontal and vertical flipping, and random rotation within a certain angle range (−𝜋/6, 𝜋/6) for data 
7

augmentation.
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Table 1

Quantitative Comparison of Network Models with Different Modules and Overall Network in ISIC 
Skin Lesion Image Segmentation Task.

Datasets Network Dice(%)↑ ASSD(pix)↓ IoU(%)↑ Inference time(s)↓

𝐈𝐒𝐈𝐂𝟐𝟎𝟏𝟔

𝐁𝐚𝐬𝐞𝐥𝐢𝐧𝐞 92.75 0.5028 87.29 𝟐.𝟐𝟎𝟓𝟏
𝐃𝐢𝐬𝐜𝐫𝐢𝐦𝐢𝐧𝐚𝐭𝐨𝐫 92.91 0.6418 87.30 2.2886
𝐂𝐒𝐂𝐀 93.54 0.7189 88.63 3.0789
𝐆𝐔−𝐍𝐞𝐭 𝟗𝟑.𝟗𝟒 𝟎.𝟒𝟐𝟖𝟑 𝟖𝟖.𝟗𝟖 3.3289

𝐈𝐒𝐈𝐂𝟐𝟎𝟏𝟕

𝐁𝐚𝐬𝐞𝐥𝐢𝐧𝐞 86.82 1.6888 78.38 3.5597
𝐃𝐢𝐬𝐜𝐫𝐢𝐦𝐢𝐧𝐚𝐭𝐨𝐫 87.56 1.5175 79.33 3.6695
𝐂𝐒𝐂𝐀 89.30 1.2458 81.76 𝟑.𝟑𝟗𝟐𝟓
𝐆𝐔−𝐍𝐞𝐭 𝟖𝟗.𝟕𝟓 𝟏.𝟏𝟓𝟐𝟓 𝟖𝟐.𝟒𝟏 5.9833

𝐈𝐒𝐈𝐂𝟐𝟎𝟏𝟖

𝐁𝐚𝐬𝐞𝐥𝐢𝐧𝐞 87.41 1.0887 78.73 𝟑.𝟎𝟗𝟒𝟖
𝐃𝐢𝐬𝐜𝐫𝐢𝐦𝐢𝐧𝐚𝐭𝐨𝐫 92.18 0.6774 86.02 3.9521
𝐂𝐒𝐂𝐀 92.15 0.7399 86.05 3.6675
𝐆𝐔−𝐍𝐞𝐭 𝟗𝟐.𝟒𝟐 𝟎.𝟕𝟎𝟓𝟕 𝟖𝟔.𝟒𝟔 3.7532

4.2.2. Experimental setup for ablation study

In this section, we perform quantitative and visual comparisons between GU-Net and network models that only include the CSCA 
attention mechanism, as well as those that only include a discriminator, on the ISIC skin lesion image dataset to investigate the 
effectiveness of the two modules. Here, CSCA refers to a network model that employs only counterfactual attention mechanisms 
based on channel and spatial dimensions, while the discriminator represents a network model that uses a discriminator exclusively 
in interactive training.

The quantitative comparison between the GU-Net network and network models that incorporate either only the CSCA attention 
mechanism or only the discriminator is shown in Table 1. The models are evaluated on the task of ISIC skin lesion image segmentation. 
As evidenced in Table 1, the incorporation of both the CSCA and the discriminator resulted in enhanced performance when compared 
to the U-Net baseline model. Specifically, GU-Net performs exceptionally well in terms of Dice score and IoU, while demonstrating 
lower ASSD values compared to other variants. On the ISIC 2016 dataset, GU-Net achieves a Dice score of 93.94% and an IoU of 
88.98%, with an ASSD value of 0.4283 pix. On the ISIC 2017 dataset, GU-Net achieves a Dice score of 89.75% and an IoU of 82.41%, 
with an ASSD value of 1.1525 pix. On the ISIC 2018 dataset, GU-Net achieves a Dice score of 92.42% and an IoU of 86.46%, with 
an ASSD value of 0.7057 pix. These results validate the effectiveness of our proposed method. In Table 1, we have added arrows 
indicating that higher/lower values are preferable, and bolded the best results. However, due to the interactive training between the 
two networks inherent to GU-Net, the inference time is longer than that of network models that incorporate only the CSCA attention 
mechanism or only include the discriminator.

Fig. 5 presents the visual results of our proposed GU-Net network, along with the network models that only have the CSCA 
attention module and only have the discriminator, in ISIC skin lesion image segmentation. Each image in the figure includes the 
original image from the ISIC skin lesion image dataset (origin), the corresponding ground-truth, and the predicted segmentation 
results from different network structures. We selected three representative sets of images from the experimental results on the ISIC 
2016, ISIC 2017, and ISIC 2018 datasets. These sets represent three different scenarios: images with edge blurring, other pigment 
interference or markings, and significant hair interference in the mirror images. The lesion regions to be segmented are outlined in 
green boxes. The first three images represent the segmentation results for the scenarios of blurred lesion edges, hair interference, and 
irregular lesion regions with high demand for detailed segmentation, respectively, obtained from the ISIC 2016 dataset. The next three 
images represent the segmentation results for the scenarios of relatively small and blurred lesion regions, low contrast between the 
lesion and the patient’s skin with interference from skin color patches, and artificially marked lesion regions, respectively, obtained 
from the ISIC 2017 dataset. The last three images represent the segmentation results for the scenarios of large but blurred lesion 
regions with low contrast regions within the lesion, small lesion regions with markings and color patches interference, and high hair 
interference within the segmentation regions, respectively, obtained from the ISIC 2018 dataset.

Through observation of three sets of visualized results, it is evident that the GU-Net model demonstrates more precise handling 
capabilities in the segmentation prediction task of ISIC skin lesion images compared to other models. Specifically, the GU-Net model 
exhibits more accurate performance in handling lesion edges and detailed areas, presenting more refined segmentation results. Ad-
ditionally, the GU-Net model demonstrates strong resistance to interference factors during the segmentation process, effectively 
reducing the impact of these factors on segmentation results. In summary, compared to network models that only add CSCA attention 
mechanism or only add a discriminator, the GU-Net model shows higher accuracy and robustness in the segmentation task of ISIC 
skin lesion images.

4.2.3. Comparative experiments with related methods

A comparison was conducted between GU-Net and four methods: (1) Convolutional Block Attention Module [28] that adds both 
spatial and channel attention mechanisms, (2) Attention U-Net [18] that adds only spatial attention mechanism, and (3) CA-Net [5]
that adds spatial, channel, and scale attention mechanisms. (4) MALUNet [39] with four added attention mechanisms: DGA, IEA, CAB, 
and SAB. We retrained these three networks on the ISIC 2016, ISIC 2017, and ISIC 2018 skin lesion image datasets and compared 
8

them with GU-Net.
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Fig. 5. Visual results of network models with different modules added, as well as the overall network, in the segmentation of ISIC skin lesion images.

The quantitative comparison of GU-Net with other methods for skin lesion image segmentation on the ISIC dataset is shown in 
Table 2. GU-Net outperforms other network models in terms of segmentation accuracy and performs equally well as other models in 
Dice score, ASSD, and IoU metrics. Specifically, when performing segmentation on the ISIC 2016, ISIC 2017, and ISIC 2018 datasets, 
GU-Net achieves Dice scores of 93.94%, 89.75%, and 92.42%, respectively, which is a significant improvement compared to U-Net 
with Dice scores of 92.75%, 86.82%, and 87.41%. Additionally, in comparison to the other three methods, GU-Net achieves the 
best accuracy in terms of the position information of the predicted results (IoU) for skin lesion image segmentation on the ISIC 
2016, ISIC 2017, and ISIC 2018 datasets, with values of 88.98%, 82.41%, and 86.46%, respectively. Furthermore, GU-Net exhibits 
the smallest Average Symmetric Surface Distance (ASSD) with values of 0.4283pix, 1.1525pix, and 0.7057pix. In Table 2, we have 
added arrows indicating that higher/lower values are preferable, and bolded the best results. Through comparison, we find that 
9

combining the generative U-Net with the counterfactual attention mechanism based on channel and spatial dimensions, along with 
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Table 2

Quantitative comparison of GU-Net network with the baseline U-Net model and three other related 
network models incorporating different attention mechanisms in ISIC skin lesion image segmentation.

Datasets Network Dice(%)↑ ASSD(pix)↓ IoU(%)↑ Inference time(s)↓

𝐈𝐒𝐈𝐂𝟐𝟎𝟏𝟔

𝐁𝐚𝐬𝐞𝐥𝐢𝐧𝐞 92.75 0.5028 87.29 2.2051
𝐀𝐭𝐭𝐞𝐧𝐭𝐢𝐨𝐧 𝐔−𝐍𝐞𝐭 92.85 0.4465 87.30 2.1798
𝐂𝐁𝐀𝐌 93.63 0.3683 88.61 𝟏.𝟕𝟐𝟏𝟔
𝐂𝐀−𝐍𝐞𝐭 93.46 0.6456 88.38 8.5925
𝐌𝐀𝐋𝐔𝐍𝐞𝐭 92.88 0.4389 87.34 3.7484
𝐆𝐔−𝐍𝐞𝐭 𝟗𝟑.𝟗𝟒 𝟎.𝟒𝟐𝟖𝟑 𝟖𝟖.𝟗𝟖 3.3289

𝐈𝐒𝐈𝐂𝟐𝟎𝟏𝟕

𝐁𝐚𝐬𝐞𝐥𝐢𝐧𝐞 86.82 1.6888 78.38 3.5597
𝐀𝐭𝐭𝐞𝐧𝐭𝐢𝐨𝐧 𝐔−𝐍𝐞𝐭 87.17 1.6922 78.80 4.0310
𝐂𝐁𝐀𝐌 87.69 1.4839 79.61 𝟑.𝟐𝟓𝟔𝟖
𝐂𝐀−𝐍𝐞𝐭 88.53 1.5136 80.74 7.3255
𝐌𝐀𝐋𝐔𝐍𝐞𝐭 88.13 1.4317 78.78 6.1620
𝐆𝐔−𝐍𝐞𝐭 𝟖𝟗.𝟕𝟓 𝟏.𝟏𝟓𝟐𝟓 𝟖𝟐.𝟒𝟏 5.9833

𝐈𝐒𝐈𝐂𝟐𝟎𝟏𝟖

𝐁𝐚𝐬𝐞𝐥𝐢𝐧𝐞 87.41 1.0887 78.73 𝟑.𝟎𝟗𝟒𝟖
𝐀𝐭𝐭𝐞𝐧𝐭𝐢𝐨𝐧 𝐔−𝐍𝐞𝐭 90.57 0.8716 83.47 5.1015
𝐂𝐁𝐀𝐌 91.12 0.8179 84.37 4.3047
𝐂𝐀−𝐍𝐞𝐭 91.94 0.7179 85.73 7.1549
𝐌𝐀𝐋𝐔𝐍𝐞𝐭 89.04 0.8871 80.20 4.5610
𝐆𝐔−𝐍𝐞𝐭 𝟗𝟐.𝟒𝟐 𝟎.𝟕𝟎𝟓𝟕 𝟖𝟔.𝟒𝟔 3.7532

the discriminator, improves the segmentation performance for skin lesion images. However, due to the need to train both the generator 
and the discriminator simultaneously, GU-Net has relatively longer inference time, particularly with large-scale datasets.

The visual results of GU-Net compared to other network models in ISIC skin lesion image segmentation are shown in Fig. 6. 
Specifically, we selected three representative groups of images from the experimental results on ISIC 2016, ISIC 2017, and ISIC 2018 
datasets, which represent common challenges in skin lesion images, such as hair interference, discoloration, artificial markings, low 
contrast between lesion and skin, and blurred lesion edges. Each image consists of the original image from the publicly available 
ISIC skin lesion dataset (origin), the corresponding ground-truth, and the predicted segmentation results from different network 
architectures. The green box outlines the area of the lesion to be segmented, while the red box outlines the pigmented patches on the 
patient’s skin itself. The first three images represent representative segmentation results under the conditions of blurred lesion edges, 
indistinct lesion boundaries due to low contrast with the patient’s skin, and interference from color patches within the lesion region, 
respectively, in the ISIC 2016 dataset. The next three images represent representative segmentation results under the conditions of 
small lesion size with hair interference, blurred lesion edges with the presence of bubbles, hair, and markings, and low contrast 
between lesion and patient’s skin, respectively, in the ISIC 2017 dataset. The last three images represent representative segmentation 
results under the conditions of blurred lesion edges with hair interference, areas with low contrast to the patient’s skin within the 
lesion, and irregular lesion shapes with blurred edges, respectively, in the ISIC 2018 dataset.

After observing the comparison of visual results between GU-Net and U-Net, it is evident that incorporating attention mechanisms 
improves the accuracy of the network in ISIC skin lesion image segmentation tasks. Among them, the segmentation prediction results 
of GU-Net show significant advantages over other network models in several aspects. Firstly, GU-Net can more accurately identify 
the position of lesion areas, with its segmentation prediction results being closer to the actual location of the lesions. Secondly, when 
dealing with details, GU-Net demonstrates more meticulous and precise feature extraction capabilities, capturing more subtle changes 
and edge information, thereby achieving more accurate segmentation. Additionally, GU-Net with added attention mechanisms also 
exhibits strong resistance to interference factors, reducing the impact of interference factors on segmentation results, making the 
segmentation results more stable and reliable. In summary, GU-Net can generate segmentation results with the highest correlation to 
ground-truth in the task of ISIC skin lesion image segmentation, significantly improving segmentation accuracy.

4.3. Gland segmentation

4.3.1. Dataset

We used the Gland Segmentation (GlaS) dataset [40], which consists of microscopic images of Hema-toxylin and Eosin (H&E) 
stained slides, along with corresponding ground-truth annotations provided by pathologists. The dataset contains 165 images, which 
we randomly split into 85 for training and 80 for testing. Due to variations in image sizes within the dataset, we resized each image 
to a resolution of 128×128 pixels.

4.3.2. Experimental setup for ablation study

In this section, we perform quantitative and visual comparisons between GU-Net and network models that only include the CSCA 
attention mechanism, as well as those that only include a discriminator, on the GlaS gland dataset to investigate the effectiveness of the 
two modules. Here, CSCA refers to a network model that utilizes the channel and spatial-based counterfactual attention mechanism 
solely in the generator network, while Discriminator indicates a network model that incorporates the discriminator for interactive 
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training.
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Fig. 6. Visual results of GU-Net and other network models in ISIC skin lesion image segmentation.

The quantitative comparison between the GU-Net network and network models that incorporate either only the CSCA attention 
mechanism or only the discriminator is shown in Table 3. The models are evaluated on the task of GlaS gland image segmentation. As 
evidenced in Table 3, the incorporation of both the CSCA and the discriminator resulted in enhanced performance when compared to 
the U-Net baseline model. Specifically, GU-Net significantly outperformed other variants in terms of Dice score, ASSD, and IoU, with 
corresponding values of 88.54%, 0.2053pix, and 79.62%. This demonstrates that GU-Net can enhance the segmentation performance 
of medical images. In Table 3, we have added arrows indicating that higher/lower values are preferable, and bolded the best results. 
However, due to the simultaneous training of the generator and discriminator in GU-Net, the inference time is longer compared to 
models with only the CSCA attention mechanism or the discriminator.

Fig. 7 illustrates the visual results of the U-Net base network model, a network model with only CSCA attention mechanism added, 
a network model with only the discriminator added, and the GU-Net network model in the segmentation of GlaS gland images. Each 
row of images consists of the original image (origin), corresponding ground-truth annotations, and predicted segmentation results of 
different network models from the GlaS gland dataset. From the visual results in the first row prediction images, it can be observed that 
when glandular lumina and stroma closely resemble glandular cell composition in gland tissue section images, the GU-Net network 
model can relatively accurately identify the position information of glandular cells and perform segmentation operations. Compared 
to the base network and models with only one module added, the segmentation results are closest to the corresponding ground-
truth annotations. From the visual results in the second row prediction images, when glandular cells are numerous and dense, with 
11

significant morphological differences, the GU-Net network model provides the most detailed segmentation of small cells. Although it 
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Table 3

Quantitative comparison of network models with different added modules and the 
overall network in GlaS gland image segmentation task.

Network Dice(%)↑ ASSD(pix)↓ IoU(%)↑ Inference time(s)↓

Baseline 83.04 0.2904 71.20 1.6149
Discriminator 87.33 0.2207 77.70 1.1778
CSCA 87.85 0.2144 78.58 𝟏.𝟏𝟕𝟎𝟏
GU-Net 𝟖𝟖.𝟓𝟒 𝟎.𝟐𝟎𝟓𝟑 𝟕𝟗.𝟔𝟐 1.1933

Fig. 7. Visualization results of adding different modules to the network models and the overall network for GlaS gland image segmentation.

may not identify smaller intercellular components, it can accurately delineate the contours of glandular cells with minimal influence 
from other cell types. From the visual results in the third row prediction images, when there is low contrast between intercellular 
stroma and glandular cell cytoplasm in gland tissue section images, and other interfering factors around the glands, compared to other 
network models, the GU-Net network model can more accurately differentiate glandular cell cytoplasm from interstitial components 
supporting and maintaining glandular structure, demonstrating more accurate segmentation performance.

In summary, the GU-Net network model exhibits higher accuracy in predicting the segmentation of glandular cells in cases where 
the original gland tissue images have extremely low contrast between the glandular cells and other structures, where there are 
numerous and densely packed glandular cells, where the shapes of glandular cells are unstable, and where the glandular cells contain 
regions similar to other components.

4.3.3. Comparative experiments with related methods

A comparison was conducted between GU-Net and four methods: (1) Convolutional Block Attention Module [28] that adds both 
spatial and channel attention mechanisms, (2)Attention U-Net [18] that adds only spatial attention mechanism, and (3) CA-Net [5]
that adds spatial, channel, and scale attention mechanisms. (4) MALUNet [39] with four added attention mechanisms: DGA, IEA, 
CAB, and SAB. We retrained these three networks on the GlaS gland dataset and compared them with GU-Net.

The quantitative comparison of GU-Net with other methods for gland image segmentation on the GlaS dataset is shown in Table 4. 
GU-Net achieves a significant improvement with a Dice score of 88.54% while having the shortest inference time compared to U-Net, 
which has a Dice score of 83.04%. Furthermore, when compared to the other three methods, GU-Net achieves the lowest average 
symmetric surface distance (ASSD) and the highest accuracy in predicting the location information (IoU), with values of 0.2053pix 
and 79.62%, respectively, while consuming the shortest inference time. In Table 4, we have added arrows indicating that higher/lower 
values are preferable, and bolded the best results. Through comparison, it can be observed that combining the generative U-Net with 
channel and spatial dimension-based counterfactual attention mechanism along with a discriminator enhances the segmentation 
performance of the network for gland images.

The visual results of GU-Net compared to other network models in the glandular tissue image segmentation task of the GlaS 
dataset, are shown in Fig. 8. Each row of images, from left to right, includes the original tissue slice image from the GlaS gland 
dataset (origin), the corresponding ground-truth annotation, and the predicted segmentation result from different network models. 
By comparing the visualization results of the network models with added attention mechanisms to those of the U-Net baseline model, 
we observe that the addition of attention mechanisms enhances the accuracy of the network models in the GlaS glandular tissue 
image segmentation task. Specifically, the GU-Net network model demonstrates better segmentation performance when glandular 
cell regions contain areas similar to other structures or components, when the boundaries between adjacent glandular cells are small, 
12

and when the cells to be segmented have low contrast with the surrounding stroma.
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Table 4

Quantitative comparison of GU-Net network with the baseline U-Net model and three 
other related network models with added attention mechanisms in GlaS gland image 
segmentation.

Network Dice(%)↑ ASSD(pix)↓ IoU(%)↑ Inference time(s)↓

Baseline 83.04 0.2904 71.20 1.6149
Attention U-Net 82.62 0.2973 70.61 2.2701
CBAM 84.44 0.2701 73.25 1.2188
CA-Net 87.23 0.2362 77.47 2.4632
MALUNet 83.73 0.2879 72.76 4.2970
GU-Net 𝟖𝟖.𝟓𝟒 𝟎.𝟐𝟎𝟓𝟑 𝟕𝟗.𝟔𝟐 𝟏.𝟏𝟗𝟑𝟑

Fig. 8. Visualization results of GU-Net and other network models in GlaS gland image segmentation.

In the first row of the visualization results, it can be observed that the GU-Net network model can accurately identify the contours of 
glandular cells when there is low contrast and irregular shapes compared to the stroma, secretions, or other cells within the tissue slice, 
resulting in relatively accurate segmentation results compared to other network models. In the second row of the visualization results, 
the GU-Net network model demonstrates relatively accurate localization and morphology information when there are numerous 
glandular cells with stable shapes but indistinct boundaries between cells. In the third row of the visualization results, the GU-
Net network model accurately identifies glandular cells of interest and extracts useful feature information for output when there 
is extremely low contrast between components such as glandular cytoplasm and structures like connective tissue, blood vessels, or 
other cells within the tissue slice, resulting in the highest overlap rate between the predicted segmentation map and the ground-truth 
annotated pixel points compared to other network models.

In summary, it can be observed from the visualization results that the predicted segmentation maps obtained by the GU-Net 
network model for the GlaS gland segmentation task are most similar to the corresponding ground-truth images. Thus, it is evident 
that the GU-Net network model exhibits the best segmentation performance for glandular cell segmentation tasks.

5. Discussion

For medical image segmentation tasks, the position, shape, and proportion of certain targets (such as lesion regions) can vary 
greatly. Additionally, due to the specific nature of medical images, there may be interference from factors related to the patient 
and the limited availability of data. Therefore, networks used for medical image segmentation need to understand and learn the 
positional relationships of the segmentation objects while reducing the impact of other interfering factors on the segmentation results. 
Convolutional neural networks generate feature maps with a large number of channels and often employ concatenation of feature 
maps with different semantic information. Focusing on the most relevant channels and spatial information is an effective approach 
to improving segmentation performance.

The CBAM attention mechanism is able to extract spatial information while focusing on the channel information of the feature 
maps. Therefore, we integrate the CBAM attention mechanism with the counterfactual attention mechanism to quantify the quality 
of attention by comparing the impact of facts (learned attention) and counterfactuals (unadjusted attention) on the final predictions 
(segmentation results). Then, by maximizing the difference, we encourage the network to learn more effective visual attention and 
reduce the influence of interfering factors. Additionally, GU-Net combines the improved generator network with the discriminator 
network in the GAN framework, where the updates to the generator network are not based on data samples but on the backpropagation 
from the discriminator. The generator and discriminator engage in an adversarial game through interactive training, enabling the 
generation of segmentation results with higher accuracy.

Like other deep learning models, the GU-Net model also requires a large amount of annotated data for training. However, in 
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the field of medical image segmentation, obtaining a large quantity of high-quality publicly annotated datasets, especially for rare or 
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specific cases, is very challenging. To address this issue, we employed methods such as random image rotation during the experimental 
process to augment the data, which may lead to the problem of class imbalance in the input data. This imbalance may cause the 
GU-Net model to perform well on dominant classes but poorly on rare classes. Additionally, pathological tissues or cells exhibit a 
wide range of appearance representations, making it difficult for the GU-Net model to generalize to new types of lesions or rare 
pathological conditions that may not be adequately represented in the training data. Furthermore, deep neural networks are often 
considered black-box models, and the GU-Net model is no exception. Therefore, it is challenging to fully understand how and why it 
makes specific segmentation decisions for pathological tissues, organs, or cells.

Despite the limitations mentioned above, the GU-Net model has shown improved performance in medical image segmentation. We 
validated our approach on two representative image domains: the ISIC 2016, ISIC 2017, and ISIC 2018 skin lesion datasets, as well 
as the GlaS gland dataset. Experimental results demonstrate significant segmentation improvements of GU-Net compared to U-Net 
in both domains. In terms of Dice score, GU-Net achieved improvements of 1.19%, 2.93%, 5.01%, and 5.50% respectively. It also 
reduced ASSD by 0.0745pix, 0.5363pix, 0.3830pix, and 0.0851pix, and improved IoU by 1.69%, 4.03%, 7.73%, and 8.42%. These 
findings indicate that GU-Net exhibits competitive performance for different segmentation tasks in various modalities.

6. Conclusion

We propose the GU-Net network, which leverages causal reasoning to construct a generative U-Net network for medical image 
segmentation, aiming to improve the accuracy of the generated segmentation results. The generation network in GU-Net is built upon 
the U-Net base model and incorporates a counterfactual attention mechanism fused with the CBAM attention mechanism. By leverag-
ing the causal relationship between predictions and attention, it intervenes on the learned visual attention to influence the network’s 
predictions and maximize the segmentation performance, thereby encouraging the network to learn more useful feature information. 
The discriminator of the GAN network is employed as the discriminator in GU-Net, and it is jointly trained with the improved gen-
erator network through interactive training, enabling the generative U-Net network to generate more accurate segmentation feature 
maps.

The experimental results on skin original images demonstrate that GU-Net outperforms existing U-Net generative models with 
added attention mechanisms in terms of skin lesion image segmentation. Additionally, experiments on the GlaS gland dataset show 
that GU-Net achieves superior segmentation performance even in scenarios with small datasets, low contrast, and complex data with 
challenging segmentation tasks. This further validates the generalizability of GU-Net beyond a specific medical imaging domain, 
indicating its potential for future research and application in other fields.
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