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ABSTRACT: Infrared fluorescent proteins (iRFPs) are potential
candidates for deep-tissue in vivo imaging. Here, we provide molecular-
level insights into the role of the protein environment in the structural
stability of the chromophore within the protein binding pocket through
the flexible hydrogen-bonding network using molecular dynamics
simulation. Furthermore, we present systematic excited-state analysis to
characterize the nature of the first two excited states and the role of the
environment in shaping the nature of the chromophore’s excited states
within the hybrid quantum mechanics/molecular mechanics framework.
Our results reveal that the environment red-shifts the absorption of the
chromophore by about 0.32 eV compared to the isolated counterpart,
and besides the structural stability, the protein environment does not
alter the nature of the excited state of the chromophore significantly. Our study contributes to the fundamental understanding of the
excited-state processes of iRFPs in a complex environment and provides a design principle for developing iRFPs with desired spectral
properties.

1. INTRODUCTION
Ever since the successful derivation of genetically encoded
fluorescent protein (FP), it became a significant probe in the
field of bio-imaging.1 The FPs are widely used in studying
protein dynamics inside the cellular environment2 and as a
marker for gene expression.3 The quantum yield of
fluorescence was not satisfactory in the wild-type (wt) GFPs
for fluorescence imaging due to low molecular extinction
coefficients and part of the absorption band in the ultraviolet
region.4 Spectroscopic analyses revealed that the chemical
structure, the charge state, and the immediate environment of
chromophores are crucial in determining their spectral
property.5 For instance, an anionic chromophore has red-
shifted absorption/emission relative to the neutral form in
GFPs.6 Over the past decades, the initially discovered GFPs in
Aequorea victoria (jellyfish) have undergone several steps of
structural engineering of chromophores and site-directed
mutations of the protein, leading to expansion of the
fluorescence color palette from bimodal absorption peaks
(395 nm and 475 nm) in wt-GFPs to the entire visible range of
the electromagnetic spectrum.7,8 Red fluorescent proteins
(RFP) became popular in bio-imaging of mammalian cells
due to the low energy of the red light, higher penetrability in
thick tissues, and reduced autofluorescence, thus resulting in a
high signal-to-noise ratio.9−11 However, the fluorescence
imaging of mamallian tissues still poses a challenge as the
absorption of heme, melanin, and water is also in the same
region of RFPs. Recently developed near-infrared FPs (iRFPs)
from bacterial phytochrome photoreceptors (BphPs)1 offer a

new twist to the conventional FPs and have an optical window
in far-red or near infrared (NIR) (600−900 nm). Additionally,
iRFPs have a heme-based chromophore that is endogenous to
mammalian cells and could auto-catalytically bind to a
protein.12 Therefore, the iRFPs are widely studied for
applications such as optogenetics,13 detecting and modulating
protein−protein interactions,13,14 and bio-imaging of mamma-
lian tissues.15

The BphPs serves as a template for NIR FPs, belonging to
the phytochrome family of photoreceptors and found in
various living organisms such as plants, algae, and bacteria.17

The BphPs incorporate a heme-derived biliverdin IXα (BV), a
linear tetrapyrrole molecule, as the chromophore.18 Typically,
the photosensory module of BphPs has three domains
responsible for light sensing, namely, Per-ARNT-Sim (PAS),
cGMP phosphodiesterase/adenylate cyclase/FhlA (GAF), and
phytochrome-specific (PHY).13,19 The photoabsorption of BV
triggers chain of structural transformation in the photosensory
module.20 Upon photoabsorption, the BphPs could switch
between Pr (Z isomer) and Pfr (E isomer) via rotation around
the double bond between C15C16 (see Figure 1a), thereby
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reducing the quantum yield of fluorescence in wt-BphPs. In
iRFPs, photoisomerization and excited-state proton transfer
(ESPT) were identified to be the significant competing
excited-state decay channels to the desired fluorescence
(Figure 1b).16

A recent computational study on a (monomeric) DrBphP
system showed that nonclassical hydrogen bonding such as the
OH-π interaction of Tyr residue with ring D of BV along with
hydrogen-bonding partners in binding pocket is required for
the conformational stability of the chromophore.21 The
molecular dynamics (MD) combined with X-ray crystallog-
raphy study concluded that rigidity of the rings is important for
enhanced fluorescence while the presence of water−BV
interaction diminishes fluorescence by reducing the planarity
of BV.22 A computational study on DrBphP revealed that the
absorption spectrum of BV was dominated by the contribu-
tions of a protonated BV chromophore with traces of
deprotonated pyrrole D ring.23 Furthermore, pyrrole ring C
was identified to be more susceptible to ESPT.24

Engineering the protein environment of the wt-BphPs by
removing the PHY domain has resulted in restraining the
pyrrole ring D, thereby blocking the photoisomerization decay
channel of BV25 but yet the ESPT channel quenching the
fluorescence.26 In engineered proteins derived from an
RBphP1 template, the removal of the PHY domain and with
key point mutations such as Asp216Ala resulted in preventing
hydrogen-bonding interaction with BV, thereby effectively
blocking the ESPT channel.18,27 Recently, the crystal structure
of the monomeric form of iRFPs (miRFPs) became available.12

The miRFPs (derived from BphPs) are composed of only PAS
and GAF domains, excluding the PHY domain, and the
chromophore BV is covalently bound to the Cys residue of the
PAS domain.12,28,29 These engineered miRFPs have improved
the fluorescence quantum yield 5-fold compared to the wt-
BphPs.15

GFP-derived proteins constrain the chromophore within the
binding through the β-barrel structure pocket.5 Structural
stability of the chromophore is required in order to avoid the
undesired nonradiative heat dissipation.30 For this reason,
numerous mutants of the chromophore derived from wt-GFPs
preserved the native β-barrel structure. However, the role of
the environment in the miRFPs remains unclear, as the
theoretical understanding of the excited-state processes in
bulky systems (such as iRFPs) remains sparse due to the size
of the system and the challenges involved in describing the

excited-state processes with a reliable electronic-structure
method.31 It was shown that ab initio methods such as
XMCQDPT2 could compute the absorption spectra of BV in
agreement with the experimental spectra.23 In RFPs, it was
shown computationally that slight variation in hydrogen-
bonding interactions of the chromophore with the immediate
environment could shift the absorption band of the fluorescent
proteins.32 The extended Stokes shift in mPlum protein (Far
RFPs) was explained with the stability of excited state due to a
flexible hydrogen-bonding network of the protein environ-
ment.33 The interaction of pyrrole ring D of BV with the
conserved Tyr142 residue from the protein environment
controls the photoisomerization process in the billin-binding
phytochromes.34,35 The influence of hydrogen-bonding inter-
actions of the chromophore with the environment in BphPs
(dimeric) was found to be insignificant in computing the
absorption spectra of BV.36 To the best of our knowledge, the
role of the environment in the stability of the miRFP
chromophore within the binding pocket as well as its spectral
properties remained unexplored. Therefore, the key objective
is to understand the influence of the environment on shaping
the excited-state character of BV in miRFP. Our findings could
motivate future studies toward controlling the excited-state
dynamics of miRFPs and suggest clues for rational mutagenesis
of miRFPs.
The paper is structured as follows: Section 2 details the

quantities used in the chromophore’s excited-state analysis.
Section 3 describes the theoretical approaches and the
computational details. Following the computational section,
the ground-state MD results are analyzed to unravel the
interactions that stabilize the chromophore in the binding
pocket. Subsequently, the influence of the environment is
analyzed through excited-state analysis across the MD
trajectory. Concluding remarks are presented in Section 5.

2. THEORETICAL METHODS

In the photoabsorption process, the light absorbed by a
molecule results in the formation of a quasi-particle called
exciton. To unravel the nature of excited-state transitions, one-
particle transition density matrix (1TDM)-based exciton
analyses were performed. The exciton wavefunction can be
written as a product function of the 1TDM of ground state
(Φ0) and excited state (ΦI). Matrix representation of the
1TDM in an orbital basis set {χη} can be represented as

Figure 1. (a) Chromophore biliveridin IXα (BV). BV is covalently bound to the protein via sulfur of the Cys residue of the PAS domain. The
pyrrole rings of BV are labeled as A, B, C, and D. The blue arrow indicates the rotation around C15C16, resulting in photoisomerization to the Pfr
state. (b) Various excited-state decay channels of BV in bacteriophytochromes (dimeric form) such as excited-state proton transfer (ESPT),
photoisomerization, and fluorescence are shown.16
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∑γ χ χ=
μν
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(1)

where χμ(rh) and χν(re) represents the μth and νth orbitals
where the electron−hole and the excited electron are located,
respectively. The 1TDM element Dμν

0I is expressed in terms of
one-particle creation μ̂

†a( ) and annihilation (aν̂) operators as
Dμν

0I = ⟨ψ0 | aμ̂
†aν̂ | ψI⟩. The quantity γ0I can be used in

computing the exciton descriptors that allow identifying and
characterizing the nature of the excited states of a molecule.
The excited-state descriptors used are briefly described here.
For elaborate discussions on excited-state descriptors, the
reader is referred to refs 38 and 39.
Partially integrating the square of the 1TDM while

restricting the hole to a fragment A and the electron to a
fragment B is represented as

∫ ∫ γΩ = r r dr dr( , )AB
A B

I
h e e h

0 2
(2)

where ΩAB is the charge-transfer (CT) numbers. The ΩAB
represents the probability of the electron density transferred
between the fragments during the excitation. For the cases
where more than two fragments are considered, the ΩAB can be
analyzed using the so-called electron−hole correlation plots. As
the system is partitioned into n fragments, the ΩAB computed
for different fragments is represented as a pseudo-color matrix
plot with size n × n (fragments). The diagonal elements of the
matrix correspond to local excitation (LE), and the off-
diagonal elements are characterized as CT transitions. The
sum of the off-diagonal contributions gives the total CT
number (ωCT) and is defined as

∑ω =
Ω

Ω
≠

1
CT

A B A
AB

, (3)

where Ω is the norm of the 1TDM:

γ γΩ = ⟨ | ⟩I I0 0
(4)

The ωCT values range from 0 to 1 where 0 corresponds to
local excitation and one correspond to a completely separated
CT state.
Unfortunately, theoretical identification of a CT state is not

straightforward and it is important to distinguish between two
states: (1) CT states with permanent shift of electron density
and (2) charge-resonance (CR) in which the net CT is zero.
CT and CR states can be distinguished by measuring the
separation of electron and hole centroids and is expressed as

= |⟨ ⃗ − ⃗ ⟩ |→d x xh e e h exc (5)

The difference between the CR and LE states can be
understood by taking the spatial distribution of electron and
hole into account through the so-called exciton size, dexc, which
is expressed as the root-mean-square separation of electron−
hole

= ⟨| ⃗ − ⃗ | ⟩d x xexc e h exc
2

(6)

The dexc values differ significantly for LE and CR states. Last,
to describe the statistical correlation between an electron and
hole, we use the electron−hole correlation coefficient, Reh,
defined as

σ σ
=R

COV r r( , )
,eh

h e

h e (7)

where COV(rh, re) = ⟨xh⃗ · xe⃗⟩exc − ⟨xh⃗⟩exc · ⟨xe⃗⟩exc, and it
describes spatial relation between an electron and hole. Reh
ranges from −1 to 1, values greater than zero would mean a
bound-exciton, negative values imply that the electron and hole
avoid each other in space, and zero would mean lack of spatial
correlation between the electron and hole.
To visually represent the electron hole localization across

the molecule, we used natural transition orbitals (NTOs). The
single-value decomposition of the 1TDM results in NTOs and
gives a compact state-specific description of the excited state of
interest.37

3. COMPUTATIONAL DETAILS
The crystal structure for the representative miRFPs was
obtained from the protein data bank database (PDB ID:
5VIK).12 The structures of the BV chromophore and the
protein were checked for missing H atoms and added
appropriately (at neutral pH) such that the net charge of the
chromophore was −1.0 and that of protein was −3.0. The
molecular mechanics simulations were performed using
GROMACS39 with the parameters obtained from the
AMBER protein force field (ff14SB) for the standard residues
of the protein. For the non-standard BV residue, generalized
AMBER force field (GAFF)40 was used and the parameters are
given in the Supporting Information (Tables S5−S7), while
the atoms in Cys part used the standard definition of atom type
in Amber protein force field along with the fitting parameters
from Rao et al.41

The protein along with the chromophore was placed at the
center of a cubical box of size 102.7 Å, separated by 20 Å from
the walls, and solvated with explicit TIP3P waters.42 The
system was neutralized by adding 4 Na+ ions. The LINCS43

algorithm was employed to constrain the C−H bond length.
Additionally, periodic boundary conditions were used with the
particle mesh Ewald scheme44 and switching function for van
der Waals interaction.45 The system was thoroughly equili-
brated in several steps. The externally added H atoms to the
proteins were allowed to relax by setting very high positional
restraint ( fc = 1000 kJ mol−1nm−2) on the protein and
chromophore heavy atoms. First, to minimize the steric clashes
within the protein and protein−water, energy minimization
was performed. Second, the minimized structure was thermally
equilibrated to 300 K through constant particle, volume, and
temperature (NVT) ensemble with the same positional
restraints on the heavy atoms for 100 ps. Third, the constant
particle, temperature, and pressure ensemble (NPT) using a
velocity-rescaling thermostat46,47 and an isotropic pressure
coupling48 with 2 ps time constant was achieved using a
Parinello-Rahman barostat.49 NPT equilibration was carried
out for 100 ps such that the density of the system is stabilized
at 1 atm and 300 K. To ensure gradual release of restraints, we
repeat the aforementioned steps with varying harmonic
restraints at 25, 10, and 5 kJ mol−1nm−2 values on the protein
and chromophore heavy atoms. The equilibrated structure was
obtained through an unconstrained energy minimization and
thermal equilibration (NVT) for 1 ns. Finally, the starting
geometry of the system was obtained after 1 ns of NPT
equilibriation. This procedure helps in gradual equilibration of
heavy atoms along with H atoms, solvents, and ions. We
obtained the conformational sampling of the system by
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carrying out a NVT-production MD using a 2 fs time step and
without any restraints for 250 ns. The conformational space of
the chromophore in the trajectory was clustered using the
GROMOS algorithm.50 The hydrogen-bonding analysis of the
MD trajectory was performed using the cutoff distance of the
donor and the acceptor at 3.0 Å and the angle between them at
30°.
The BV-I chromophore structure obtained from the crystal

structure (PDB ID: 5VIK) served as the initial structure for
optimization using the ωB97X-D with cc-pVDZ basis set
including Grimme’s dispersion correction.51 Hessian calcu-
lation was performed to confirm the minimum structure. The
computation of vertical excitation energies (VEE) and the
subsequent excited-state analysis were obtained using time-
dependent density functional theory (TD-DFT); we picked
the ωB97X-D/cc-pVDZ level of theory as the CT character of
various molecules was well recovered using range-separated
functionals.52−54 To study the isolated chromophore, we
considered two models (see Figure 2): (i) BV without
carboxylic tails (BV-I) and (ii) BV with carboxylic tails
protonated (BV-II).

To incorporate the influence of the environment onto the
excited-state character of the chromophore, we employed the
quantum mechanics/molecular mechanics (QM/MM) ap-
proach. The QM region consists of chromophore BV
(according to the PDB structure12), and the chromophore
was cut off at the covalent linkage of BV and Cys residue and
the carboxylic tails from pyrrole rings B and C (see Figure 2).
The QM region includes the chromophore without carboxylic
tails (BV-I). The rest of the system including the carboxylic

tails, protein, water, and counterions was treated as the MM
region. In a hybrid QM/MM scheme (Figure 2), the
interaction was described as the electrostatic embedding of
MM point charges that is added as one-electron operator to
the QM Hamiltonian. The structures for QM/MM were taken
from the MD trajectory at every 1 ns. Link atoms are used to
saturate free valencies of the boundary QM atoms when the
QM and MM subsystem are separated. Overpolarization55 is
prevented by using the charge distribution scheme, in which
the charge on the frontier MM atom (S of the Cys residue) is
deleted and equally distributed over the other covalently
bound MM atoms (MM host atoms). The advantage of this
approach is that the charge of the overall system is preserved.
All electronic structure calculations were done using Q-Chem
5.2.56 Post-processing of the excited-state analysis was done
using a TheoDORE program.57 The graphical visualization of
the trajectory was done using a VMD program.58

4. RESULTS AND DISCUSSION

4.1. Interaction of the Chromophore with Its
Immediate Environment. In order to understand the
structural stability of the chromophore in the binding pocket
of the protein, we analyzed the 250 ns trajectory obtained from
the NVT production run. The root-mean-square deviation
(RMSD) plot (Figure 3a) suggests that the structure of BV
fluctuates predominantly between two RMSD values (around
∼0.8 and ∼1 Å) in an interval of 0−120 ns, after which the
RMSD of BV fluctuates around 1.0 Å.
To further understand the structural fluctuations of the

chromophore, we performed clustering analysis based on
RMSD. It became apparent that the chromophore structure
fluctuates between two structures predominantly (Figure S2),
which differ by the “floppy” dihedral that includes ring A (A1···
A4), ring D (D1···D4), and carboxylic tails on the ring C
(T21···T24) and on the ring B (T11···T14) (see Figure 3b).
In order to characterize the hydrogen-bond network around

the chromophore and identify the residues that contribute to
the network, we have performed hydrogen-bond analysis over
250 ns simulation. Hydrogen-bond occupancy values,
representing the percentage of times the residue−chromo-
phore (atom) pair was at hydrogen-bonding criteria, are
presented in Table 1. It is evident that the residues Arg230 and
Arg198 have the highest occupancy numbers, i.e., more than
90% of the simulation time. A closer inspection reveals that
these two basic amino acids are hydrogen-bonded to the
charged carboxylic tails of BV, stabilizing them within the
binding pocket (see Figure 4). Additionally, two polar amino

Figure 2. Schematic representation of the QM region (BV-I): the
chromophore (without carboxylic tails). The rest of the system
including carboxylic tails of BV, protein, water, and ions was
embedded as MM point charges. BV with carboxylic tail protonated
is denoted as BV-II. The black lines in the chromophore represents
the fragmentation scheme followed for the excited-state analysis.

Figure 3. (a) RMSD of the chromophore structure across the trajectory. (b) Right panel shows the averaged structure of the most dominant
clusters, cluster-1 (red) and cluster-2 (blue) of the 250 ns trajectory, superimposed. Atoms in the selected dihedral are labeled (only heavy atoms)
for structural analysis of clusters.
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acids Ser23 and Tyr192 residues also participate in hydrogen-
bonding interaction with the carboxylic tails of the BV
chromophore (see Figure 4). Moreover, the hydrogen-bond
interaction of His266, with 33% occupancy, to BV (ring D)
would possibly explain the tilt (or distortion) in the ring D of
BV (see Figure 3b).
It must be noted that in the conventional iRFPs, including

the dimeric form of the miRFP studied in this work, the polar

Asp residue is hydrogen-bonded to the rings B and C of BV,
while in the miRFP, Asp is replaced by a nonpolar residue,
Leu183.12 Our results shows that Leu183 also remains
hydrogen-bonded to the rings B and C throughout the
simulation, although with lower occupancy values (Table 1).
Last but not the least, four water molecules contribute to the
hydrogen-bonding network around the chromophore through-
out the simulation (see Figure S3), including the encapsulated
water between the rings A, B, and C of BV.
Additionally, our results demonstrates that the π − π

stacking interaction of His236 with the ring C of BV present in
the crystal structure remained preserved throughout the
simulation (Figure 4). The values of separation of ring
centroids (d) averaged over the 250 ns trajectory is 4.17 Å
(with a standard deviation of 0.36), suggesting that the ring
centroids fall very close to the corresponding value in the
crystal structure (4.1 Å).12

4.2. Vertical Excitation of the Chromophore. 4.2.1. Iso-
lated Chromophore. The hydrogen-bonding interaction holds
carboxylic tails of the chromophore with polar and basic
residues from the protein environment (see Figure 4).
Therefore, we study the BV chromophore in two structural
forms, namely, BV-I and BV-II. In the literature, the ωB97X-D
functional in the TD-DFT/Tamm−Dancoff approximation
framework was successful in determining the absorption
behavior of the BV chromophore.36 Additionally, it was also
shown that the exciton descriptors are better described using
range-seperated functional CAM-B3LYP.52,53 It is to be noted
that ωB97X-D has similar percentage of Hartree−Fock
exchange to CAM-B3LYP, and since the structures were also
optimized using ωB97X-D, we use the former for studying the
excited-state properties of the chromophore. We also find that
excited-state descriptors of isolated BV-I and BV-II computed
using CAM-B3LYP functional (Table S2) are similar to the
ones obtained using ωB97X-D (Table 2).
In Table 2, VEE values of the first two bright states of BV-I

and BV-II appear to be quite similar (difference of ∼0.03 eV
for the S1 state and ∼0.1 eV for the S2 state). For the 1-TDM-
based excited-state analysis, four fragments were considered;
the fragmentation scheme (Figure 2) and their corresponding
electron−hole correlation plots are given in Figure S4. First, we
discuss the nature of the S1 state. The ωCT values are around
0.6, indicating that the nature of excited state is impure, i.e.,
mixed LE and CT characters. Both dh → e and dexc values are
similar for both BV-I and BV-II models (difference of 0.1 Å),
indicating that the natures of the excited states are similar, i.e.,
the LE character. The positive but small value of Reh (∼0.18)
suggests lesser Coloumbic attraction of the electron−hole pair.
Looking at the S2 state, we observe that the dh → e in BV-I is
higher by 0.6 Å, suggesting that the mix of CT character is
slightly higher as compared to the predominant LE nature of S2
of BV-II. The dexc values of BV-II is slightly higher than those
of BV-I, suggesting larger delocalization of the exciton.

Table 1. Hydrogen-Bonding Pairs of Chromophore Atoms
and the Neighboring Amino Acidsa

donor acceptor distance [Å] occupancy (%)

Arg230 (H1) BV (O1) 1.84 (0.15) 94.8
Arg230 (H2) BV (O2) 1.87 (0.18) 90.6
Ser233 (H3) BV (O2) 2.08 (0.47) 59.95
Arg198 (H4) BV (O3) 2.15 (0.23) 95.11
Tyr192 (H5) BV (O1) 2.12 (0.53) 68.46
Arg198 (H6) BV (O4) 2.15 (0.23) 41.22
Arg198 (H7) BV (O4) 1.85 (0.13) 39.22
BV (H8) Leu183 (O5) 2.17 (0.21) 34.43
His266 (H9) BV (O6) 2.38 (0.47) 33.41
BV (H10) Leu183 (O7) 2.15 (0.21) 39.3

aAverage bond distance of a hydrogen-bond pair (donor being the
moiety donating hydrogen). Standard deviations are given in
parentheses, and the occupancy values were computed across the
250 ns trajectory.

Figure 4. Schematic representation of hydrogen-bonding interactions
found between BV and the protein during MD simulation. BV is
bound by electrostatic interactions of basic amino acids (Arg198 and
Arg230), polar amino acids (Ser230, Tyr192, and His266), and a
nonpolar amino acid (Leu183). π − π stacking interaction of His236
with BV (ring C). The distance of separation, d [Å], between the
center of masses of the five-membered rings of His236 and C-ring of
the chromophore is presented by a red dotted line.

Table 2. Excited-State Descriptors of the Two Bright States of the Isolated Chromophore in Two Model Forms, BV-I and BV-
II (See Text for Explanation), and the Fragmentation Scheme Described in Figure S4

system state VEE [eV] ( f) ωCT dh → e dexc Reh NTO (weight)

BV-I S1 2.29 (1.0) 0.664 0.563 5.081 0.188 h1 → e1 (0.93)
S2 4.04 (1.1) 0.601 1.380 5.064 0.317 h1 → e2 (0.61)

BV-II S1 2.32 (0.9) 0.654 0.671 5.030 0.184 h1 → e1 (0.91)
S2 4.11 (1.2) 0.602 0.784 5.235 0.284 h1 → e2 (0.64)
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Comparable values of Reh are obtained for both the models of
the chromophore at the S2 state.
The electron−hole correlation plots (see Figure S4) show

that the exciton in both the S1 and S2 states are delocalized
over the entire molecule. Given the similarities of the
descriptors of the first two bright states of BV-I and BV-II,
the effect of carboxylic tails of the chromophore is insignificant
in describing the nature of the excited states. Therefore, in the
following, we restrict ourselves with calculations involving BV-I
as the QM region.
4.2.2. Chromophore with the Environment. To elucidate

the role of the environment in shaping the chromophore’s
absorption, we considered 250 structures from the MD
trajectory. Table 3 shows the computed excitation energies
of various model systems as well as the experimental values.

The difference in the average (over 250 structures)
excitation energy of the chromophore with the electrostatic
embedding of MM point charges (BV-Ib) and the isolated (BV-
Ic) appear to be minimal (0.09 eV). Additionally, we
performed excited-state analysis using the representative
structure of BV-I taken from 250 ns MD trajectory, with and
without the MM point charges. We chose the average structure
of the most predominant cluster from the 250 ns trajectory as a
representative structure for our analysis.
We begin by comparing the S1 state of the isolated BV-I and

BV-I with the inclusion of the MM point charges (see Table
4). The VEE values are quite similar, with a difference of ∼0.1
eV. The dh → e values are slightly larger for BV-I with the MM
point charges, suggesting that the exciton is slightly more
delocalized while the dexc values are comparable (∼5.6 Å).
Again, a slightly higher Reh value suggests that MM point
charges around BV-I could help in larger exciton binding due
to Coulombic attraction. It must be noted that the ωCT value
strongly depends on the fragmentation scheme. For example,

here we observe higher ωCT values with an increase in the
number of fragments (n = 2,3, and 4) considered. Interestingly,
the relative difference between the ωCT values of BV-I with and
without MM point charges remain insignificant for all the
fragmentation schemes. The S2 state has similar VEE both in
isolated BV-I and BV-I in the presence of the MM point
charges (∼3.6 eV), further implying that the influence of the
environment in the S2 state character of BV-I is minimal. In
sum, the electrostatic embedding of the MM charges has an
insignificant effect in both S1 and S2 excited-state descriptors.
To further understand the nature of the excited-states

involved, we analyze the electron−hole correlation plots with
different fragmentation schemes, i.e., varying number of
fragments (Figure 5). First, we discuss the results of BV-I
with two fragments (A and B): the S1 state appears to have
similar character with and without the MM charges, where the
exciton appears to be delocalized across BV-I. For the S2 state,
isolated BV-I has slightly more LE in fragment A as compared
to BV-I embedded with MM point charges that has LE on both
fragments A and B. The S2 state has minor CT contribution
between fragment B → A. Therefore, it appears that the S2
state has a predominant LE nature.
In the case of three fragments (A, B, and C), the S1 state has

a dominant LE character that involves fragment B, i.e., pyrrole
rings B and C of BV-I. However, there are numerous minor
CT contributions additionally between all the three fragments
(except no CT transitions from fragment A → C and vice
versa). Therefore, having LE at fragment B and other CT
transitions between the fragments leaves the exciton
delocalized across the molecule, making S1 a delocalized
excited state. The S2 state of BV-I, with the presence of the
environment, has slightly larger localization of exciton in all the
three fragments, while in the isolated BV, the LE contribution
of fragment A becomes more significant than the others. The
CT transitions across the fragments become more pronounced
with the inclusion of point charges.
On fragmentation of BV-I into fragments (A, B, C, and D),

we once again see that the role of electrostatic interactions of
the immediate environment in perturbing the nature of the
excited states remains minimal. All four fragments of the S1
state seem to have LE transitions, and even the CT transitions
from fragments A → B, C → B, and C → D remain similar for
both BV-I with and without the environment. For the S2 state,
the isolated BV-I has dominant LE in fragment A with a set of
minor CT transitions, and the trends remain similar for BV-I
with the inclusion of the MM point charges.
From the discussion above, it is apparent that the electron−

hole correlation plots with various fragmentation schemes lead

Table 3. Vertical Excitation Energies, VEE in eV, and
Oscillator Strength ( f) in Parenthesese

system MM S1 S2

BV-Ia 2.29 (1.0) 4.04 (1.11)
BV-Ib,c all 1.97 (1.31) 3.63 (1.39)
BV-Ic 2.06 (1.4) 3.67 (1.43)
experimentald all 1.83 3.6

aSingle optimized structure of isolated BV-I. b,cAverage energies
computed using 250 structures obtained from the MD trajectory. dRef
12. eVEE values were computed at the ωB97X-D/cc-pVDZ level of
theory.

Table 4. Excited-State Analysis of the Representative Structure of BV-I across the 250 ns Trajectorya

ωCT

type state VEE [eV] ( f) dh → e [Å] dexc [Å] n = 2 n = 3 n = 4 Reh NTO (weight)

QM/MM S1 1.93 (1.35) 1.063 5.679 0.371 0.501 0.647 0.246 h1 → e1 (0.89)
S2 3.60 (1.12) 0.722 4.728 0.166 0.476 0.526 0.478 h1 → e2 (0.28)

h2 → e1 (0.20)
isolated S1 2.02 (1.45) 0.728 5.649 0.405 0.501 0.668 0.205 h1 → e1 (0.90)

S2 3.62 (0.98) 0.621 4.716 0.152 0.409 0.446 0.487 h1 → e2 (0.25)
h2 → e1 (0.24)

aThe structure was studied with electrostatic embedding of MM point charges around BV-I (QM/MM) and as isolated BV-I. The first two bright
states of the cluster were computed at the ωB97X-D/cc-pVDZ level of theory, with various fragment numbers, n (see Figure 5 for the
fragmentation schemes).
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to different interpretations. However, the key finding is that in
all the three aforementioned fragmentation schemes, the
exciton is spread across all the fragments for both S1 and S2
states, leaving the nature of the excited states a delocalized one.
It is worth mentioning that a recent study,59 based on exciton
descriptors that are independent of the fragmentation scheme,
has reported that within the TD-DFT framework, using the
correct amount of nonlocal orbital exchange functional, the dexc
has a universal value of amount 7 Å for π-conjugated polymers.
As it is evident from Table 4, the dexc values obtained for our
system are around 4−5.7 Å, which are much smaller that 7 Å,
suggesting that BV-I is dissimilar to typical extended π-
conjugated systems. Interestingly, the nonplanar BV-I with
repeating units of five-membered heteroaromatic cycle is
structurally similar to the hexa-thiophenes, which were found
to have a delocalized excited state with a dexc value of 5 Å53

comparable to the dexc values obtained for BV-I.
NTO transitions and their corresponding weights are given

in Table 4. The state-averaged NTOs (SA-NTOs) are

designated as hi and ei orbitals corresponding to the ith orbital
of hole and electron. SA-NTOs (Figure 6) reveal that (i) 90%
of the S1 state is represented by the transition h1 → e1, which is
π → π*. (ii) S2 states are composed of majorly two transitions
h1 → e2 and h2 → e1. The SA-NTOs are in line with the
electron−hole correlation plots, suggesting delocalized S1 and
S2 states. It must be noted that BV-I in Table 2 is QM-
optimized while in Table 4, it is a single-point calculation of
the representative structure obtained from a 250 ns MD
trajectory and therefore their corresponding NTO transitions
differ.
To make the analysis statistically significant, we analyze the

distributions of the excited-state descriptors (with and without
the MM point charges) for 250 structures obtained from the
MD trajectory.

4.2.3. Excited-State Descriptors of BV-I across the
Trajectory. To statistically characterize the excited-state
character of the first two bright states of BV-I, we followed

Figure 5. Electron−hole correlation plots of the representative structure of the MD trajectory with various fragmentation schemes. (a)
Fragmentation scheme employed, (b) BV-I (isolated), and (c) BV-I with MM point charges.

Figure 6. State-averaged NTOs of the representative structure of BV-I from the MD trajectory: (a) isolated and (b) with electrostatic embedding of
MM charges using an isovalue = 0.03.
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the exciton descriptors’ distributions across the MD trajectory
with four fragments, as described in Figure 5.
Table 5 shows the average and the standard deviation values

of the excited-state descriptors. In the case of the S1 state, the

dexc values are in a range of 5.6−5.8 Å, which is larger than the
fragments considered (∼4.3−4.5 Å, see Figure 5). Similar to
dexc, dh → e values are consistently high for the S1 state,
suggesting a slightly larger delocalization of the exciton in the
presence of MM point charges. The Reh values are also similar
(with a difference of 0.05 units), suggesting that the role of the
electrostatic interactions of MM charges in stabilizing the
exciton binding is minimal too.
In contrast to S1, for the S2 state, the average values of dh → e

of BV-I in the presence of MM point charges are lower,
implying that the exciton is slightly more localized (see Table
5). The dexc values of BV-I are in the presence of MM point
charges, and the values are comparable to isolated BV-I. The
Reh is in a range of 0.38−0.41, slightly larger compared to the
S1 state that suggests that the exciton is bound and stabilized
by Coulombic interactions. The excited-state descriptor values
obtained across the trajectory are in line with the analysis of
the representative structure of BV-I (Table 4). Therefore, we
could conclude that the nature of first two bright states
remains delocalized throughout the trajectory. Additionally,
the plots of Ω-matrix and diagonal (LE) and off-diagonal (CT)
elements across the trajectory for BV-I are given in the
Supporting Information. The nature of the plots (see Figure
S7−S10) corroborates with our previous analysis, namely, (1)
the effect of electrostatic interaction stabilizing the exciton is
minimal and (2) the exciton is spread across all four fragments,
speaking in favor of the fact that both S1 and S2 are delocalized
excitations.

5. CONCLUSIONS
The role of the environment in influencing the absorption of
the BV chromophore was studied using 1TDM-based exciton
analysis within a hybrid QM/MM framework. The MD results
suggest that although the hydrogen-bond network around the
chromophore is sufficiently flexible, many of the crystal
contacts of the chromophore with the proteins are well-
preserved. The dynamic hydrogen-bonding interactions
around the chromophore ensure the structural stability of the
chromophore within the protein binding pocket. In particular,
basic amino acids such as Arg230 and Arg198 and polar amino
acids Tyr192 and Ser233 along with the encapsulated water
play a vital role in the structural stability of the chromophore.
Inclusion of the protein environment presented as point
charges resulted in minimal difference in the vertical excitation
energy of the S1 state by 0.09 eV compared to the isolated

chromophore. Additionally, comparing excited-state descrip-
tors calculated for the chromophore with and without
inclusion of the environment revealed that the effect of the
environment is minimal. The electron−hole correlation plots
for various fragmentation schemes supported by the SA-NTOs
show that the first two bright excited states are delocalized,
across the whole chromophore, excitations. Calculated excited-
state descriptors across the MD trajectory are in line with the
results obtained for the representative structure of the MD run.
Our findings contribute to the fundamental understanding of
the excited-state processes of iRFPs and pave the way toward a
molecular-level understanding of the excited-state processes,
e.g., ESPT and photoisomerization, which will allow
researchers to design new iRFP-based probes with desired
spectral properties used as optogenetic tools. Exploring
excited-state processes of iRFPs is currently in progress in
our group.
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Table 5. Excited-State Descriptors of BV-I Averaged over
250 Structures with Electrostatic Embedding of MM Point
Charges around BV-I (QM/MM) and as Isolated BV-Ia

type state dh → e [Å] dexc [Å] Reh

QM/MM S1 1.388 (0.20) 5.745 (0.08) 0.249 (0.01)
S2 0.676 (0.43) 5.115 (0.28) 0.389 (0.06)

isolated S1 0.968 (0.13) 5.669 (0.06) 0.206 (0.01)
S2 1.051 (0.46) 5.068 (0.39) 0.415 (0.07)

aThe standard deviation of the descriptors are given in parentheses.
The first two bright states of the cluster were computed at the
ωB97X-D/cc-pVDZ level of theory.
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